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Abstract. We deal with the linear functional equation

$$
\begin{equation*}
g(x)=\sum_{i=1}^{r} p_{i} g\left(c_{i} x\right) \tag{E}
\end{equation*}
$$

where $g:(0, \infty) \rightarrow(0, \infty)$ is unknown, $\left(p_{1}, \ldots, p_{r}\right)$ is a probability distribution, and $c_{i}$ 's are positive numbers. The equation (or some equivalent forms) was considered earlier under different assumptions (cf. [1], [2], [4], [5] and [6]). Using Bernoulli's Law of Large Numbers we prove that $g$ has to be constant provided it has a limit at one end of the domain and is bounded at the other end.

1. Introduction. In [4] the authors asked for the conditions under which any solution of the equation

$$
\begin{equation*}
f(x-\varphi(x))+f(x+\varphi(x))=2 f(x) \tag{J}
\end{equation*}
$$

is affine. The equation $(\mathrm{J})$ is called the Jensen equation on the graph of the function $\varphi$. For $\varphi$ linear, say $\varphi(x)=\alpha x, x \in(0, \infty)$, (J) leads to the equation

$$
\begin{equation*}
g(x)=\frac{c}{2} g(c x)+\frac{d}{2} g(d x) \tag{*}
\end{equation*}
$$

where $g(x)=f(x) / x, c=1+\alpha$ and $d=1-\alpha$. Obviously, $(*)$ is a particular case of (E) which is our main point of interest. Thus one motivation for the present paper is to extend our previous results.

Another motivation comes from [1] and [6] (cf. also [5]), where the following equation has been considered:

$$
\begin{equation*}
G(t)=\sum_{i=1}^{r} A_{i} G\left(t+a_{i}\right) \tag{L}
\end{equation*}
$$

where $G: \mathbb{R} \rightarrow \mathbb{R}$ is unknown, $A_{i}$ 's are positive, and $a_{i}$ 's are different from 0 .

[^0]Suppose that $\lambda \in \mathbb{R}$ is a solution of the characteristic equation of (L), i.e.

$$
\sum_{i=1}^{r} A_{i} e^{\lambda a_{i}}=1
$$

Then it easy to check that $G$ solves (L) if and only if $g:(0, \infty) \rightarrow \mathbb{R}$ given by

$$
g(x)=x^{-\lambda} G(\ln x)
$$

solves (E) with $p_{i}=A_{i} e^{\lambda a_{i}}$ and $c_{i}=e^{a_{i}}, i \in\{1, \ldots, r\}$. The equation (L) has been studied by the aforementioned authors either under the assumption that solutions are continuous and bounded (G. Derfel, who moreover uses probability methods to prove the results) or measurable and nonnegative (M. Laczkovich) or satisfy some asymptotic conditions (J. Baker). It might be interesting that M. Pycia in [7] when dealing in particular with (L) with equality replaced by inequality, assumes measurability and asymptotic conditions. In the present paper we also impose some asymptotic conditions, which is another consequence of our original interest in solving the Jensen equation on curves. In [4], following several authors dealing with a similar problem for the Cauchy equation on curves, we looked for solutions of (J) which are differentiable at 0 and such that the quotient $f(x) / x$ is bounded at infinity. Our present results concerning (E) are of a similar type.
2. Preliminaries. Let $(\Omega, \mathcal{A}, \mathcal{P})$ be a probability space, let $r \in \mathbb{N}$ be a positive integer and fix $p_{1}, \ldots, p_{r} \geq 0$ such that $\sum_{i=1}^{r} p_{i}=1$. We consider a sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ of vector random variables, $X_{n}=\left(X_{n, 1}, \ldots, X_{n, r}\right)$, where $X_{n, i}: \Omega \rightarrow \mathbb{R}$ for $i \in\{1, \ldots, r\}$, and assume that for every $n \in \mathbb{N}$ the random variable $X_{n}$ has polynomial distribution, i.e. for every $k_{1}, \ldots, k_{r} \in$ $\{0,1, \ldots, n\}$ such that $k_{1}+\ldots+k_{r}=n$,

$$
\mathcal{P}\left(\left\{\omega \in \Omega: X_{n, 1}(\omega)=k_{1}, \ldots, X_{n, r}(\omega)=k_{r}\right\}\right)=\frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}}
$$

We start with the following
Lemma 2.1. If $\left(X_{n}\right)_{n \in \mathbb{N}}, X_{n}=\left(X_{n, 1}, \ldots, X_{n, r}\right), n \in \mathbb{N}$, is a sequence of vector random variables with polynomial distribution, then for every $\delta>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathcal{P}\left(\left\{\omega \in \Omega: \max _{1 \leq i \leq r}\left|\frac{X_{n, i}(\omega)}{n}-p_{i}\right|<\delta\right\}\right)=1 \tag{1}
\end{equation*}
$$

Proof. Fix $\delta>0$. For $i \in\{1, \ldots, r\}$ set

$$
A_{i}^{n}=\left\{\omega \in \Omega:\left|\frac{X_{n, i}(\omega)}{n}-p_{i}\right|<\delta, \sum_{j=1, j \neq i}^{r} X_{n, j}(\omega)=n-X_{n, i}(\omega)\right\}
$$

Then

$$
\bigcap_{i=1}^{n} A_{i}^{n}=\left\{\omega \in \Omega: \max _{1 \leq i \leq r}\left|\frac{X_{n, i}(\omega)}{n}-p_{i}\right|<\delta\right\} .
$$

It is obvious that if we prove

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathcal{P}\left(A_{i}^{n}\right)=1 \quad \text { for } i \in\{1, \ldots, r\} \tag{2}
\end{equation*}
$$

then we get (1). By symmetry it is enough to show that (2) holds for $i=r$. We have

$$
\begin{aligned}
\mathcal{P}\left(A_{r}^{n}\right)= & \sum_{\left\{k_{r}:\left|k_{r} / n-p_{r}\right|<\delta\right\}} \sum_{k_{1}+\ldots+k_{r-1}=n-k_{r}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r-1}^{k_{r-1}} p_{r}^{k_{r}} \\
= & \sum_{\left\{k_{r}:\left|k_{r} / n-p_{r}\right|<\delta\right\}} \frac{n!}{k_{r}!\left(n-k_{r}\right)!} p_{r}^{k_{r}} \\
& \times \sum_{k_{1}+\ldots+k_{r-1}=n-k_{r}} \frac{\left(n-k_{r}\right)!}{k_{1}!\ldots k_{r-1}!} p_{1}^{k_{1}} \ldots p_{r-1}^{k_{r-1}} \\
= & \sum_{\left\{k_{r}:\left|k_{r} / n-p_{r}\right|<\delta\right\}} \frac{n!}{k_{r}!\left(n-k_{r}\right)!} p_{r}^{k_{r}}\left(1-p_{r}\right)^{n-k_{r}} \\
= & \mathcal{P}\left(\left\{\omega \in \Omega:\left|\frac{Y_{n, r}(\omega)}{n}-p_{r}\right|<\delta\right\}\right),
\end{aligned}
$$

where $Y_{n, r}: \Omega \rightarrow \mathbb{R}, n \in \mathbb{N}$, is a random variable with Bernoulli distribution

$$
\mathcal{P}\left(Y_{n, r}=k_{r}\right)=\binom{n}{k_{r}} p_{r}^{k_{r}}\left(1-p_{r}\right)^{1-k_{r}} .
$$

Using Bernoulli's law of large numbers (cf. [3], Chapter VI, §4), we get (2).
In the sequel we will deal with the equation

$$
\begin{equation*}
g(x)=\sum_{i=1}^{r} p_{i} g\left(c_{i} x\right), \tag{E}
\end{equation*}
$$

assuming that
(H) $\quad p_{i}>0, c_{i} \neq 1,1 \leq i \leq r, 0<c_{1}<\ldots<c_{r}, \sum_{i=1}^{r} p_{i}=1$, and $\prod_{i=1}^{r} c_{i}^{p_{i}} \neq 1$.
Consider the characteristic equation for (E), i.e.

$$
\begin{equation*}
\sum_{i=1}^{r} p_{i} c_{i}^{\lambda}=1 \tag{3}
\end{equation*}
$$

Denote by $\Lambda$ the set of roots of (3). In view of (H) we have $0 \in \Lambda$. Using simple calculus methods to the function $\mathbb{R} \ni \lambda \rightarrow \sum_{i=1}^{r} p_{i} c_{i}^{\lambda}-1 \in \mathbb{R}$ one can show that card $\Lambda \leq 2$ and the following holds.

Lemma 2.2. Assume that (H) holds. We have
(i) if $c_{1}>1$ or $c_{r}<1$ then $\Lambda=\{0\}$;
(ii) if $c_{1}<1<c_{r}$ then $\Lambda=\{0, \lambda\}$; moreover,

$$
\prod_{i=1}^{r} c_{i}^{p_{i}}>1 \Rightarrow \lambda<0 \text { and } \prod_{i=1}^{r} c_{i}^{p_{i} c_{i}^{\lambda}}<1,
$$

while

$$
\prod_{i=1}^{r} c_{i}^{p_{i}}<1 \Rightarrow \lambda>0 \text { and } \prod_{i=1}^{r} c_{i}^{p_{i} c_{i}^{\lambda}}>1
$$

3. Main results. Let us prove first the following extension of Theorem 1 of [4].

Proposition 3.1. Let $g:(0, \infty) \rightarrow \mathbb{R}$ be a solution of equation ( E ). If either
$\left(\mathrm{A}_{1}\right) \quad g$ is bounded in the vicinity of 0 ,
$\left(\mathrm{A}_{2}\right) \quad \lim _{x \rightarrow \infty} g(x)=a \in[-\infty, \infty]$, and
$\left(\mathrm{A}_{3}\right)$

$$
\prod_{i=1}^{r} c_{i}^{p_{i}}>1
$$

or
$\begin{array}{ll}\left(\mathrm{B}_{1}\right) & g \text { is bounded in the vicinity of } \infty, \\ \left(\mathrm{B}_{2}\right) & \lim g(x)=a \in[-\infty, \infty], \quad \text { and }\end{array}$
$\left(\mathrm{B}_{3}\right)$

$$
\prod_{i=1}^{r} c_{i}^{p_{i}}<1
$$

then $a \in \mathbb{R}$ and $g(x)=a, x \in(0, \infty)$.
Proof. Assume that $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{3}\right)$ hold. We first show that for every $R>0$ there exists a $B_{R}>0$ such that

$$
\begin{equation*}
|g(x)| \leq B_{R} \tag{4}
\end{equation*}
$$

for every $x \in(0, R)$.
It follows from $\left(\mathrm{A}_{3}\right)$ that $c_{r}=\max \left\{c_{1}, \ldots, c_{r-1}\right\}>1$ and hence

$$
\alpha:=\min \left\{1,1 / c_{1}, \ldots, 1 / c_{r-1}\right\} \cdot c_{r}>1
$$

Let $d_{0}>0$ and $\beta_{0}>0$ be such that for every $x \in\left(0, d_{0}\right)$,

$$
\begin{equation*}
|g(x)| \leq \beta_{0} \tag{5}
\end{equation*}
$$

Fix $R>0$ and let $x \in\left(0, d_{1}\right)$ where $d_{1}:=\alpha d_{0}$. Then $x / c_{r}<d_{0}$ and
$\left(c_{i} / c_{r}\right) x<d_{0}, i \in\{1, \ldots r-1\}$. From (E) and (5) we get

$$
\begin{aligned}
|g(x)| & =\left|\frac{1}{p_{r}}\left[g\left(\frac{x}{c_{r}}\right)-\sum_{i=1}^{r-1} p_{i} g\left(\frac{c_{i} x}{c_{r}}\right)\right]\right| \\
& \leq \frac{1}{p_{r}}\left(\left|g\left(\frac{x}{c_{r}}\right)\right|+\sum_{i=1}^{r-1} p_{i}\left|g\left(\frac{c_{i} x}{c_{r}}\right)\right|\right) \\
& \leq \frac{\beta_{0}}{p_{r}}\left(1+\sum_{i=1}^{r-1} p_{i}\right)=\frac{\beta_{0}}{p_{r}}\left(2-p_{r}\right)=\beta_{0}\left(\frac{2}{p_{r}}-1\right)=: \beta_{1} .
\end{aligned}
$$

Using the same argument, we prove that for every $n \in \mathbb{N}$ there exists a $\beta_{n}>0$ such that

$$
\begin{equation*}
|g(x)| \leq \beta_{n} \leq\left(\frac{2}{p_{r}}-1\right)^{n} \beta_{0} \tag{6}
\end{equation*}
$$

for every $x \in\left(0, d_{n}\right)$ where $d_{n}:=\alpha^{n} d_{0}$. Since $\alpha>1$ we have $\alpha^{N} d_{0}>R$ for some $N \in \mathbb{N}$. In view of (6) it is enough to put $B_{R}:=\beta_{N}$.

For every $n \in \mathbb{N}$, put

$$
\Delta_{n}:=\left\{\left(k_{1}, \ldots, k_{r}\right) \in(\mathbb{N} \cup\{0\})^{r}: k_{1}+\ldots+k_{r}=n\right\} .
$$

An easy induction shows that (E) implies
(7) $g(x)=\sum_{\left(k_{1}, \ldots, k_{r}\right) \in \Delta_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}} g\left(c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x\right), \quad x \in(0, \infty)$,
for $n \in \mathbb{N}$. First, we will prove that $a \in \mathbb{R}$. Indeed, suppose that $a=\infty$. Fix $D>0$ and let $R>0$ be such that

$$
\begin{equation*}
g(x) \geq D \tag{8}
\end{equation*}
$$

for every $x \geq R$. Let $\varepsilon>0$ be such that
(9)

$$
c_{1}^{p_{1}} \ldots c_{r}^{p_{r}}>e^{\varepsilon} .
$$

Finally, let $x \in(0, \infty)$ and choose $n_{0} \in \mathbb{N}$ such that for every $n \geq n_{0}$,

$$
\begin{equation*}
(R / x)^{1 / n}<e^{\varepsilon} \tag{10}
\end{equation*}
$$

In view of (9) there exists a $\delta>0$ such that

$$
\begin{equation*}
c_{1}^{\xi_{1}} \ldots c_{r}^{\xi_{r}}>e^{\varepsilon} \tag{11}
\end{equation*}
$$

for every $\xi=\left(\xi_{1}, \ldots, \xi_{r}\right) \in \mathbb{R}^{r}$ satisfying

$$
\begin{equation*}
\|\xi-p\|<\delta \tag{12}
\end{equation*}
$$

where $p=\left(p_{1}, \ldots, p_{r}\right)$ and $\|\cdot\|$ denotes the maximum norm in $\mathbb{R}^{r}$. Now, if $n \geq n_{0}$ and $k_{1}, \ldots, k_{r} \in \mathbb{N} \cup\{0\}$ are such that

$$
\left\|\left(\frac{k_{1}}{n}-p_{1}, \ldots, \frac{k_{r}}{n}-p_{r}\right)\right\|<\delta
$$

then (see (10)-(12)) for $n \geq n_{0}$,

$$
\begin{equation*}
c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x=\left(c_{1}^{k_{1} / n} \ldots c_{r}^{k_{r} / n}\right)^{n} x>e^{n \varepsilon} x>\frac{R}{x} x=R . \tag{13}
\end{equation*}
$$

For every $n \in \mathbb{N}$, put

$$
\begin{aligned}
K_{n} & :=\left\{\left(k_{1}, \ldots, k_{r}\right) \in \Delta_{n}: c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x \geq R\right\}, \\
L_{n} & :=\left\{\left(k_{1}, \ldots, k_{r}\right) \in \Delta_{n}:\left\|\left(k_{1} / n-p_{1}, \ldots, k_{r} / n-p_{r}\right)\right\|<\delta\right\}, \\
M_{n} & :=\Delta_{n} \backslash K_{n}, \quad P_{n}:=\Delta_{n} \backslash L_{n}
\end{aligned}
$$

In view of (13) we have $L_{n} \subset K_{n}$ and $M_{n} \subset P_{n}$ for $n \geq n_{0}$.
Let $(\Omega, \mathcal{A}, \mathcal{P})$ be a probability space and let $\left(\mathbb{Y}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of vector-valued random variables defined by

$$
\mathbb{Y}_{n}:=\frac{\mathbb{X}_{n}}{n}-p
$$

where $\mathbb{X}_{n}: \Omega \rightarrow \mathbb{R}^{r}, n \in \mathbb{N}$, are vector-valued random variables with polynomial distribution. Lemma 2.1 implies that for every $\eta>0$,

$$
\lim _{n \rightarrow \infty} \mathcal{P}\left(\left\|\mathbb{Y}_{n}\right\|<\eta\right)=1
$$

In particular, we have

$$
\begin{equation*}
\sum_{\left(k_{1}, \ldots, k_{r}\right) \in L_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}}=\mathcal{P}\left(\left\|\mathbb{Y}_{n}\right\|<\delta\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 1 \tag{14}
\end{equation*}
$$

Using (4), (7), (8), (13) and (14) we get

$$
\begin{aligned}
|g(x)|= & \left\lvert\, \sum_{\left(k_{1}, \ldots, k_{r}\right) \in K_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}} g\left(c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x\right)\right. \\
& \left.+\sum_{\left(k_{1}, \ldots, k_{r}\right) \in M_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}} g\left(c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x\right) \right\rvert\, \\
\geq & \sum_{\left(k_{1}, \ldots, k_{r}\right) \in K_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}} g\left(c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x\right) \\
& -\sum_{\left(k_{1}, \ldots, k_{r}\right) \in M_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}\left|g\left(c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x\right)\right|} \\
\geq & \sum_{\left(k_{1}, \ldots, k_{r}\right) \in L_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}} \\
& -B_{R} \sum_{\left(k_{1}, \ldots, k_{r}\right) \in P_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}} \\
\geq & D \mathcal{P}\left(\left\|\mathbb{Y}_{n}\right\|<\delta\right)-B_{R} \mathcal{P}\left(\left\|\mathbb{Y}_{n}\right\| \geq \delta\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} D .
\end{aligned}
$$

Since $x>0$ was arbitrary this shows that $|g(x)| \geq D$ for $x \in(0, \infty)$. But $D>0$ was arbitrary as well, thus $|g(x)|=\infty, x \in(0, \infty)$, which contradicts the boundedness of $g$ at 0 . This contradiction shows that $a<\infty$. An analogous argument may be used to show that $a>-\infty$, too.

To prove that $g=a$ fix $\eta>0$ and let $R>0$ be such that

$$
\begin{equation*}
|g(x)-a|<\eta \tag{15}
\end{equation*}
$$

for every $x \in[R, \infty)$. Let $x \in(0, \infty)$. From (4), (7) and (13)-(15) we get

$$
\begin{aligned}
|g(x)-a| \leq & \sum_{\left(k_{1}, \ldots, k_{r}\right) \in K_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}}\left|g\left(c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x\right)-a\right| \\
& +\sum_{\left(k_{1}, \ldots, k_{r}\right) \in M_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}}\left|g\left(c_{1}^{k_{1}} \ldots c_{r}^{k_{r}} x\right)-a\right| \\
\leq & \eta+\left(B_{R}+|a|\right) \sum_{\left(k_{1}, \ldots, k_{r}\right) \in P_{n}} \frac{n!}{k_{1}!\ldots k_{r}!} p_{1}^{k_{1}} \ldots p_{r}^{k_{r}} \\
\leq & \eta+\left(B_{R}+|a|\right) \mathcal{P}\left(\left\|\mathbb{Y}_{n}\right\| \geq \delta\right) \underset{n \rightarrow \infty}{ } \eta .
\end{aligned}
$$

Since $x \in(0, \infty)$ and $\eta>0$ were arbitrary, we get our assertion.
To prove the remaining part of the assertion it is enough to observe that if $g$ solves the equation $(\mathrm{E})$ and $\left(\mathrm{B}_{1}\right)-\left(\mathrm{B}_{3}\right)$ are satisfied then the function

$$
G(x):=g(1 / x), \quad x \in(0, \infty)
$$

satisfies (E) with $c_{i}$ replaced by $C_{i}:=1 / c_{i}, i \in\{1, \ldots, r\}$, and $G, C_{1}, \ldots, C_{r}$ satisfy $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{3}\right)$, hence $G(x)=a, x \in(0, \infty)$.

Let us note that the assumptions on $g$ are essential, and even high regularity of solutions does not guarantee uniqueness.

Example 3.1. The function $g:(0, \infty) \rightarrow \mathbb{R}$ given by $g(x)=1 / x$ satisfies $\left(\mathrm{B}_{1}\right),\left(\mathrm{B}_{2}\right)$ and solves the equation

$$
g(x)=\frac{3}{4} g(3 x)+\frac{1}{4} g\left(\frac{x}{3}\right), \quad x \in(0, \infty) .
$$

Note that

$$
3^{3 / 4} \cdot\left(\frac{1}{3}\right)^{1 / 4}>1
$$

and thus $\left(B_{3}\right)$ does not hold.
Example 3.2. The function $g:=\mathrm{id} \mid(0, \infty)$ solves the equation

$$
g(x)=\frac{1}{2} g\left(\frac{3}{2} x\right)+\frac{1}{2} g\left(\frac{1}{2} x\right), \quad x \in(0, \infty) .
$$

and satisfies $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$. However,

$$
(3 / 2)^{1 / 2} \cdot(1 / 2)^{1 / 2}<1
$$

and thus $\left(\mathrm{A}_{3}\right)$ does not hold.
The above examples also show that Proposition 3.1 does not hold when $\left(\mathrm{A}_{2}\right)$ and $\left(\mathrm{A}_{3}\right)$ are satisfied, but $\left(\mathrm{A}_{1}\right)$ is not (Example 3.1) or $\left(\mathrm{B}_{2}\right)$ and $\left(\mathrm{B}_{3}\right)$ are satisfied while $\left(\mathrm{B}_{1}\right)$ is not (Example 3.2). However, observe that in both cases nonconstant solutions are of the form $x \rightarrow x^{\lambda}$ where $\lambda$ is a nonzero solution of the respective characteristic equation $(\lambda=-1$ for the equation in Example 3.1, and $\lambda=1$ in Example 3.2). It turns out that this is not accidental. More exactly, we have the following result concerning the case where the characteristic equation (3) has a nonzero root (cf. our comment before Lemma 2.2 on the size of $\Lambda$ ).

Theorem 3.1. Assume that (H) holds and suppose that the set $\Lambda$ of roots of the characteristic equation (3) has two elements. Set

$$
\mu:=\min \Lambda, \quad \nu:=\max \Lambda .
$$

Let $g:(0, \infty) \rightarrow \mathbb{R}$ be a solution of equation (E) and define for every $\lambda \in \mathbb{R}$ the function $g_{\lambda}:(0, \infty) \rightarrow \mathbb{R}$ by

$$
g_{\lambda}(x)=x^{-\lambda} g(x) .
$$

If
$\left(\alpha_{1}\right) \quad g_{\nu}$ is bounded in a vicinity of 0 and
$\left(\alpha_{2}\right) \quad \lim _{x \rightarrow \infty} g_{\nu}(x)=a \in[-\infty, \infty]$,
then $a \in \mathbb{R}$ and $g(x)=a x^{\nu}, x \in(0, \infty)$.
If
$\left(\beta_{1}\right) \quad g_{\mu}$ is bounded in a vicinity of $\infty$ and

$$
\begin{equation*}
\lim _{x \rightarrow 0^{+}} g_{\mu}(x)=a \in[-\infty, \infty], \tag{2}
\end{equation*}
$$

then $a \in \mathbb{R}$ and $g(x)=a x^{\mu}, x \in(0, \infty)$.
Proof. Suppose that $\left(\mathrm{A}_{3}\right)$ holds (cf. Proposition 3.1). According to Lemma 2.2, if $\Lambda$ consists of two elements then $c_{1}<1<c_{r}$, and hence $\mu<0=\nu$. Conditions $\left(\alpha_{1}\right)$ and $\left(\alpha_{2}\right)$ mean simply that $g$ satisfies $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$ of Proposition 3.1, and the first part of the assertion follows. To prove the second part, note (cf. Introduction) that

$$
g_{\mu}(x)=\sum_{i=1}^{r} \widetilde{p}_{i} g_{\mu}\left(c_{i} x\right),
$$

where $\widetilde{p}_{i}=p_{i} c_{i}^{\mu}, i \in\{1, \ldots, r\}$. Now, from Lemma 2.2(ii) we infer that $\widetilde{p}_{i}, c_{i}$, $i \in\{1, \ldots, r\}$ and $g_{\mu}$ satisfy conditions $\left(\mathrm{B}_{1}\right)-\left(\mathrm{B}_{3}\right)$ of Proposition 3.1. Hence the second part of the assertion follows.

The proof in the case where $\left(B_{3}\right)$ holds is analogous.
REmark 3.1. The condition $\left(\mathrm{A}_{3}\right)$ holds in particular if $c_{1}>1$. It turns out that in this case assumption $\left(\mathrm{A}_{1}\right)$ is redundant. Indeed, equation (E) then implies that if (8) holds for $x \geq R$ then it holds for $x \geq R / c_{1}>R$ as well. An easy induction shows that (8) has to hold for every $x>0$, which, as in the proof of Proposition 3.1, implies that $a \in \mathbb{R}$. Now, an analogous argument shows that $|g(x)-a|<\varepsilon$ for every $\varepsilon>0$ and every $x>0$. In other words, $g=a$.

Similarly, if $c_{r}<1$ then $\left(\mathrm{B}_{3}\right)$ holds and $\left(\mathrm{B}_{1}\right)$ is redundant. Thus (cf. Lemma 2.2) we can state the following.

Theorem 3.2. Assume that $(\mathrm{H})$ holds and suppose that $\Lambda=\{0\}$. If either $c_{1}>1$ and $\left(\mathrm{A}_{2}\right)$ holds or $c_{r}<1$ and $\left(\mathrm{B}_{2}\right)$ holds then $a \in \mathbb{R}$ and $g(x)=a$, $x \in(0, \infty)$.

Remark 3.2. Note that the second part of the above theorem was proved by J. Baker in [1] (Proposition 2), under the assumption that $a \in \mathbb{R}$.

The assumption on $g$ may also be relaxed in some other cases, not covered by our theorems. As an example, we prove a result on solutions of equation (E) with $r=2$ and $c_{2}=c_{1}^{-1}$.

Consider the equation

$$
\begin{equation*}
g(x)=p g(c x)+(1-p) g\left(\frac{1}{c} x\right) \tag{16}
\end{equation*}
$$

where $g:(0, \infty) \rightarrow \mathbb{R}$ is the unknown function, $p \in(0,1)$ and $c \in(0, \infty) \backslash\{1\}$. First, we prove the following

Lemma 3.1. If $g$ satisfies equation (16) then for every $n \in \mathbb{N}$,

$$
\begin{equation*}
g(x)=p_{n} g\left(c^{n} x\right)+\left(1-p_{n}\right) g\left(\frac{1}{c} x\right), \quad x \in(0, \infty) \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{n}=\frac{p_{n-1} p}{1-p+p_{n-1} p}, \quad n \geq 2, \quad p_{1}=p . \tag{18}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{n}=0, \quad p \in(0,1 / 2] . \tag{19}
\end{equation*}
$$

Proof. A simple proof of (17) and (18) will be omitted. To prove (19) define for $p \in(0,1)$ the function $f_{p}:(0,1) \rightarrow(0,1)$ by

$$
f_{p}(t):=\frac{p t}{1-p+p t}, \quad t \in(0,1) .
$$

We have

$$
f_{p}\left(p_{n}\right)=p_{n+1}=f_{p}^{n+1}(p), \quad n \in \mathbb{N}
$$

If $p \in(0,1 / 2]$ then for every $t \in(0,1)$ we get

$$
t-f_{p}(t)=\frac{t(1-2 p+p t)}{1-p+p t}>0
$$

Hence $f_{p}(t)<t$ and $\lim _{n \rightarrow \infty} f_{p}^{n}(t)=0$, which ends the proof of (19).
Using Lemma 3.1 we prove
Theorem 3.3. Let $c>1$ and let $g:(0, \infty) \rightarrow \mathbb{R}$ satisfy equation (16). If either
(i) $p \in(0,1 / 2]$ and $\lim _{x \rightarrow \infty} g(x)=A \in \mathbb{R}$, or
(ii) $p \in[1 / 2,1)$ and $\lim _{x \rightarrow 0^{+}} g(x)=A \in \mathbb{R}$,
then $g=A$.
Proof. Suppose that (i) holds. From Lemma 2.2 we get

$$
g(x)=g\left(\frac{1}{c} x\right), \quad x \in(0, \infty)
$$

and the assumption on $c$ implies that

$$
g(x)=A, \quad x \in(0, \infty)
$$

Assume now that (ii) holds. Setting $b:=1 / c$ and $q:=1-p$ we can write equation (16) in the form

$$
g(x)=q g(b x)+(1-q) g\left(\frac{1}{b} x\right), \quad x \in(0, \infty)
$$

Applying Lemma 2.2 to the above equation (with $b$ instead of $c$ and $q$ instead of $p$ ) we get for every $x \in(0, \infty)$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
g(x)=q_{n} g\left(b^{n} x\right)+(1-q) g\left(\frac{1}{b} x\right) \tag{20}
\end{equation*}
$$

where

$$
q_{n}=\frac{q_{n-1} q}{1-q+q_{n-1} q}, \quad n \geq 2, \quad q_{1}=q
$$

Since $q \in(0,1 / 2]$ we get $\lim _{n \rightarrow \infty} q_{n}=0$, moreover, $\lim _{n \rightarrow \infty} b^{n}=0$. Letting $n \rightarrow \infty$ in (20) we get

$$
g(x)=g\left(\frac{1}{b} x\right), \quad x \in(0, \infty)
$$

whence $g(x)=A, x \in(0, \infty)$, follows immediately.
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