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1. Introduction. Let $G$ be a finite group and let $S$ be a set of generators of $G$. Suppose that $S$ is not contained in a coset of a subgroup of $G$. Then for every probability measure $\mu$ such that $\operatorname{supp} \mu=S$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\mu^{* n}-\lambda\right\|_{X}=0 \tag{1.1}
\end{equation*}
$$

where $\lambda$ is the equidistributed probability measure on $G: \lambda(g)=1 /|G|$, and $\|\cdot\|_{X}$ denotes a suitable norm on the space of functions on $G$. The speed of convergence in (1.1) depends on the group and the particular set of generators as well as the norm $\|\cdot\|_{X}$ chosen. The problem of estimating this speed has been thoroughly studied by many authors, in particular by Diaconis; see e.g. [1] and the literature quoted there.

In this note we are interested in questions concerning comparison of speeds of convergence to $\lambda$. On the one hand, we take convolution powers of a single probability measure supported on a fixed symmetric set $S$ of generators, and on the other hand, convolution products of sequences of probability measures each supported on $S$.

It has been noticed [2] that in the important case of the symmetric group $\mathcal{S}_{n}$ and the set of generators consisting of the transpositions there exist $n$ probability measures $\mu_{1}, \ldots, \mu_{n}$ supported on $S$ such that

$$
\begin{equation*}
\lambda=\mu_{1} * \ldots * \mu_{n} \tag{1.2}
\end{equation*}
$$

There are, however, groups and symmetric sets $S$ of generators for which (1.2) does not hold for any finite set of probability measures supported on $S$. We exhibit some examples in Section 5. So there are groups and their generating sets for which to achieve equilibrium by sampling elements from a given set of generators, infinitely many steps are necessary, regardless of whether we use the same sampling method or we change it at every step. It is reasonable to conjecture that in general the latter method should be faster. In other words, for a given probability measure $\mu$ supported on $S$ the convolution product of a well chosen sequence of probability measures
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supported on $S$ should converge faster to the equilibrium measure $\lambda$ than the convolution powers of $\mu$.

In this note our first aim is to prove this conjecture in a number of cases. A simple compactness argument shows that given a symmetric set $S$ of generators there is a symmetric probability measure $\mu_{S}$ such that

$$
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}} \geq\left\|\mu_{S}-\lambda\right\|_{l^{2} \rightarrow l^{2}}
$$

for every symmetric probability measure $\mu$ with support in $S$. Hence, since for symmetric measures $\nu$,

$$
\begin{equation*}
\left\|\nu^{* n}\right\|_{l^{2} \rightarrow l^{2}}=\|\nu\|_{l^{2} \rightarrow l^{2}}^{n} \tag{1.3}
\end{equation*}
$$

we have

$$
\left\|\mu^{* n}-\lambda\right\|_{l^{2} \rightarrow l^{2}} \geq\left\|\mu_{S}^{* n}-\lambda\right\|_{l^{2} \rightarrow l^{2}}
$$

for every symmetric probability measure $\mu$ with support in $S$.
In several cases we identify the measure $\mu_{S}$ explicitly.
As the first step in showing that the convolution products of a suitable sequence of probability measures converge faster than the convolution powers of single measure we study the following question. Given a probability measure $\mu$ supported in $S$, do there exists two probability measures $\mu_{1}, \mu_{2}$ both supported in $S$ such that

$$
\begin{equation*}
\left\|\mu^{* 2 n}-\lambda\right\|_{X} \geq q^{n}\left\|\left(\mu_{1} * \mu_{2}\right)^{* n}-\lambda\right\|_{X}, \tag{1.4}
\end{equation*}
$$

for all $n$, where $q>1$ ?
Of course for applications the most interesting case is when the distance between measures is measured by the $l^{1}$-norm. In Section 6 we make a few remarks about (1.4) for the case $X=l^{1}(G)$.
2. Preliminaries. A representation $\pi$ of $G$ is a homomorphism of $G$ into the group of invertible linear maps of a finite-dimensional complex vector space $V$. We write $d_{\pi}$ for the dimension of $V$ and think of $\pi(x)$ as a $d_{\pi} \times d_{\pi}$ matrix. Without loss of generality we may assume that all representations $\pi$ considered are unitary, i.e. $\pi(x)$ is a unitary matrix for all $x \in G$. A representation $\pi$ is irreducible if $V$ admits no $\pi(G)$ invariant subspaces other than $\{0\}$ or $V$. Two representations $\pi_{1}: G \rightarrow \operatorname{GL}\left(V_{1}\right)$ and $\pi_{2}: G \rightarrow \mathrm{GL}\left(V_{2}\right)$ are equivalent if there is a linear isomorphism $\varrho: V_{1} \rightarrow V_{2}$ such that $\varrho \pi_{1}(x)=\pi_{2}(x) \varrho$ for all $x \in G$.

Let $G$ be the product $G_{1} \times G_{2}$ of two groups with multiplication defined coordinatewise. Let $\pi_{1}: G_{1} \rightarrow \mathrm{GL}\left(V_{1}\right)$ and $\pi_{2}: G_{2} \rightarrow \mathrm{GL}\left(V_{2}\right)$ be representations. Define a representation $\pi_{1} \otimes \pi_{2}: G_{1} \times G_{2} \rightarrow \mathrm{GL}\left(V_{1} \otimes V_{2}\right)$ by $\pi_{1} \otimes \pi_{2}(x, y) v_{1} \otimes v_{2}=\pi_{1}(x) v_{1} \otimes \pi_{2}(y) v_{2}$. Then if $\pi_{1}$ and $\pi_{2}$ are irreducible, then $\pi_{1} \otimes \pi_{2}$ is irreducible. Moreover, each irreducible representation of $G_{1} \times G_{2}$ is equivalent to a representation $\pi_{1} \otimes \pi_{2}$, where $\pi_{i}$ is an irreducible
representation of $G_{i}$. If $f$ is a function on $G$ and $\pi$ is a representation, define

$$
\widehat{f}(\pi)=\sum_{x \in G} f(x) \pi(x)
$$

The transform $\widehat{f}$ is the analog of the Fourier transform. It converts convolution into multiplication: $\widehat{f * g}(\pi)=\widehat{f}(\pi) \widehat{g}(\pi)$.

If $f$ is a function on $G$ we denote by $T_{f}$ the operator from $l^{2}(G)$ into $l^{2}(G)$ defined by $T_{f} g=g * f$. If $\mu$ is a symmetric probability measure (i.e. $\sum \mu(x)=$ $\left.1, \mu \geq 0, \mu(x)=\mu\left(x^{-1}\right)\right)$, then the operator $T_{\mu}$ has real eigenvalues $1=$ $\beta_{0} \geq \ldots \geq \beta_{|G|-1} \geq-1$. Moreover, if the support of $\mu$ is not contained in a coset of a subgroup, then $1=\beta_{0}>\beta_{1} \geq \ldots \geq \beta_{|G|-1}>-1$. The operator norm $\|f\|_{l^{2} \rightarrow l^{2}}$ of a function $f$ is, by definition, the $l^{2} \rightarrow l^{2}$ norm of the convolution operator $T_{f}$, i.e. $\|f\|_{l^{2} \rightarrow l^{2}}=\left\|T_{f}\right\|_{l^{2} \rightarrow l^{2}}$. Let $\lambda$ denote the probability measure which is uniformly distributed on a finite group $G$, i.e. $\lambda(x)=|G|^{-1}$ for all $x \in G$. Of course,

$$
\widehat{\lambda}(\pi)= \begin{cases}\text { Id } & \text { for the trivial representation } \\ 0 & \text { for every nontrivial irreducible representation }\end{cases}
$$

It is well known that for every probability measure $\mu$ (not necessarily symmetric), $\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}}=\max \|\widehat{\mu}(\pi)\|_{l^{2} \rightarrow l^{2}}$, where the maximum is taken over all irreducible and nontrivial unitary representations of a group $G$.
3. Main results. Let $S=S^{-1}$ be a symmetric set of generators of a group $G$. Define a function

$$
\nu_{\varepsilon}(x)= \begin{cases}\varepsilon, & x=e  \tag{3.1}\\ -\varepsilon /(|S|-1), & x \in S \backslash\{e\} \\ 0, & \text { otherwise }\end{cases}
$$

Theorem 3.1. Let $G$ be a finite group, and $S=S^{-1} \neq G$ be a set of generators of $G$ such that:
(i) the neutral element $e \in S$,
(ii) $|S| \geq 3$.

Let $\mu$ be a symmetric probability measure with support $S$ such that

$$
\mu * \nu_{\varepsilon}=\nu_{\varepsilon} * \mu
$$

where $\nu_{\varepsilon}$ is defined in (3.1). Then there exist symmetric probability measures $\mu_{1}$ and $\mu_{2}$ with support $S$ such that, for all $n$,

$$
\begin{equation*}
\left\|\left(\mu_{1} * \mu_{2}\right)^{* n}-\lambda\right\|_{l^{2} \rightarrow l^{2}}<\left\|\mu^{* 2 n}-\lambda\right\|_{l^{2} \rightarrow l^{2}} . \tag{3.2}
\end{equation*}
$$

Proof. We define $\mu_{1}=\mu+\nu_{\varepsilon}$ and $\mu_{2}=\mu-\nu_{\varepsilon}$.

It is enough to prove inequality (3.2) in the case when $n=1$. Indeed, (3.2) for $n=1$ implies

$$
\begin{aligned}
\left\|\left(\mu_{1} * \mu_{2}\right)^{* n}-\lambda\right\|_{l^{2} \rightarrow l^{2}} & =\left\|\left(\mu_{1} * \mu_{2}-\lambda\right)^{* n}\right\|_{l^{2} \rightarrow l^{2}} \leq\left\|\mu_{1} * \mu_{2}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{* n} \\
& <\left\|\mu^{* 2}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{n}=\left\|\mu^{* 2 n}-\lambda\right\|_{l^{2} \rightarrow l^{2}} .
\end{aligned}
$$

Now we notice that $\widehat{\nu}_{\varepsilon}(\pi)$ is invertible when $\pi$ is an irreducible, nontrivial unitary representation. In fact,

$$
\begin{aligned}
\left\|\mathbf{I}-\widehat{\nu}_{\varepsilon}(\pi)\right\|_{l^{2} \rightarrow l^{2}} & =\left\|(1-\varepsilon) \mathbf{I}+\frac{\varepsilon}{|S|-1} \sum_{x \in S \backslash\{e\}} \pi(x)\right\|_{l^{2} \rightarrow l^{2}} \\
& \leq 1-\varepsilon+\varepsilon\left\|\frac{1}{|S|-1} \sum_{x \in S \backslash\{e\}} \pi(x)\right\|_{l^{2} \rightarrow l^{2}}<1,
\end{aligned}
$$

because

$$
\left\|\frac{1}{|S|-1} \sum_{x \in S \backslash\{e\}} \pi(x)\right\|_{l^{2} \rightarrow l^{2}}<1
$$

Since $\mu$ and $\nu_{\varepsilon}$ commute and are symmetric, $\widehat{\mu}$ and $\widehat{\nu}_{\varepsilon}$ are diagonal (in a suitable basis) and all eigenvalues of $\widehat{\nu}_{\varepsilon}$ are nonzero, since $\widehat{\nu}_{\varepsilon}$ is invertible. We have

$$
\begin{aligned}
\max \left\|\mu_{1} \widehat{*} \mu_{2}(\pi)\right\|_{l^{2} \rightarrow l^{2}} & =\max \left\|\left(\widehat{\mu}(\pi)+\widehat{\nu}_{\varepsilon}(\pi)\right)\left(\widehat{\mu}(\pi)-\widehat{\nu}_{\varepsilon}(\pi)\right)\right\|_{l^{2} \rightarrow l^{2}} \\
& =\max \left\|\widehat{\mu}(\pi)^{2}-\widehat{\nu}_{\varepsilon}(\pi)^{2}\right\|_{l^{2} \rightarrow l^{2}},
\end{aligned}
$$

where the maximum is taken over all irreducible, nontrivial representations of $G$. Thus for sufficiently small $\varepsilon$ the right side of the above equality is less than $\max \left\|(\widehat{\mu}(\pi))^{2}\right\|_{l^{2} \rightarrow l^{2}}$.

Recall that if a function $f$ on $G$ has the property

$$
\begin{equation*}
\forall t, x \in G, \quad f\left(t^{-1} x t\right)=f(x) \tag{3.3}
\end{equation*}
$$

then $f$ is central, i.e. $f * g=g * f$ for every function $g$ on $G$.
Theorem 3.1 implies the following
Corollary 3.4. Let $G$ be a finite group, and $S=S^{-1} \neq G$ be a set of generators of $G$ such that:
(i) $e \in S_{0}$,
(ii) $|S| \geq 3$,
(iii) $\forall t \in G, t^{-1} S t=S$.

Let $\mu$ be a symmetric probability measure with support $S$. Then there exist symmetric probability measures $\mu_{1}$ and $\mu_{2}$ with support $S$ such that (3.2) holds.

Proof. Indeed, (iii) implies that $\nu_{\varepsilon}$ as defined in (3.1) is central.
4. Examples. A direct application of Corollary 3.2 gives the following result about the symmetric group $\mathcal{S}_{n}$.

Proposition 4.1. Let $S=$ the set of all transpositions in $\mathcal{S}_{n}$. Let $\mu$ be a probability measure such that $\operatorname{supp} \mu=S$. Then the measures $\mu_{1}, \mu_{2}$ defined in the proof of Theorem 3.1 have the property that

$$
\left\|\left(\mu_{1} * \mu_{2}\right)^{* n}-\lambda\right\|_{l^{2} \rightarrow l^{2}}<\left\|\mu^{* 2 n}-\lambda\right\|_{l^{2} \rightarrow l^{2}}
$$

Given a group $G$ and a symmetric set $S$ of generators with $e \in S$ and $|S| \geq 3$, if the measure $\mu_{S}$ is central and symmetric, then (1.3) implies that the modification of $\mu_{S}$ as in Theorem 3.1 yields two probability measures $\mu_{1}, \mu_{2}$ and a $q<1$ such that

$$
\left\|\left(\mu_{1} * \mu_{2}\right)^{* n}-\lambda\right\|_{l^{2} \rightarrow l^{2}}<q^{n}\left\|\mu^{* 2 n}-\lambda\right\|_{l^{2} \rightarrow l^{2}}
$$

for any probability measure $\mu$ supported in $S$.
In the examples which follow we identify the measure $\mu_{S}$ for some finite groups $G$ and some particular sets $S$ of generators.

Example 1. Let $G=\mathbb{Z}_{2}^{m}, S=S^{-1}=\left\{e_{1}, \ldots, e_{m}, \mathbf{0}\right\}$, where $e_{i}=$ $(0, \ldots, 0,1,0, \ldots, 0)$ with 1 on the $i$ th place and $\mathbf{0}=(0, \ldots, 0)$. Then $\mu_{S}$ is uniformly distributed on $S$.

Indeed,

$$
\left\|\mu_{S}-\lambda\right\|_{l^{2} \rightarrow l^{2}}=\max _{\chi \neq 0}\left|\frac{1}{m+1}+\frac{1}{m+1} \sum_{j=1}^{m} \cos \pi \chi_{j}\right|
$$

where $\chi=\left(\chi_{1}, \ldots, \chi_{m}\right)$ and $\chi_{j} \in\{0,1\}$. It is easy to see that the maximum is attained for $\chi=(1,0, \ldots, 0)$ and is equal to $(m-1) /(m+1)$. Let $\mu$ be a probability measure with support in $S$. Let

$$
\gamma_{0}=\mu(\mathbf{0}) \quad \text { and } \quad \gamma_{j}=\mu\left(e_{j}\right) \quad \text { for } j=1, \ldots, m
$$

Then

$$
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}}=\max _{\chi \neq 0}\left|\gamma_{0}+\sum_{j=1}^{m} \gamma_{j} \cos \pi \chi_{j}\right|
$$

We consider three cases:
(i) $\gamma_{0} \geq 1 / 2$,
(ii) $\gamma_{0} \leq 1 /(m+1)$,
(iii) $1 /(m+1)<\gamma_{0}<1 / 2$.

In case (i), $\gamma_{i} \leq 1 / 2$ for some $i$. Then

$$
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}} \geq\left|\gamma_{0}+\ldots+\gamma_{i-1}-\gamma_{i}+\gamma_{i+1}+\ldots+\gamma_{m}\right|=1-2 \gamma_{i}
$$

Here the character $\chi$ has 1 on the $i$ th place and zero elsewhere. Also $1-2 \gamma_{i} \geq$ $(m-1) /(m+1)$, because $\gamma_{i} \leq 1 /(2 m)$.

In case (ii),

$$
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}} \geq\left|\gamma_{0}-\sum_{j=1}^{m} \gamma_{j}\right|=\left|\gamma_{0}-\left(1-\gamma_{0}\right)\right|=1-2 \gamma_{0}
$$

Here $\chi=(1, \ldots, 1)$. Also $1-2 \gamma_{0} \geq(m-1) /(m+1)$ since $\gamma_{0} \leq 1 /(m+1)$.
In case (iii), $\gamma_{i} \leq 1 /(m+1)$ for some $i$. Thus if $\chi$ has 1 on the $i$ th place and zero elsewhere we obtain $\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}} \geq 1-2 \gamma_{i} \geq(m-1) /(m+1)$.

Example 2. Let $G=\mathbb{Z}_{k_{1}} \oplus \ldots \oplus \mathbb{Z}_{k_{m}}$, where $k_{j}$ are odd integers $>3$. Let $S=S^{-1}=\left\{ \pm e_{1}, \ldots, \pm e_{m}\right\}$, where $e_{i}=(0, \ldots, 0,1,0, \ldots, 0)$. Define

$$
x_{i}=\cos \frac{2 \pi}{k_{i}}, \quad \gamma_{i}^{0}=\left(\left(1-x_{i}\right)\left(\left(1-x_{1}\right)^{-1}+\ldots+\left(1-x_{m}\right)^{-1}\right)\right)^{-1}
$$

for $i=1, \ldots, m$. Then for $m$ large,

$$
\mu_{S}\left( \pm e_{i}\right)=\gamma_{i}^{0} / 2, \quad i=1, \ldots, m
$$

In particular, for $k_{1}=\ldots=k_{m}$ the measure $\mu_{S}$ is uniformly distributed on the set $S$ of generators.

Let $\mu$ be a symmetric probability measure with support in $S$ and let

$$
\mu\left( \pm e_{i}\right)=\gamma_{i} / 2, \quad i=1, \ldots, m
$$

The characters of $G$ are of the form $\chi=\left(\chi_{1}, \ldots, \chi_{m}\right)$, where each $\chi_{j} \in$ $\left\{0,1, \ldots, k_{j}-1\right\}$. Let $A=\left\{\chi: \chi_{j}=1\right.$ for one fixed $j$ and zero elsewhere $\}$. Then

$$
\begin{aligned}
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}} & =\max _{\chi \neq 0}\left|\sum_{j=1}^{m} \gamma_{j} \cos \frac{2 \pi \chi_{j}}{k_{j}}\right| \geq \max _{\chi \in A}\left|\sum_{j=1}^{m} \gamma_{j} \cos \frac{2 \pi \chi_{j}}{k_{j}}\right| \\
& =\max \left\{1-\gamma_{1}\left(1-x_{1}\right), \ldots, 1-\gamma_{m}\left(1-x_{m}\right)\right\} .
\end{aligned}
$$

We have

$$
\begin{aligned}
\max \left\{1-\gamma_{1}\left(1-x_{1}\right), \ldots, 1\right. & \left.-\gamma_{m}\left(1-x_{m}\right)\right\} \\
& \geq 1-\left(\left(1-x_{1}\right)^{-1}+\ldots+\left(1-x_{m}\right)^{-1}\right)^{-1}
\end{aligned}
$$

Indeed, if $\gamma_{i}=\gamma_{i}^{0}$ for all $i$, then

$$
\begin{aligned}
1-\gamma_{1}\left(1-x_{1}\right) & =\ldots=1-\gamma_{m}\left(1-x_{m}\right) \\
& =1-\left(\left(1-x_{1}\right)^{-1}+\ldots+\left(1-x_{m}\right)^{-1}\right)^{-1}
\end{aligned}
$$

If $\gamma \neq \gamma^{0}$ then $\gamma_{i}<\gamma_{i}^{0}$ for some $i$. Then

$$
1-\gamma_{i}\left(1-x_{i}\right) \geq 1-\left(\left(1-x_{1}\right)^{-1}+\ldots+\left(1-x_{m}\right)^{-1}\right)^{-1}
$$

Now it suffices to show that

$$
\left\|\mu_{S}-\lambda\right\|_{l^{2} \rightarrow l^{2}}=1-\left(\left(1-x_{1}\right)^{-1}+\ldots+\left(1-x_{m}\right)^{-1}\right)^{-1}
$$

i.e. that

$$
\left\|\mu_{S}-\lambda\right\|_{l^{2} \rightarrow l^{2}}=\max _{\chi \in A}\left|\sum_{j=1}^{m} \gamma_{j}^{0} \cos \frac{2 \pi \chi_{j}}{k_{j}}\right|
$$

But this follows from the fact that the only character $\widetilde{\chi} \notin A$ for which

$$
\left|\widehat{\mu}_{S}(\widetilde{\chi})\right|>\max _{\chi \in A}\left|\widehat{\mu}_{S}(\chi)\right|
$$

is $\tilde{\chi}=\left(\left(k_{1}-1\right) / 2, \ldots,\left(k_{m}-1\right) / 2\right)$. However, for $m$ large the opposite inequality holds:

$$
\frac{1}{a} \sum_{j=1}^{m} \frac{\cos \frac{\pi}{k_{j}}}{1-\cos \frac{2 \pi}{k_{j}}} \leq \frac{1}{a}+\frac{1}{a} \sum_{j=2}^{m} \frac{1}{1-\cos \frac{2 \pi i}{k_{j}}}, \quad m \gg 1,
$$

where $a=\left(\left(1-x_{1}\right)^{-1}+\ldots+\left(1-x_{m}\right)^{-1}\right)^{-1}$.
Example 3. Let $G=Q_{2}=\{ \pm 1, \pm i, \pm j, \pm k\}$ be the quaternion group (see [4], p. 52). Let $S=S^{-1}=\{1, \pm i, \pm j\}$. Then $\mu_{S}( \pm i)=\mu_{S}( \pm j)=1 / 6$, $\mu_{S}(1)=1 / 3$.
$Q_{2}$ has four one-dimensional representations (characters):

$$
\chi_{0} \equiv 1,
$$

$$
\begin{array}{llll}
\chi_{1}( \pm 1)=+1, & \chi_{1}( \pm i)=+1, & \chi_{1}( \pm j)=-1, & \chi_{1}( \pm k)=-1, \\
\chi_{2}( \pm 1)=+1, & \chi_{2}( \pm i)=-1, & \chi_{2}( \pm j)=+1, & \chi_{2}( \pm k)=-1, \\
\chi_{3}( \pm 1)=+1, & \chi_{3}( \pm i)=-1, & \chi_{3}( \pm j)=-1, & \chi_{3}( \pm k)=+1,
\end{array}
$$

and one (faithful) two-dimensional representation $\pi$ :

$$
\begin{aligned}
& \pm 1 \mapsto \pm\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right), \quad \pm i \mapsto \pm\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right) \\
& \pm j \mapsto \pm\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad \pm k \mapsto \pm\left(\begin{array}{cc}
0 & -i \\
-i & 0
\end{array}\right) .
\end{aligned}
$$

Let $\mu$ be a symmetric probability measure supported in $S$. Let

$$
\mu( \pm i)=\alpha / 2, \quad \mu( \pm j)=\beta / 2, \quad \mu(1)=\gamma
$$

Then

$$
\begin{gathered}
\widehat{\mu}\left(\chi_{0}\right)=1, \quad \widehat{\mu}\left(\chi_{1}\right)=1-2 \beta, \quad \widehat{\mu}\left(\chi_{2}\right)=1-2 \alpha, \quad \widehat{\mu}\left(\chi_{3}\right)=-1+2 \gamma, \\
\widehat{\mu}(\pi)=\left(\begin{array}{ll}
\gamma & 0 \\
0 & \gamma
\end{array}\right) .
\end{gathered}
$$

Hence

$$
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}}=\max \{|1-2 \alpha|,|1-2 \beta|,|-1+2 \gamma|, \gamma\} \geq 1 / 3
$$

Indeed, we see that either $\gamma \geq 1 / 3$ or $|-1+2 \gamma| \geq 1 / 3$. We also calculate that $\left\|\mu_{S}-\lambda\right\|_{l^{2} \rightarrow l^{2}}=1 / 3$.

Example 4. Let $G=D_{4}$ be the dihedral group (see [4], p. 51). It has two generators $a$ and $b$ such that $a^{4}=e, b^{2}=e, b a b=a^{3}$.

Let $S=S^{-1}=\left\{e, a, a^{3}, b\right\}$. Then $\mu_{S}(a)=\mu_{S}\left(a^{3}\right)=\mu_{S}(b)=\mu_{S}(e)=$ $1 / 4$. Let $\mu$ be a symmetric probability measure supported in $S$. As before we calculate the Fourier transform of $\mu$. We write $\mu(e)=\gamma, \mu(a)=\mu\left(a^{3}\right)=\alpha / 2$, $\mu(b)=\beta$. Then

$$
\begin{gathered}
\widehat{\mu}\left(\chi_{0}\right)=1, \quad \widehat{\mu}\left(\chi_{1}\right)=1-2 \beta, \quad \widehat{\mu}\left(\chi_{2}\right)=-1+2 \gamma, \quad \widehat{\mu}\left(\chi_{3}\right)=1-2 \alpha, \\
\widehat{\mu}(\pi)=\left(\begin{array}{cc}
\gamma-\beta & 0 \\
0 & \gamma+\beta
\end{array}\right) .
\end{gathered}
$$

Thus

$$
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}}=\max \{|1-2 \alpha|,|1-2 \beta|,|-1+2 \gamma|, \gamma+\beta\} \geq 1 / 2
$$

Hence

$$
\begin{aligned}
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}} & \geq \max \{|1-2 \beta|,|-1+2 \gamma|\} \geq(|1-2 \beta|+|-1+2 \gamma|) / 2 \\
& \geq|2-2 \beta-2 \gamma| / 2=\alpha
\end{aligned}
$$

But $\left\|\mu_{S}-\lambda\right\|_{l^{2} \rightarrow l^{2}}=1 / 2$.
5. Factorization. Now we present a few examples of groups $G$ and their generating symmetric sets $S$ for which the equidistributed probability measure $\lambda$ on $G$ does not admit a factorization (1.2) with the measures $\mu_{1}, \ldots, \mu_{n}$ being supported on $S$. We also exhibit some cases when such a factorization exists.

Proposition 5.1. Let $G=\mathbb{Z}_{p}, S=S^{-1}=\{-a, \ldots,-1,1, \ldots, a\}$, where $a<p / 4$. Then $\lambda$ has no factorization.

Proof. For every probability measure $\mu$ supported by $S$ we have

$$
\widehat{\mu}(k)=\sum_{j=1}^{a} \gamma_{j} \cos \frac{2 \pi k j}{p}
$$

where $0 \leq k \leq p-1, \gamma_{j}=2 \mu(j)=2 \mu(-j)$. Thus $\widehat{\mu}(1)>0$, because $\cos \frac{2 \pi j}{p}>0$ for $1 \leq j \leq a$. Consequently, for every sequence $\mu_{1}, \mu_{2}, \ldots$ of such measures, $\prod_{j=1}^{n} \widehat{\mu}_{j}(1)>0$.

Proposition 5.2. Let $G=\mathbb{Z}_{k}^{m}$, where $k$ is odd and $k>3, S=S^{-1}=$ $\left\{ \pm e_{1}, \ldots, \pm e_{m}\right\}$, where $e_{j}=(0, \ldots, 0,1,0, \ldots, 0)$. Then $\lambda$ has no factorization.

Proof. We have

$$
\widehat{\mu}(\chi)=\sum_{j=1}^{m} \gamma_{j} \cos \frac{2 \pi \chi_{j}}{k},
$$

where

$$
\begin{aligned}
\chi & =\left(\chi_{1}, \ldots, \chi_{m}\right), \quad \chi_{j} \in\{0, \ldots, k-1\}, \\
\gamma_{j} & =2 \mu((0, \ldots, 0,1,0, \ldots, 0))=2 \mu(-(0, \ldots, 0,1,0, \ldots, 0)) .
\end{aligned}
$$

Notice that $\widehat{\mu}((1,1, \ldots, 1))=\cos \frac{2 \pi}{k} \sum_{j=1}^{m} \gamma_{j}=\cos \frac{2 \pi}{k}>0$, because $k$ is odd and greater than 3 . Thus $\prod_{j=1}^{n} \widehat{\mu}_{j}((1,1, \ldots, 1))>0$ for any sequence $\mu_{1}, \mu_{2}, \ldots$

Proposition 5.3. Let $G=\mathbb{Z}_{2}^{m}$ and $S=\left\{ \pm e_{1}, \ldots, \pm e_{m}, \mathbf{0}\right\}$, where $\mathbf{0}=(0, \ldots, 0)$ and $e_{j}=(0, \ldots, 0,1,0, \ldots, 0)$. Then $\lambda$ has a factorization.

Proof. Let $\mu$ be a probability measure with support in $S$. The Fourier transform of $\mu$ is

$$
\widehat{\mu}(\chi)=\mu(\mathbf{0})+\sum_{j=1}^{m} \mu\left(e_{j}\right) \cos \pi \chi_{j}
$$

where $\chi=\left(\chi_{1}, \ldots, \chi_{m}\right), \chi_{j} \in\{0,1\}$.
Let $\chi$ be a nontrivial character. It is sufficient to construct a probability measure $\mu_{\chi}$ supported in $S$ such that $\widehat{\mu}_{\chi}(\chi)=0$. Assume that $\chi_{j_{1}}=\ldots=$ $\chi_{j_{k}}=1$ and $\chi_{l}=0$ for $l \neq j_{1}, \ldots, j_{k}$. Then $\widehat{\mu}=\mu(\mathbf{0})-\mu\left(e_{j_{1}}\right)-\ldots-\mu\left(e_{j_{k}}\right)$. For $\mu_{\chi}$ we take a measure such that $\mu_{\chi}(\mathbf{0})=\mu_{\chi}\left(e_{j_{1}}\right)+\ldots+\mu_{\chi}\left(e_{j_{k}}\right)$ and $\mu_{\chi}(\mathbf{0})>0$; then indeed $\widehat{\mu}_{\chi}(\chi)=0$.

Proposition 5.4. Let $G$ be the generalized quaternion group $Q_{m}$, where $m \geq 5$ (see [4], p. 52). $G$ is a group of order $4 m$ with two generators a and $b$ such that a has order $2 m, b^{4}=1, b^{2}=a^{m}, b a b^{-1}=a^{2 m-1}=a^{-1}$. Let

$$
S=S^{-1}=\left\{a^{0}, a, a^{2 m-1}, b, a^{m} b\right\} .
$$

Then $\lambda$ has no factorization.
Proof. For every probability measure $\mu$ supported on $S$ we have (using notation from [4]), for $\varrho=\exp (\pi i / m)$,

$$
\widehat{\mu}\left(\pi_{\varrho^{2}}\right)=\left(\begin{array}{cc}
\gamma-\beta+\alpha \cos \frac{2 \pi}{m} & 0 \\
0 & \gamma+\beta+\alpha \cos \frac{2 \pi}{m}
\end{array}\right)
$$

where $\gamma=\mu(e), \alpha / 2=\mu(a)=\mu\left(a^{2 m-1}\right)$ and $\beta / 2=\mu(b)=\mu\left(a^{m} b\right)$. We see that

$$
\gamma+\beta+\alpha \cos \frac{2 \pi}{m}>0
$$

Proposition 5.5. Let $G$ be the generalized quaternion group $Q_{m}$, where $2 \leq m \leq 4$. Let $S=S^{-1}=\left\{a^{0}, a, a^{2 m-1}, b, a^{m} b\right\}$. Then $\lambda$ has a factorization.

Proof. It is easy to check that for every representation $\pi$ of $G$ there is a measure $\mu_{\pi}$ such that $\widehat{\mu}_{\pi}(\pi)=0$.

Proposition 5.6 [2]. Let $G=\mathcal{S}_{n}$ be the symmetric group and $S=$ $\{(i, j): i, j \in\{1, \ldots, n\}\}$. Then $\lambda$ has a factorization.

Proof. We define $n-1$ measures as follows. Let $\mu_{1}$ be the probability measure which is uniformly distributed on $\{(1,1),(1,2), \ldots,(1, n)\}$, $\mu_{2}$ uniformly distributed on $\{(2,2),(2,3), \ldots,(2, n)\}$ and so on. It is clear $\mu_{1} * \ldots * \mu_{n-1}=\lambda$.
6. The $l^{1}$-norm. We begin by showing

Proposition 6.1. Let $G$ be a finite group and $S$ an arbitrary subset of $G$. Then for every $n$ such that $|G| \geq|S|^{n} \geq\left|S^{n}\right|$ we have

$$
\begin{equation*}
\left\|\mu_{1} * \ldots * \mu_{n}-\lambda\right\|_{l^{1}} \geq\left\|\mu_{S}^{* n}-\lambda\right\|_{l^{1}} \tag{6.1}
\end{equation*}
$$

for $\mu_{S}$ being the probability measure uniformly distributed on $S$ and $\left\{\mu_{n}\right\}$ an arbitrary sequence of probability measures with supports in $S$.

Proof. We have

$$
\begin{align*}
\left\|\mu_{1} * \ldots * \mu_{n}-\lambda\right\|_{l^{1}} & =\sum_{x \in S^{n}}\left|\mu_{1} * \ldots * \mu_{n}(x)-\frac{1}{|G|}\right|+\sum_{x \in G \backslash S^{n}} \frac{1}{|G|}  \tag{6.2}\\
& \geq 1-\frac{\left|S^{n}\right|}{|G|}+\frac{|G|-\left|S^{n}\right|}{|G|}=2-\frac{2\left|S^{n}\right|}{|G|}
\end{align*}
$$

We rewrite (6.2) for $\mu_{1}=\ldots=\mu_{n}=\mu_{S}$ :

$$
\left\|\mu_{S}^{* n}-\lambda\right\|_{l^{1}}=\sum_{x \in S^{n}}\left|\mu_{S}^{* n}(x)-\frac{1}{|G|}\right|+\sum_{x \in G \backslash S^{n}} \frac{1}{|G|} .
$$

Since $\mu_{S}^{* n}(x) \geq|S|^{-n}$ for all $x \in S^{n}$ and $|G| \geq|S|^{n}$, we have $\mu_{S}^{* n}(x)-|G|^{-1}$ $\geq 0$, whence

$$
\left\|\mu_{S}^{* n}-\lambda\right\|_{l^{1}}=2-\frac{2\left|S^{n}\right|}{|G|}
$$

and so (6.1) is proved.
Proposition 6.1 shows that for the $l^{1}$-norm for small $n$ no sequence can be better than a convolution power of the measure uniformly distributed on $S$. For large $n$, however, the situation may be different.

We need some notions and facts from [3].
Let $G$ be (as before) a finite group. For a symmetric set $S$ of generators we define the volume growth function $V(n)$ by

$$
V(n)=\left|S^{n}\right|
$$

The diameter $\gamma$ of $G$ with respect to $S$ is defined by

$$
\gamma=\min \{n: V(n)=|G|\} .
$$

We say that the group $G$ has $(A, d)$-moderate growth with respect to $S$ if there are positive constants $A$ and $d$ such that

$$
\frac{V(n)}{V(\gamma)} \geq \frac{1}{A}\left(\frac{n}{\gamma}\right)^{d}, \quad 1 \leq n \leq \gamma
$$

Theorem 6.2 ([3], Theorem 3.2). Let $G$ be a finite group with generating set $S$. Suppose $G$ has ( $A, d$ )-moderate growth with respect to $S$. Let $\mu$ be a symmetric probability measure on $G$ with $\eta=\inf \{\mu(x): x \in S \backslash\{e\}\}>0$. Then

$$
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}}^{n} \leq\left\|\mu^{* n}-\lambda\right\|_{l^{1}} \leq 2 B\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}}^{n-\gamma^{2}}
$$

where $B=2^{d(d+3) / 4} A^{1 / 2} \eta^{-d / 4}$.
Now we are able to formulate
Theorem 6.3. Let $G$ be a finite group with symmetric set $S$ of generators which contains $e$ and is invariant under inner automorphisms of $G$. Suppose $G$ has $(A, d)$-moderate growth with respect to $S$. Let $\mu_{S}$ be uniformly distributed on $S$. Clearly, $\mu_{S}$ is central. Then there exists $n_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\forall n \geq n_{0}, \quad\left\|\left(\mu_{1} * \mu_{2}\right)^{* n}-\lambda\right\|_{l^{1}}<\left\|\mu_{S}^{* 2 n}-\lambda\right\|_{l^{1}} \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad \frac{\left\|\mu_{S}^{* 2 n}-\lambda\right\|_{l^{1}}}{\left\|\left(\mu_{1} * \mu_{2}\right)^{* n}-\lambda\right\|_{l^{1}}} \geq K a^{n}, \quad K>0, a>1 \tag{6.4}
\end{equation*}
$$

where

$$
\mu_{1}=\mu+\nu_{\varepsilon}, \quad \mu_{2}=\mu-\nu_{\varepsilon}
$$

and $\nu$ is defined by (3.1).
Proof. Because

$$
\left\|\mu_{S}^{* 2 n}-\lambda\right\|_{l^{1}} \geq\left\|\mu_{S}^{* 2 n}-\lambda\right\|_{l^{2} \rightarrow l^{2}}=\left\|\mu_{S}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{2 n}
$$

it is sufficient to show (using Theorem 6.2) that for large $n$,

$$
\left\|\mu_{S}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{2 n}>C\left\|\mu_{1} * \mu_{2}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{n}
$$

where $C=2^{d(d+3) / 4} 2 A^{1 / 2}(1 /|S|)^{-d / 4}\left\|\mu_{1} * \mu_{2}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{-\gamma^{2}}$. But from the proof of Theorem 3.1 we know that

$$
\left\|\mu_{S}^{* 2}-\lambda\right\|_{l^{2} \rightarrow l^{2}}>\left\|\mu_{1} * \mu_{2}-\lambda\right\|_{l^{2} \rightarrow l^{2}} .
$$

Thus (6.4) follows from Theorem 6.2, since

$$
\frac{\left\|\mu_{S}^{* 2 n}-\lambda\right\|_{l^{1}}}{\left\|\left(\mu_{1} * \mu_{2}\right)^{* n}-\lambda\right\|_{l^{1}}} \geq \frac{\left\|\mu_{S}^{* 2}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{n}}{C}\left\|\mu_{1} * \mu_{2}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{n}
$$

Remark 6.4. Theorem 6.3 remains true without the assumption of $(A, d)$-moderate growth, but then one might need more iterations of the measure $\mu_{1} * \mu_{2}$.

Proof. Instead of Theorem 6.2 we use the inequality

$$
\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}} \leq\|\mu-\lambda\|_{l^{1}} \leq \sqrt{|G|}\|\mu-\lambda\|_{l^{2} \rightarrow l^{2}}
$$

which is true for every probability measure $\mu$ on $G$. Then we obtain

$$
\begin{array}{rlr}
\left\|\mu_{S}^{* 2 n}-\lambda\right\|_{l^{1}} & \geq\left\|\mu_{S}^{* 2 n}-\lambda\right\|_{l^{2} \rightarrow l^{2}} & \\
& >|G|^{1 / 2}\left\|\mu_{1} * \mu_{2}-\lambda\right\|_{l^{2} \rightarrow l^{2}}^{n} & \\
& \text { (for large } n) \\
& =|G|^{1 / 2}\left\|\left(\mu_{1} * \mu_{2}\right)^{n}-\lambda\right\|_{l^{2} \rightarrow l^{2}} & \\
& \geq \|\left(\mu_{1} * \mu_{2}\right. \text { is hermitian) } \\
& \left.\mu_{2}\right)^{n}-\lambda \|_{l^{1}} . &
\end{array}
$$
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