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EMBEDDINGS OF KRONECKER MODULES INTO

THE CATEGORY OF PRINJECTIVE MODULES AND

THE ENDOMORPHISM RING PROBLEM

BY

RÜDIGER GÖBEL (ESSEN) AND DANIEL S IMSON (TORUŃ)

1. Introduction. Throughout this paper K is a field, R is a commuta-
tive ring with an identity element and (I,�) is a finite poset (i.e. partially
ordered set) with respect to the partial order �. We shall write i ≺ j if i � j
and i 6= j. For simplicity we write I instead of (I, �).

One of the aims of this paper is to show that the category prin(KI)
of finite-dimensional prinjective right modules over the incidence K-algebra
KI of I (defined below) is of infinite representation type if and only if the
category prin(KI) contains a full exact subcategory which is equivalent to
the category

mod

(
K K2

0 K

)

of Kronecker K-modules (see Theorem 1.7).

This together with Theorem 1.2 of [10] shows that if the category
prin(KI) is of infinite representation type then the category Modpr

pr(KI) of
propartite modules (defined below) over the incidence K-algebra KI con-
tains large objects with prescribed endomorphism K-algebras and contains
large rigid direct systems (see Theorem 1.8).

This is a Corner type result (see [3]) studied by many authors for nice
subcategories A of module categories Mod(Λ) over rings Λ with an identity
element (see [1], [2], [5], [6], [8], [9], [17], [19]).

Throughout denote by max I the set of all maximal elements of I (called
peaks of I). We suppose that

I = {1, . . . , n, p1, . . . , pr}, max I = {p1, . . . , pr}

and that the order relation � in I is such that i ≺ j implies that i < j in

1991 Mathematics Subject Classification: 16G20, 16D90, 16S50.
The first author was supported by a project of the German–Israeli–Foundation for

Scientific Research & Development GIF No. Go–0294–081.06193. The second author was
partially supported by Polish KBN Grant 2 P0 3A 007 12.

[213]
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the natural order. We can always achieve this by a suitable renumbering of
the elements in I.

Usually we view the poset I as a quiver with the commutativity relations
induced by the ordering ≺, and we denote by RI the path algebra of I
with coefficients in the ring R (see Chapter 14 of [22]). It follows from
our assumption on the order � that RI has the following upper triangular
I × I-matrix form:

(1.1) RI =




R R12 . . . R1n R1p1
R1p2

. . . R1pr

0 R . . . R2n R2p1
R2p2

. . . R2pr

...
...

. . .
...

...
... . . .

...

0 0 . . . R Rnp1
Rnp2

. . . Rnpr

0 0 . . . 0 R 0 . . . 0

0 0 . . . 0 0 R . . . 0
...

...
. . .

...
...

...
. . .

...

0 0 . . . 0 0 0 . . . R




where Rij = R if i ≺ j and Rij = 0 otherwise. For i � j we denote by
eij ∈ RI the matrix having 1 at the i-j-th position and zeros elsewhere.
Given j in I we denote by ej = ejj the standard primitive idempotent
corresponding to j.

Right RI-modules will be identified with the systems

X = (Xi; jhi)i,j∈I

where Xi = Xei is an R-module and jhi : Xi → Xj , i ≺ j, are R-homomor-
phisms such that thj · jhi = thi for all t ≺ j ≺ i in I. The module X is
finitely generated if Xj is a finitely generated R-module for any j ∈ I.

If K is a field then following [15] (see also [20], [28]) we call the right KI-
module X prinjective if X is finitely generated and the right KI−-module
Xe− is projective, where

(1.2) I− = I \ max I

and e− =
∑

j∈I− ej . It is easy to prove that a module X in mod(KI) is
prinjective if and only if there exists a short exact sequence

0 → P1 → P0 → X → 0

in mod(KI), where P0, P1 are projective KI-modules and P1 is semisimple
of the form P1 =

⊕
p∈max I(epKI)tp , tp ≥ 0.

We denote by mod(KI) the category of finitely generated right KI-
modules and by prin(KI) the full subcategory of mod(KI) consisting of
the prinjective modules. It follows from [15] that the category prin(KI)
is additive, has the finite unique decomposition property, is closed under
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extensions in mod(KI), has Auslander–Reiten sequences, source maps and
sinks maps, and has enough relative projective and relative injective objects.
An interpretation of prin(KI) as a bimodule matrix problem in the sense of
Chapter 17 of [22] is given in [23].

Following [23] we define the poset I to be of finite prinjective type if
the category prin(KI) is of finite representation type, that is, the number
of isomorphism classes of indecomposable modules in prin(KI) is finite. It
follows from [23] that the definition does not depend on the choice of K.

We recall that a right module X over a bipartite generalized triangular
matrix ring

S =

(
A AMB

0 B

)

can be identified with the system

X = (X ′
A,X

′′
B , ϕ)

where X ′
A is a right A-module, X ′′

B is a right B-module and ϕ : X ′ ⊗

AMB → X ′′
B is a B-homomorphism (see [22]). We recall from [26] that

the S-module X is said to be propartite if X ′
A is a projective R-module

and X ′′
B is a projective B-module. We denote by Modpr

pr(S)A
B the category

of propartite right S-modules, and by modpr
pr(S)A

B the full subcategory of

Modpr
pr(S)A

B consisting of the finitely generated modules.
For any ring R with an identity element the generalized matrix R-algebra

(1.3) Γ2(R) =

(
R R2

0 R

)

is called the Kronecker R-algebra, where the multiplication is defined by the
formula (

D U
0 C

)(
F V
0 E

)
=

(
DF DV + UE

0 CE

)
.

The right Γ2(R)-modules are called Kronecker R-modules. Following the
remarks above, the category Mod(Γ2(R)) of Kronecker R-modules X can
be identified with the category of R-representations of the Kronecker quiver
(see [17] and [22])

•
ϕ′

−−−−−−→−−−−−−→
ϕ′′

•

that is, the systems

(1.4) X = (X ′,X ′′, ϕ′, ϕ′′)

where X ′ and X ′′ are R-modules and ϕ′, ϕ′′ : X ′ → X ′′ are R-homomor-
phisms. A morphism from X = (X ′,X ′′, ϕ′, ϕ′′) to X1 = (X ′

1,X
′′
1 , ϕ

′
1, ϕ

′′
1) is

a pair (f ′, f ′′) of R-module homomorphisms f ′ : X ′ → X ′
1, f ′′ : X ′′ → X ′′

1

such that ϕ′
1f

′ = f ′′ϕ′ and ϕ′′
1f

′ = f ′′ϕ′′.
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The category Modpr
pr(Γ2(R)) will be called the category of R-projective

Kronecker modules. It is easy to see that Modpr
pr(Γ2(R)) can be identified

with the category of R-projective representations of the Kronecker quiver,
that is, the R-representations P = (P ′, P ′′, ϕ′, ϕ′′), where P ′ and P ′′ are
projective R-modules.

Throughout we shall view RI as a bipartite R-algebra as follows:

(1.5) RI =

(
RI− M

0 B

)

where B = R× . . . ×R (|max I| times), the free R-module

M =
⊕

p∈max I

⊕

i≺p

i∈I−

eipR

is viewed as an RI−-B-bimodule in the obvious way and multiplication is
matrix multiplication.

It is easy to see that the right RI-module X identified with the system
X = (Xi; jhi)i,j∈I is propartite if and only if Xp is a projective R-module for
any p ∈ max I and the restriction X− =

⊕
j∈I− Xj of X to I− is projective

when viewed as a right RI−-module. It follows that if R = K is a field then
modpr

pr(KI) = prin(KI).
It was shown in [12] that there exists a full and faithful exact embedding

functor

T : mod

(
K K3

0 K

)
→ prin(KI)

if and only if there exists a nonzero vector v ∈ N
I such that qI(v) < 0, where

qI : Z
I → Z is the Tits quadratic form

(1.6) qI(x) =
∑

i∈I

x2
i +

∑

i≺j

j∈I−

xixj −
∑

p∈max I

(∑

i≺p

xi

)
xp

of the poset I. Following an idea of [12] we prove the following theorem
which is one of the main theorems of this paper.

Theorem 1.7. Let I be a finite poset. The following statements are

equivalent.

(a) The poset I is of infinite prinjective type.

(b) The Tits quadratic form qI : Z
I → Z is not weakly positive, that is,

there exists a nonzero vector v ∈ N
I with qI(v) ≤ 0, where N={0, 1, 2, 3, . . .}.

(c) The poset I contains as a peak subposet one of the critical posets

P1, . . . ,P110 listed in Section 5 of [23].
(d) For any commutative field K there exists a full and faithful exact

functor T : mod(Γ2(K)) → prin(KI), where Γ2(K) is the Kronecker K-

algebra (1.3).
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(e) For any commutative ring A which is an algebra over a field K there

exist full , faithful and exact functors

T : Modpr
pr(Γ2(A)) → Modpr

pr(AI) and T ′ : modpr
pr(Γ2(A)) → modpr

pr(AI)

where Γ2(A) is the Kronecker A-algebra (1.3).

We recall from [23] that a subposet L of I is a peak subposet if L ∩
(max I) = maxL.

By applying Theorem 1.7 and the results of [8] and [9] we prove our
second main theorem.

Theorem 1.8. Let I be a finite poset of infinite prinjective type, K a

field and KI the K-incidence algebra of I.

(a) For any K-algebra A generated by at most λ elements, where λ is an

infinite cardinal number , there exists a direct system

F = {Fβ, uβγ}β⊆γ⊆λ

of K-linear additive functors Fβ : Mod(A) → Modpr
pr(KI) connected by in-

jective functorial morphisms uβγ : Fβ → Fγ satisfying the following condi-

tions:
(i) If M is a module in Mod(A) which is A-projective, then the KI-

module Fβ(M) is A-projective for all β ⊆ λ.
(ii) Suppose that M and N are modules in Mod(A). Then

HomKI(Fβ(M),Fγ(N)) = 0 if β 6⊆ γ,

and the natural R-homomorphism

HomA(M,N) → HomKI(Fβ(M),Fγ(N)),

f 7→ uβγ(N) ◦ Fβ(f), is an isomorphism for all β ⊆ γ ⊆ λ.
(b) Any K-algebra A is isomorphic to an algebra of the form EndX,

where X is a module in Modpr
pr(KI).

In view of Theorem 3.1 of [23] the proof of Theorem 1.7 reduces to the
proof of the implications (a)⇒(d)⇒(e). The first implication will follow from
Proposition 3.1 and Theorem 4.4, because Proposition 2.2 and Lemma 2.8
reduce the problem to the case where I is any of the peak-irreducible posets
listed in Tables 4.7 of Section 4. For any such poset I we construct in Theo-
rem 4.4 a pair of modules S(a) and V in prin(KI) satisfying the conditions
(i)–(iii) of Proposition 3.1, and inducing an embedding functor T required
in Theorem 1.7(d). The implication (d)⇒(e) is proved in Theorem 5.8 of
Section 5. The proofs of Theorems 1.7 and 1.8 are presented in Section 6.

The statement (b) of Theorem 1.8 follows from (a). In view of Theorem
1.7, the statement (a) of Theorem 1.8 reduces to an analogous statement
proved in [10] with Modpr

pr(RI) and Modpr
pr(Γ2(R)) interchanged.
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A result analogous to Theorem 1.8 for loop finite K-algebras is proved in
[10, Section 4] by applying the characterization of minimal representation-
infinite loop-finite artin algebras given by Skowroński in [27].

2. Preliminaries and notation. We recall from [15] and [23] that the
coordinate vector cdnX ∈ N

I of a module X in prin(KI) is defined by the
formula

(2.1) (cdnX)(j) =

{
dimK(Xj) for j ∈ max I,
dimK(topX)ej for j ∈ I \ max I.

We consider cdnX as a map cdnX : I → N. Note that if X is an indecom-
posable module in prin(KJ) which is not isomorphic to any of the simple
projective modules ep1

KI, . . . , eprKI then the projective cover P (X) of X
has the form

P (X) =
⊕

j∈I−

(ejKI)(cdnX)(j).

Throughout we shall frequently use the following connection between
prinjective modules over KI and over KJ for a peak subposet J of I.

Proposition 2.2. Let J be a peak subposet of I and consider the idem-

potents eJ =
∑

j∈J ej and eJ∪I− =
∑

j∈J∪I− ej of KI. Then there exists an

algebra isomorphism eJ(KI)eJ ∼= KJ , and the subposet induction functor

(2.3) T̂J = (−) ⊗KJ eJ (KI)eJ∪I− : prin(KJ) → prin(KI)

is full , faithful and carries exact sequences to exact ones. Moreover , given

X in prin(KJ) we have

(2.4) (cdn T̂JX)(j) =

{
(cdnX)(j) for j ∈ I,
0 for j 6∈ I.

For the proof we refer to Proposition 2.4 of [12].

We extend Proposition 2.2 in Proposition 5.2 to propartite modules over
RI, where R is a commutative ring.

Most of the problems studied in this paper for prinjective modules over
KI reduce to the case when I is a peak-irreducible poset. For this purpose we
recall from [11] and [12] that if I is a poset with |max I| ≥ 2 then q ∈ max I
is said to be a reducible peak if there exists an element c ∈ I such that

(i) The set q∇ ∩ (
⋃

q 6=p∈max I p
∇) consists of one element c.

(ii) There is no element t ∈ I such that c ≺ t ≺ q.

(iii) The subposet Iq := q∇ \ {c} of I is linearly ordered.

Here given j ∈ I we set j∇ = {i ∈ I : i � j}.
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The poset I is said to be peak-reducible if there exists a reducible peak
in I; otherwise I is said to be peak-irreducible. If q ∈ I is a reducible peak,
we associate with I a q-reflection poset SqI defined as follows. We assume
that Iq = {b1 ≺ . . . ≺ bm} and we set

(2.5) SqI = {c, b1cq, . . . , bmcq, cq} ∪ (I \ q∇)

where b1cq, . . . , bmcq, cq are new points. The partial order in SqI is generated
by the partial order � in I \ q∇ and the following relations:

(i) c ≺ b1cq ≺ . . . ≺ bmcq ≺ cq;

(ii) cq ≺ i if c ≺ i in I and i ∈ I \ q∇.

The construction I 7→ SqI can be visualized by the following picture:

I :

b1
↓
b2
↓
...
↓ ր
bm c→
ց↓ց
q

I \ q∇

7→ SqI :

c
↓
b1cq
↓
...
↓
bmcq
↓ ր
cq→
ց
I \ q∇

The poset I is said to be peak-reducible to a poset L if there exists a sequence
of posets J0, J1, . . . , Js such that J0

∼= I, Js
∼= L and for any i = 1, . . . , s

there exists a reducible peak qi−1 in Ji−1 such that Sqi−1
Ji−1

∼= Ii.

Let I be a peak-reducible poset with a reducible peak q and let SqI be
the q-reflection form (2.5) of I. Following [21], [13] and [14] we define the
functor

(2.6) G̃q : prin(KSqI) → prin(KI)

as follows. Given a prinjective module X in prin(KSqI) we view it as a
system X = (Xi, jhl)i,j,l∈SqI,i≺j, where Xi = Xei and jhl : Xl → Xj is the
K-linear map defined by multiplication by elj ∈ KSqI. Here elj ∈ KSqI is

the matrix having 1 at the l-j-th entry and zeros elsewhere. We set G̃q(X) =
(Xi, jhl)i,j,l∈I,l≺j, where

(2.7) Xi =





Xi if i ∈ I \ q∇,
Xcq if i = c,
Xcq/Im cqhc if i = q,
Xbcq/Im cqhc if i ∈ Iq = q∇ \ {c}.

Here we use the notation from (2.5). We set jhl = jhl, jhc = jhcq for
j, l ∈ I \ q∇, qhc : Xc → Xq is the natural projection, and we take for b′hb
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and qhb the K-linear maps induced by b′cqhbcq and cqhbcq, respectively, if

b, b′ ∈ SqI. The functor G̃q is defined on morphisms in a natural way. It is

easy to check that G̃q carries prinjective modules to prinjective ones.

The following lemma follows from Theorem 2.15 of [14].

Lemma 2.8. If I is a peak-reducible poset with a reducible peak q then

the functor G̃q : prin(KSqI) → prin(KI) is full , faithful and exact.

We shall extend Lemma 2.8 in Lemma 5.4 to propartite modules over
RI, where R is a commutative ring.

3. The main embedding functor. Our construction of embeddings of
Kronecker modules into categories of prinjective modules and of propartite
modules announced in Theorem 1.7 will essentially depend on the following
result.

Proposition 3.1. Let R be a commutative ring and let Λ be an R-

algebra which is a finitely generated R-module. Assume that there exists a

pair (U, V ) of modules U and V in mod(Λ) satisfying the following three

conditions:

(i) EndΛ(U) ∼= EndΛ(V ) ∼= R,

(ii) HomΛ(U, V ) = HomΛ(V,U) = 0,

(iii) The EndΛ(U)-EndΛ(V )-bimodule Ext1Λ(V,U) contains a subbimod-

ule N , which is a free R-module of rank two when viewed as an R-module.

Then there exists a full faithful exact functor

TV,U : Modpr
pr

(
R R2

0 R

)
→ Mod(Λ)

satisfying the following conditions.

(a) The image category ImTV,U of the functor TV,U is equivalent to the

full subcategory ̂EXT N (V,U) of Mod(Λ) formed by all Λ-modules Z which

are middle terms of exact sequences

(3.2) eZ : 0 → Z2 → Z → Z1 → 0

in Mod(Λ), where Z1 is a direct summand of a direct sum
⊕

j∈Ω Vj , Vj
∼= V ,

Z2 is a direct summand of a direct sum
⊕

i∈Σ Ui, Ui
∼= U , and the equivalence

class [eZ ] of eZ in the extension group Ext1Λ(Z1, Z2) belongs to the subgroup

N̂(Z1, Z2) =
∏

j∈Ω

⊕

i∈Σ

N(Vj , Ui)

of Ext1Λ(Z1, Z2).
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(b) For any module X in modpr
pr

(
R R2

0 R

)
there exists a short exact

sequence

(3.3) 0 → U0 → TV,U (X) → V0 → 0

in mod(Λ), where U0 and V0 are direct summands of U r and V t with r, t ≥ 0.

P r o o f. If R is a field, the proposition generalizes Lemmata 1.5 and 8.6
of [16] (see also Gabriel [7]).

Suppose that R is an arbitrary commutative ring. We shall apply the
bimodule matrix problem technique developed by the second author in [26],
and the categories of extensions developed in [24] and [25]. We follow the
proof of Theorem 3.12 of [25].

For this purpose we consider two full additive subcategories K̂ = Add(V )
and L̂ = Add(U) of Mod(Λ) consisting of the modules isomorphic to direct
summands of direct sums of copies of the module V and U , respectively.
Denote by K = add(V ) and L = add(U) the full additive subcategories of
K̂ and L̂ consisting of the finitely generated modules. We associate with the
End(U)-End(V )-subbimodule N of Ext1Λ(V,U) two R-linear bifunctors

N̂(−,−) : K̂
op × L̂ → Mod(R), N(−,−) : K

op × L → mod(R)

defined by the formulae

N̂
(⊕

j∈Ω

Vj ,
⊕

i∈Σ

Ui

)
=
∏

j∈Ω

⊕

i∈Σ

N(Vj , Ui),

N(
s⊕

j=1

Vj,
r⊕

i=1

Ui

)
=

s⊕

j=1

r⊕

i=1

N(Vj , Ui).

We shall prove the proposition by constructing a commutative diagram

̂EXT N (V,U)
Ŝ′

−→
≃

Mat(
L̂
N̂

K̂
)

Ŝ′′

−→
≃

Modpr
pr

(
R R2

0 R

)

→֒ →֒ →֒

EXT N (V,U)
S
′

−→
≃

Mat(LNK)
S
′′

−→
≃

modpr
pr

(
R R2

0 R

)

where EXT N (V,U) is the full subcategory of ̂EXT N (V,U) formed by the
finitely generated modules and the vertical arrows denote the natural em-
bedding functors.

Here Mat(LNK) is the category of matrices in the sense of Drozd [4],
that is, the objects of Mat(LNK) are triples (x, y,m), where x is an object
of K, y is an object of L and m ∈ N(x, y). A morphism from (x, y,m) to
(x′, y′,m′) in Mat(LNK) is a pair (ϕ,ψ), where ϕ ∈ K(x, x′) and ψ ∈ L(y, y′)
are such that N(x, ψ)m = N(ϕ, y′)m′ (see also [22, Chapter 17, p. 466]).
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It is easy to check that Mat(LNK) is an additive category. The direct
sum of two objects (x, y,m) and (x′, y′,m′) of Mat(LNK) is the object
(x⊕ x′, y ⊕ y′,m⊕m′), where

m⊕m′ =

(
m 0
0 m′

)
∈




N(x, y) N(x, y′)

N(x′, y) N(x′, y′)


 = N(x⊕ x′, y ⊕ y′).

under the obvious identifications. The category Mat(
L̂
N̂

K̂
) is defined in a

similar way.
In order to define the functors Ŝ′ and S

′ we observe that the module Z
in the exact sequence (3.2) determines the modules Z1 and Z2 uniquely up
to isomorphism, because of the assumption HomΛ(U, V ) = 0. Given such a
module Z we set

Ŝ′(Z) = (Z1, Z2,m)

where m = [eZ ] is the element of N̂(Z1, Z2) ⊆ Ext1Λ(Z1, Z2) determined by
the short exact sequence eZ .

If f : Z → W is a Λ-homomorphism and the modules Z and W are in
̂EXT N (V,U), then in view of the equality HomΛ(Z2,W1) = 0 there exists a

commutative diagram

eZ : 0 → Z2 → Z → Z1 → 0
yf2

yf

yf1

eW : 0 → W2 → W → W1 → 0

and the Λ-homomorphisms f1 and f2 are uniquely determined by f . It is
easy to check by a standard pull-back and push-out arguments that (f1, f2) :
(Z1, Z2, [eZ ]) → (W1,W2, [eW ]) is a morphism in the category of matrices

(see [25, Section 3]). We set Ŝ′(f) = (f1, f2). The functor S
′ is defined in a

similar way.
It follows from the definition and our assumptions that the functors Ŝ′

and S
′ are equivalences of categories.

The functors S
′′ and Ŝ′′ will be constructed by applying [26, Theorem

2.8] to our situation. We note that in view of the R-algebra isomorphisms
End(V ) ∼= R and End(U) ∼= R the Yoneda correspondences ω(−) = K(V,−)
and ω′(−) = L(U,−) induce the equivalences of categories

K
ω

−→
≃

pr(End(V )) ∼= pr(R) and L
ω
′

−→
≃

pr(End(U)) ∼= pr(R)

where pr(A) is the category of finitely generated projective modules over a
ring A. Since by our assumption the End(U)-End(V )-bimodule N(V,U) is
isomorphic to R2, Theorem 2.8 and the formula (2.9) of [26] apply to yield
a functorial isomorphism

µx,y : N(x, y) −→
≃

HomR(ω(x) ⊗R (R2)R,ω
′(y))
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for all objects x in K and y in L. We define the functor S
′′ by the formula

S
′′(x, y,m) = (ω(x),ω′(y), µx,y(m));

on morphisms it is defined in a natural way. It is easy to check that S
′′ is an

equivalence of categories.
The equivalence S

′′ extends to an equivalence Ŝ′′ in a natural way. For
this purpose we note that given Z1 =

⊕
j∈Ω Vj in K̂ with Vj

∼= V , and Z2 =
⊕

i∈Σ Ui in L̂ with Ui
∼= U , we get the composed functorial isomorphism µ̂

N̂(Z1, Z2) −→
≃

∏

j∈Ω

⊕

i∈Σ

N(Vj , Ui)

µ
−→
≃

∏

j∈Ω

⊕

i∈Σ

HomR(ω(Vj) ⊗R (R2)R,ω
′(Vi))

−→
≃

HomR(ω̂(Z1) ⊗R (R2)R, ω̂′(Z2))

where we set ω̂(Z1) =
⊕

j∈Ω ω(Vj) and ω̂′(Z2) =
⊕

i∈Σ ω
′(Vi). Hence we

derive equivalences of categories

ω̂ : K̂
≃

−→ Pr(R) and ω̂
′ : L̂

≃
−→ Pr(R)

and a functorial isomorphism

µ̂x̂,ŷ : N̂(x̂, ŷ) −→
≃

HomR(ω̂(x̂) ⊗R (R2)R, ω̂′(ŷ))

for all objects x̂ in K̂ and ŷ in L̂, where Pr(R) is the category of projective

R-modules. We define the functor Ŝ′′ by the formula

Ŝ′′(x̂, ŷ,m) = (ω̂(x̂), ω̂′(ŷ), µ̂x̂,ŷ(m));

on morphisms it is defined in a natural way. It is easy to check that Ŝ′′ is an
equivalence of categories. The details are left to the reader (see [22, Theorem
17.89] and [26, Theorem 2.8]).

We take for the functor

TV,U : Modpr
pr

(
R R2

0 R

)
→ Mod(Λ)

the inverse of the functor Ŝ′′◦Ŝ′. It is easy to check that TV,U has the required
properties. This finishes the proof of the proposition.

4. Embeddings of Kronecker modules over a field. Throughout
we fix a maximal element a ∈ I− = I \ max I and we set

I ′a = I \ {a}.

We view I ′a as a peak subposet of I.
Let S(a) = eaKI

−/rad(eaKI
−) be the simple KI-module corresponding

to the point a. We shall denote by

(4.1) T̂a : prin(KI ′a) → prin(KI)



224 R. GÖBEL AND D. SIMSON

the full, faithful and exact functor T̂I′a
induced by the subposet J = I ′a of I

according to Proposition 2.2.
The proof of the implication (a)⇒(d) of Theorem 1.7 essentially depends

on the following two results, which are of type similar to the main lemmata
of [12].

Lemma 4.2. Assume that a ∈ I− = I \max I is a maximal element and

let V = (Vj , jhi : Vi → Vj)i�j be an indecomposable module in prin(KI).

(a) Suppose that there exists p ∈ max I such that p ≻ a and Vp 6= 0, and

the element a is such that the subposet a∇ = {j ∈ I : j � a} of I− = I\max I
is linearly ordered and each of the elements of a∇ is incomparable with all

elements of I− \ a∇. Then the induced map

ha = (pha)p≻a : Va →
⊕

a≺p∈maxI

Vp

is injective and HomKI(S(a), V ) = 0.
(b) If V is such that the map ha = (pha)p≻a is injective and (cdn V )(a)

= 0 then HomKI(S(a), V ) = 0 and dimK Ext1KI(S(a), V ) = ℓa(cdn V ),
where we have set

(4.3) ℓa(v) =
∑

a≺p∈maxI

v(p) −
∑

i≺a

v(i)

for any v ∈ N
I (see (3.7) in [12]).

P r o o f. By our assumption the subposet C := a∇ = {j ∈ I : j � a} of
I ′a is linearly ordered. Assume that C = {a1 → . . . → as = a}. Since V is
prinjective, by our assumption the restriction

VC = (Va1
→ . . . → Vas−1

→ Va)

of V to C is a projective KC-module and without loss of generality we
can suppose that the arrows in VC are represented by K-space injections
Vat−1

⊆ Vat for t = 2, . . . , s.
Now suppose to the contrary that the map ha = (pha)p≻a : Va →⊕

a≺p∈max I Vp is not injective, and fix a nonzero element y in

Kerha =
⋂

a≺p∈max I

Kerp ha.

Define the KC-projective submodule U = (Ua1
⊆ . . . ⊆ Uas−1

⊆ Ua) of
VC by setting Ua = Ky and Uaj

= Ky ∩ Vaj
for j = 1, . . . , s − 1. Note

that the induced maps Vaj
/Uaj

→ Vaj+1
/Uaj+1

are injective and therefore
the factor KC-module VC/U is projective (see Corollary 5.7 of [22]). Conse-
quently, the projective KC-module U is a KC-module direct summand of
VC . By the choice of y and our assumption on C the module U is a projec-
tive KI−-module and it is a KI-module direct summand of V . Since V is
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indecomposable, it follows that V = U and Vp = Up = 0 for any p ∈ max I,
p ≻ a. This contradicts our assumption.

In order to prove the second statement of (a) and the statement (b) we
note that there exists an exact sequence

0 →
⊕

a≺p∈maxI

epKI
(up)
−→ eaKI

ε
−→ S(a) → 0

as a is maximal in I−. There is a natural isomorphism HomKI(ejKI, V ) ∼=
V ej = Vj for any j ∈ I, and so the sequence above induces the commutative
diagram

HomKI(eaKI, V )
(u∗

p)
−−−→ HomKI(

⊕
a≺p∈maxI

epKI, V ) → Ext1KI(S(a), V ) → 0

y∼=
y∼=

yid

Va
ha−−−→

⊕
a≺p∈maxI

Vp → Ext1KI(S(a), V ) → 0

with exact rows and Ker(u∗p) ∼= Im HomKI(ε, idV ) ∼= HomKI(S(a), V ). We
conclude that HomKI(S(a), V ) = 0 if and only if the map ha is injective. In
particular, this finishes the proof of (a).

Further, the exactness of the lower row of the diagram and the injectivity
of ha yield

dimK Ext1KI(S(a), V ) =
∑

a≺p∈maxI

v(p) − dimK Va

and the required equality will hold if we prove that dimK Va =
∑

i≺a v(i).
In order to prove this we set v = cdnV and we note that the restriction
V − = V e− of V to I− is a projective module. By applying the formula (2.1)
to X = V we get V − ∼=

⊕
a6=j∈I−(ejKI

−)v(j). Since Va = V ea = V −ea,
ej(KI

−)ea = 0 if j 6� a, and ej(KI
−)ea = K if j � a, we get

dimK Va= dimK V −ea = dimK

[ ⊕

a6=j∈I−

(ejKI
−ea)v(j)

]

=
∑

j≺a

v(j) dimK(ejKI
−ea) =

∑

j≺a

v(j).

This finishes the proof of (b) and the lemma follows.

Theorem 4.4. Let I be a peak-irreducible minimal poset of infinite prin-

jective type among the posets P1, . . . ,P110 listed in Section 5 of [23]. Then:

(a) I is one of the 28 posets listed in Tables 4.7 at the end of this section.

(b) There exist a maximal element a ∈ I− = I \ maxI and an inde-

composable module V ′ in prin(KI ′a), I ′a = I \ {a}, satisfying the following

conditions:
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(i) The subposet a∇ = {j ∈ I : j � a} of I− is linearly ordered and

each element of a∇ is incomparable with any elements of I− \a∇.

(ii) The difference

(4.5) ℓ̂a(v′) =
∑

a≺p∈maxI

v′(p) −
∑

i≺a

v′(i)

is equal to two, where v′ = cdn V ′ (see (3.10) in [12]).

(c) If a and V ′ are as in (b) and we set V = T̂a(V ′), where T̂a :
prin(KI ′a) → prin(KI) is the functor (2.3) with J = I ′a, then

(i) EndKI(S(a)) ∼= EndKI(V ) ∼= K,

(ii) HomKI(S(a), V ) = HomKI(V, S(a)) = 0,

(iii) dimK Ext1KI(S(a), V ) = 2.

P r o o f. (a) It is easy to see that a minimal poset Pj ∈ {P1, . . . ,P110}
of infinite prinjective type is peak-irreducible if and only if Pj is one of the
28 posets listed in Tables 4.7 at the end of this section (see Remark 5.0′ in
[11, p. 275]).

(b) Let I = Pj be any of the 28 peak-irreducible posets listed in Tables
4.7. In each such Pj we have marked in Tables 4.7 a point a ∈ Pj such that
a ∈ max(Pj \ maxPj) and the condition (b)(i) is satisfied.

Now we shall find for any such Pj an indecomposable prinjective module
V ′

(j) in prin(KP ′
j), where P ′

j = Pj \ {a}, such that the coordinate vector

v′(j) = cdnV ′
(j)

satisfies the equation

ℓ̂a(v′) = 2.

We shall prove this by a case-by-case inspection of the 28 peak-irreducible
critical posets listed in Tables 4.7.

If Pj is any of the posets P1,n+1,P
′
2,n+1,P

′
3,n+1,P

′′
3,n+1 in Part 1 of Ta-

bles 4.7 we take for V ′
(j) the following prinjective module in prin(KP ′

j):

V ′
1,n+1 : K K K K

↓ց↓ց↓ց· · ·ց↓ց
K K K K K

V ′
2,n+1 : K K K2 K2 K

ց↓ւ ց · · · ւ ց↓
K K2 K2 K2
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V ′
3,n+1 :

K
↓
K2 K2 K2 K2 K

ւ↓ ւ↓ ւ↓ · · ·ւ ց ↓ ց
K K2 K2 K2 K2 K

V ′′
3,n+1 :

K
↓
K2 K2 K2 K2 K
↓ ց ւ↓ ւ· · ·ւ↓ ւ ց↓
K2 K2 K2 K2 K2

respectively. It follows that the vectors

v′(1,n) = cdn V ′
(1,n) =

[
1 . . . 1
1 . . . 1 1

]
,

v′(2,n+1) = cdn V ′
(2,n+1) = [1 1 2 . . . 2 1

1 2 . . . 2]

v′(3,n+1) = cdn V ′
(3,n+1) =

[
1
1 2 . . . 2 2 1

1 2 2 . . . 2 2 1

]
,

v′′(3,n+1) = cdn V ′′
(3,n+1) =

[
1
1 2 2 . . . 2 1
1 2 2 2 . . . 2 2

]

satisfy the required condition.
Next we consider the posets P4 = K∗

1, . . . ,P8 = K∗
5 of Part 2 of Ta-

bles 4.7, which are one-peak enlargements of the critical Kleiner posets
K1, . . . ,K5. In this case P ′

j = Pj \ {a} is the sincere poset F(j − 2)∗ of
Kleiner (see Chapter 10 of [22]) and V ′

(j) can be chosen from the list of the

sincere representations of the poset F(j − 2)∗ presented in Tables 10.20 of
[22], for j = 4, . . . , 8. It is easy to check by consulting Tables 10.20 of [22]
that the modules

V ′
(4) = S2

2 , V ′
(5) = S3

2 , V ′
(6) = S4

5 , V ′
(7) = S5

6 , V ′
(8) = S6

10

have the required property, and v′(4) = cdnS2
2 , v′(5) = cdnS3

2 , v
′
(6) = cdnS4

5 ,

v′(7) = cdnS5
6 , v

′
(8) = cdnS6

10 are the following vectors:

v
′

(4) v
′

(5) v
′

(6) v
′

(7) v
′

(8)

1

1 1 1

1 1 1 1 1 2 1 2 1

1 1 1 1 1 1 2 1 1 2 1 1 3 2 1

2 3 4 5 6

Now we consider the remaining 19 peak-irreducible posets Pj presented
in Part 3 of Tables 4.7. It follows from Theorem 3.1 and Corollary 3.2 of
[23] that for each such Pj the poset P ′

j = Pj \ {a} is of finite prinjective
type, the Auslander–Reiten quiver Γ (prinKP ′

j) of the category prin(KP ′
j)

is finite and coincides with its preprojective component, End(X) ∼= K for
any indecomposable module X in prin(KP ′

j), and X is determined by the
vector cdnX uniquely up to isomorphism.
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By the modification given in [14, Section 4] of the algorithm described
in Theorems 11.52 and 11.80 (see also 11.87) of [22] we shall construct
the finite Auslander–Reiten quiver Γ (prinKP ′

j) for each of the posets Pj

presented in Part 3 of Tables 4.7 and we shall find an indecomposable sincere
module V ′

(j) in prin(KP ′
j) such that End(V ′

(j))
∼= K and v′(j) = cdn V ′

(j) is

the corresponding vector in the following tables:

v
′

(10) v
′

(11) v
′

(12) v(15) v
′

(19) v
′

(20) v
′

(21) v
′

(23) v
′

(25) v
′

(27)

1 1 1

1 1 1 1 1 1 1 1 1 2

1 1 1 1 2 1 1 1 1 2 1 1 1 1 2 1 1 1 3 1 2

1 1 1 2 1 2 1 1 3 1 2 3 1 2 2 1 1 2 3 2 2

2 2 2 3 3 3 3 2 4 4 3 4 4 3 4 2 5 4 5 3

v
′

(29) v
′

(31) v
′

(47) v
′

(48) v
′

(49) v
′

(100) v
′

(106) v
′

(108) v
′

(110)

1

1

1 1 1

1 1 1 1 2 1

1 1 1 1 2 1 1 3 1 1 1 1 1

2 3 2 1 1 1 1 1 1 1 1 2 1 2 1 1 2 1 2 1

5 2 3 4 1 2 1 2 2 2 2 2 1 4 3 2 3 3 2 2 3 2 1 2 3

If j = 10 or j = 47, we can easily construct the representation V ′
(j) with-

out looking at the Auslander–Reiten quiver Γ (prinKP ′
j). We note that the

representations

V ′
(10) :

K
↓

K K2 K
↓ ւ ց↓
K2 K2

V ′
(47) :

K
ւ ց

K2 K2

↓ ց ւ↓
K K2 K

satisfy the required condition.
In order to construct the remaining 17 representations V ′

(j) we shall look

at the Auslander–Reiten quiver Γ (prinKP ′
j). We shall give a detailed proof

only in three cases j = 11, j = 12 and j = 19. The proof in the remaining
cases is analogous, and we leave it to the reader.

Case j = 11. Assume that the vertices of P11 are enumerated as follows:

P11 :

1 3

↓ ւ↓

2 4 5 6

ց↓ւ ց↓

∗ +

and a = 2. Then P ′
11 = P11 \ {2} is of finite prinjective type and the

Auslander–Reiten quiver Γ (prinKP ′
11) coincides with its preprojective com-
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ponent and looks as follows (see [25], Example 4.17]):

3∗+ - - - - - - - - 156∗+ - - - - - - - - 45∗

ր ց ր ց ր

1∗ - - - - - - - - 45∗+ 1356∗2+2 14526∗2+

ր ց ր ց ր ց ր ց

∗ → 4∗ → 145∗2+ → 15∗+ → 14526∗2+2 → 456∗+ → 134526∗3+2 → 135∗2+ → 1234526∗3+2

ց ր ց ր ց ր ց ր

5∗+ 1456∗2+ 1452∗
2+ 13456∗2+2

ր ց ր ց ր ց ր ց

+ 56∗+ 145∗2 145∗+ 356∗+2

ց ր ց ր ց ր ց ր

6+ - - - - - - - - 5∗ - - - - - - - - 14∗ - - - - - - - - 5+ - - -

45∗ - - - - - - - - 13∗+ - - - - - - - - 56+ - - - - - - - - - 3∗ - - - - - 1

ց ր ց ր ց ր ց ր

1345∗2+ 1356∗+2 356∗+ 13∗

ր ց ր ց ր ց ր ց

1234526∗3+2 → 1456∗+ → 134526∗2+2 → 35∗+ → 13256∗2+2 → 136∗+ → 1356∗+ → 5 → 3

ց ր ց ր ց ր ց ր

13526∗2+2 13456∗2+ 135∗+ 36+

ր ց ր ց ր ց ր ց

356∗+2 1356∗2+ 145∗ 3+ - - - - - 6

ց ր ց ր ց ր

- - - - - - - - 36∗+ - - - - - - - - 15∗ - - - - - - - - 4

Here we write the coordinate vectors v = cdn V instead of indecomposable
modules V , and we use the exponential notation of coordinate vectors in-
troduced in [22, 11.88], that is, the vector v = cdn V = (v1, . . . , vt) ∈ N

J ′

is
written in the form

v = cdn V = 1v12v2 . . . tvt

where we omit jvj if vj = 0, and we set jv(j) = j if v(j) = 1.
Note that the additive function (4.5) on Γ (prinKP ′

j) is defined by the

formula ℓ̂a(v) = v(∗)− v(1) and therefore the value diagram of the function

ℓ̂a(−) is

1 0 1 0 0 1 −1
ր ց ր ց ր ց ր ց ր ց ր ց ր

0 1 1 1 1 0 1 0
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց

1→1→1→0→1→1→2→1→1→0→1→1→1→0→0→0→0
ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր

1 1 1 1 1 1 0 0
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց

0 1 1 0 1 1 0 0 0
ց ր ց ր ց ր ց ր ց ր ց ր ց ր

0 1 0 0 1 0 0
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It follows form the above diagram that there is a unique module V ′ in
prin(KP ′

j) such that ℓ̂a(cdn V ′) = 2 and cdn V ′ = 1234526∗3+2. We take
for V ′

(11) the module V ′. Its coordinate vector is just the vector v′(11) shown

in the table above.

Case j = 12. Suppose that P12 and the point a are as in Tables 4.7. Let
us enumerate the vertices of P ′

12 = P12 \ {a} as follows:

P ′
12 :

5 4

↓ ↓

6 1 3

↓ւ ց↓

+ ∗

Then P ′
12 is of finite prinjective type, ℓ̂a(v) = v(+)−v(6) and the beginning

of the Auslander–Reiten quiver Γ (prinKP ′
12) looks as follows:

4∗ - - - - - - - - 1+ - - - - - - - - 56∗+ - - - - · · ·

ր ց ր ց ր ց ր

3∗ 14∗+ 156∗+2 1356∗2+

ր ց ր ց ր ց ր ց

∗ 13∗+ 1456∗2+2 12356∗2+2 · · ·

ց ր ց ր ց ր ց ր

1∗+ → 5∗+ → 1356∗2+2 → 136∗+ → 123456∗3+2 → 145∗2+ → 1234526∗3+3 · · ·

ր ց ր ց ր ց ր ց

+ 16∗+ 135∗2+ 13456∗2+2 · · ·

ց ր ց ր ց ր ց ր

6+ - - - - - - - - 1∗ - - - - - - - - 35∗+ - - - - - - - - 146∗+ · · ·

The value diagram of the additive function ℓ̂a(−) is

0 1 0 0 1 0 0 0
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց

0 1 1 0 1 1 0 0 0
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր

0 1 1 1 1 1 1 0 0
ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց

1→1→1→0→1→1→2→1→1→0→1→1→1→0→0→0→0
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր

1 0 1 1 1 1 0 1 0
ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց

0 0 1 0 1 0 0 1 −1

It follows from the above diagram that there is a unique module V ′ in
Γ (prinKP ′

j) such that ℓ̂a(cdn V ′) = 2. Note that cdn V ′ = 1234526∗3+3.
We take for V ′

(12) the module V ′. Its coordinate vector is just the vector v′(12)
shown in the table above.



E
M
B
E
D
D
I
N
G
S
O
F
K
R
O
N
E
C
K
E
R
M
O
D
U
L
E
S

2
3
1

3∗ - - - - - - 2+ - - - - - - 56+ - - - - - - 2∗ - - - - - - 14∗+ - - - - - - 236∗+ - - -

ր ց ր ց ր ց ր ց ր ց ր ց

4∗ 23∗+ 256+2 256∗+ 124∗2+ 12346∗2+2
. . .

ր ց ր ց ր ց ր ց ր ց ր ց ր

∗ 24∗+ 2356∗+2 2256∗+2 12456∗2+2 122346∗3+2 1223456∗2+3

ց ր ց ր ց ր ց ր ց ր ց ր ց

2∗+ 2456∗+2 22356∗2+2 122456∗2+3 12234562∗
3+3 1233456∗3+3 · · ·

ր ց ր ց ր ց ր ց ր ց ր ց ր

+→ 5+→ 256∗+2 → 26∗+→ 22456∗2+2 → 245∗+→ 1223456∗3+3 → 1236∗2+2 → 12334562∗
3+4 → 22456∗+2 → 123345262∗

3+4 → 12356∗2+2 → 122334562∗
4+4

ց ր ց ր ց ր ց ր ց ր ց ր ց

6+ - - - - - - 25∗+ 1246∗2+2 223456∗2+2 122356∗2+3 1224562∗
2+3

. . .

ց ր ց ր ց ր ց ր ց ր

1∗+ - - - - - - 246∗+ - - - - - - 235∗+ - - - - - - 126∗+2 - - - - - - 2456∗+ - - -

Fig. 1. The Auslander–Reiten quiver of prin(KP ′
19)
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Case j = 19. Suppose that P19 and the point a are as in Tables 4.7. Let
us enumerate the vertices of P ′

19 = P19 \ {a} as follows:

P ′
19 :

3 1

↓ ↓ց

4 2 5 6

↓ւ ց↓ւ

∗ +

Then P ′
19 is of finite prinjective type, ℓ̂a(v) = v(∗) − v(3) − v(4) and the

beginning of the Auslander–Reiten quiver Γ (prinKP ′
19) looks as in Figure 1.

The value diagram of the additive function ℓ̂a(−) is

0 0 0 1 0 0 0 1 0 0 0 0
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց

0 0 0 1 1 0 0 1 1 0 0 0 1 −1

ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց
1 0 0 1 1 1 0 1 1 1 0 0 1 0 −1

ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր
1 0 1 1 1 1 1 1 1 1 0 1 0 0

ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց
0→0→1→1→1→0→1→1→1→0→1→1→2→1→1→0→1→1→1→0→1→1→1→0→0→0→0→0 →0
ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր

0 1 1 0 1 1 1 1 0 1 1 0 0 0
ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց

1 0 0 1 0 1 0 0 1 0 0 0 0

It follows that there is a unique module V ′ in the Γ (prinKP ′
19) such that

ℓ̂a(cdn V ′) = 2. Note that cdn V ′ = 122334562∗4+4. We take for V ′
(19) the

module V ′. Its coordinate vector is just the vector v′(19) shown in the table

above. This finishes the proof of (b).

(c) Let a and V ′ be as in (b) and let v′ = cdn V ′. Since ℓ̂a(v′) = 2,
there exists p ∈ maxI such that p ≻ a and v′(p) 6= 0. It follows from the
formula (2.4) applied to J = I ′a and X = V ′ that (cdn V )(p) = v′(p) 6= 0
and therefore Vp 6= 0. Moreover, it follows from Proposition 2.2 that V =

T̂a(V ′) is indecomposable and (cdnV )(a) = 0. Then according to Lemma 4.2
the map ha is injective, HomKI(S(a), V ) = 0 and dimK Ext1KI(S(a), V ) =

ℓa(cdn V ) = ℓ̂a(v′) = 2. Then (iii) follows.

(i) Since S(a) is simple, End(S(a)) ∼= K. The poset I ′a is of finite prinjec-
tive type, because I is a minimal poset of infinite prinjective type. It follows
from Corollary 3.2 of [23] that the indecomposable KI ′a-module is preprojec-
tive and End(V ′) ∼= K. Then Proposition 2.2 yields End(V ) ∼= End(V ′) ∼= K
and (i) follows.

(ii) Since it was shown above that HomKI(S(a), V ) = 0, it remains to
prove that HomKI(V, S(a)) = 0. For this purpose we note that the prin-
jectivity of V implies that the restriction V − = V e− of V to I− is a
projective module. By applying formula (2.1) to X = V we get V − ∼=⊕

a6=j∈I−(ejKI
−)v(j). Hence we get
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HomKI(V, S(a))= HomKI−(V −, S(a))

∼=
⊕

a6=j∈I−

(HomKI−(ejKI
−, S(a))v(j)

∼=
⊕

a6=j∈I−

(S(a)ej)v(j) = 0.

This finishes the proof of Theorem 4.4.

Corollary 4.6. If I is a finite poset of infinite prinjective type then for

any field K there exists a full and faithful exact functor

T : mod

(
K K2

0 K

)
→ prin(KI).

P r o o f. Let I be a finite poset of infinite prinjective type. It follows
from Theorem 3.1 of [23] that I contains as a full peak subposet a poset J
isomorphic to one of the critical posets P1, . . . ,P110 listed in Section 5 of
[23]. In view of Proposition 2.2 it is sufficient to prove the corollary for the
critical posets P1, . . . ,P110. Moreover, in view of Lemma 2.8, it is sufficient
to prove the corollary for each of the peak-irreducible posets from the 28
critical posets among P1, . . . ,P110.

Assume that I is one of the 28 peak-irreducible critical posets in Tables
4.7. It follows from Theorem 4.4 that there exists a maximal point a ∈ I−

and an indecomposable module V inprin(KI) such that the modules S(a)
and V satisfy the conditions (i)–(iii) in Theorem 4.4(c). By applying Propo-
sition 3.1 to Λ = KI, V = S(a) and U = V we get a full and faithful exact
functor

TS(a),V : mod

(
K K2

0 K

)
→ mod(KI).

Since the modules S(a) and V are prinjective and the subcategory prin(KI)
of mod(KI) is closed under forming extensions, by the final statement of
Proposition 3.1 the image of TS(a),V is contained in prin(KI). This finishes
the proof.

We finish this section by presenting a list of minimal peak-irreducible
posets of infinite prinjective type used in the proof of Theorem 4.4.

Tables 4.7

Minimal peak-irreducible posets of infinite prinjective type

In each of the diagrams Pj below we denote by a an element satisfying the following
conditions stated in Theorem 4.4 and its proof.

(a1) a ∈ P−
j
= Pj \maxPj and a is a maximal element in P

−

j
.

(a2) The subposet a∇ = {j ∈ Pj : j � a} of P
−

j
is linearly ordered and each element

of a∇ is incomparable with any element of P−
j
\ a∇.
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(a3) The poset P ′j = Pj \ {a} is sincere of finite prinjective type and there exists an

indecomposable prinjective KP ′j-module V
′

(j) such that the additive function

ℓ̂a(v
′) :=

∑

a≺p∈maxI

v
′(p)−

∑

i≺a

v
′(i)

has the value 2 on the coordinate vector v′(j) = cdnV
′

(j) (see (4.5)).

Part 1. Peak-irreducible critical posets of type Ã∗n and D̃∗n

P1,n+1 : • • • •

↓

• a

↓ց↓ց↓ց· · ·ց↓ց↓
⋆ ⋆ ⋆ ⋆ ⋆

P ′
2,n+1 : • • • • • • a

ց↓ւ ց · · · ւ ց↓ւ
⋆ ⋆ ⋆ ⋆

P ′
3,n+1 :

• •

↓ ↓
• • • • • a

ւ↓ւ↓ւ↓· · ·ւ ց↓ց
⋆ ⋆ ⋆ ⋆ ⋆ ⋆

P ′′
3,n+1 :

•

↓
• • • • • • a

↓ց ւ↓ւ· · ·ւ↓ւ ց↓ւ
⋆ ⋆ ⋆ ⋆ ⋆

Part 2. One-peak enlargements P4–P8 of Kleiner’s posets

P4 : • • •

↓
• a

ց↓ւ
∗

P5 :

• • •

↓ ↓ ↓
• • • a

ց↓ւ
∗

P6 :

• •

↓ ↓
• •

↓ ↓
• • • a

ց↓ւ
∗

P7 :

•

↓
•

↓
• • •

↓ց↓ ↓
• • • a

ց↓ւ
∗

P8 :

•

↓
•

↓
•

↓
• •

↓ ↓
• • • a

ց↓ւ
∗

Part 3. Peak-irreducible critical posets Pj , where
j ∈ {10, 11, 12, 15, 19, 20, 21, 23, 25, 27, 29, 31, 47, 48, 49, 100, 106, 108, 110}

•

↓
•

↓
• a •

↓ւ ց↓
∗ ∗ 10

• •

ւ↓ ↓
• • • a

↓ւ ց↓ւ
∗ ∗ 11

• • •

↓ ↓ ↓
a • •

↓ւ ց↓
∗ ∗ 12

•

↓
•

↓
• •

↓ ↓
a •

↓ւ↓
∗ ∗ 15
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•

↓
• •

↓ ւ↓
a • • •

↓ւ ց↓ւ
∗ ∗ 19

• •→•

↓ ↓ ↓
a • • •

↓ւ ց↓ւ
∗ ∗ 20

• •

↓ ↓

↓
• •

↓ ↓
a • •

↓ւ ց↓
∗ ∗ 21

• •

↓ ↓
• •

↓ ւ↓
a • •

ց↓ւ↓
∗ ∗ 23

•

↓
•

↓
• •

↓ ↓
a • •

↓ւ ց↓
∗ ∗ 25

•

↓
• •

↓ ↓
• •

↓ ↓
a •

↓ւ↓
∗ ∗ 27

•

↓
•

↓
• •

↓ ւ↓
a • •

ց↓ւ↓
∗ ∗ 29

•

↓
•

↓
•

↓
•

↓
•

↓
a •

↓ց↓
∗ ∗ 31

•

ւ ց
• a •

↓ց↓ւ↓
∗ ∗ ∗ 47

•

ւ↓
• • • a

↓ւ↓ւ↓ւ
∗ ∗ ∗ 48

•

ւ

↓
•

↓
a • •

↓ւ↓ւ↓
∗ ∗ ∗ 49

•

↓
• •

↓ ւ↓
a • •

↓ւ↓ւ↓
∗ ∗ ∗ 100

•

↓

ց
• •

↓ ↓
a • •

↓ւ↓ւ↓
∗ ∗ ∗ 106

•

↓

ց
•

↓
•

↓
• • a

↓ւ↓ւ↓
∗ ∗ ∗ 108

• •

ւ↓ց ↓
• • • • a

ւ↓ւ ց↓ւ
∗ ∗ ∗ 110

5. Embeddings of Kronecker modules over commutative rings.

The main aim of this section is to show how a full faithful exact functor

(5.1) T : Modpr
pr

(
R R2

0 R

)
→ Modpr

pr(RI)

required in Theorem 1.7(e) can be constructed for any commutative ring
R. Although a complete construction is given only in the case where R is a
commutative K-algebra, we give an idea of this construction for R arbitrary.

Assume that I is a finite poset of infinite prinjective type. We shall
construct the Kronecker embedding functor (5.1) by applying Proposition
3.1. For this purpose it is sufficient to find a pair of modules U and V
in modpr

pr(RI) satisfying the conditions (i)–(iii) of Proposition 3.1. Since I
contains as a peak subposet a poset J isomorphic to one of the 110 critical
posets P1, . . . ,P110 listed in [23, Section 5], it is sufficient to find such a
pair of modules U and V in modpr

pr(RJ) for J critical, and to construct a

full faithful exact functor T̂J : modpr
pr(RJ) → modpr

pr(RI). The functor T̂J is
constructed in Proposition 5.2 below by a generalization of Proposition 2.2.
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Next we extend Lemma 2.8 from prinjective modules to propartite RI-
modules in Lemma 5.4 below. This will reduce the problem to the case of J
being one of the 28 peak-irreducible posets listed in Tables 4.7.

In this case we need an extension of Theorem 4.4 to propartite RI-
modules. We recall that for each of those peak-irreducible posets J we have
constructed in Theorem 4.4 an element a ∈ J \max J and a pair of indecom-
posable modules S(a) and V in prin(KJ) satisfying the conditions (i)–(iii)
of Theorem 4.4(c).

From Proposition 3.1 and the discussion above it follows that, in order to
construct a Kronecker embedding (5.1) for I = J , it is sufficient to construct
a pair of indecomposable modules Ŝ(a) and V̂ in modpr

pr(RJ) satisfying the
natural extensions of the conditions (i)–(iii) of Theorem 4.4(c), where J is
one of the peak-irreducible posets listed in Tables 4.7.

We can take for Ŝ(a) the unique KJ-module such that Ŝ(a)ea = R and
Ŝ(a)ej = 0 for all j 6= a. If J = Pj is any of the 11 posets P1,n+1, P ′

2,n+1,

P ′
3,n+1, P ′′

3,n+1, P4, P5, P6, P7, P8, P10, P47 we can take for V̂ the R-form of
the corresponding K-form V(j) constructed and listed in the proof of Theo-
rem 4.4. In this case the extensions of the conditions (i)–(iii) are satisfied,
because the arguments given in the proof of Lemma 4.2 generalize to our
situation. However, the isomorphism EndRJ (V̂ ) ∼= R has to be checked di-
rectly using the definition of V̂ . The same arguments apply to the remaining
17 peak-irreducible posets Pj, j ∈ {11, 12, 15, 19, 20, 21, 23, 25, 27, 29, 31, 48,

49, 100, 106, 108, 110}, if we were able to define V̂(j) in such a way that

EndRPj
(V̂(j)) ∼= R for each of the remaining 17 posets Pj.

At present we can do it only in the case where R is a K-algebra. In this
situation we set V̂(j) = V(j) ⊗K R and we apply Corollary 5.7 below.

First we extend Proposition 2.2 to propartite AI-modules as follows.

Proposition 5.2. Let A be a ring with an identity element , and let

J ⊆ I, eJ , eJ∪I− be idempotents of the incidence A-algebra AI defined as in

Proposition 2.2 (see also below). Then there exist an A-algebra isomorphism

eJ(AI)eJ ∼= AJ and the subposet induction functor (see [22, Section 5.3],
[12, Proposition 2.4])

(5.3) T̂J = (−) ⊗AJ eJ(AI)eJ∪I− : Modpr
pr(AJ) → Modpr

pr(AI)

with the following properties.

(a) T̂J is full , faithful and exact.

(b) If X is a finitely generated module then so is T̂J(X).
(c) If X is a free A-module then so is T̂J(X).

P r o o f. We assume that J ⊆ I is a peak subposet. We set I− = I \max I
and J− = J \ maxJ . For i � j we denote by eij ∈ AI the matrix having
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1 at the i-j-th position and zeros elsewhere. Given j in I we denote by
ej = ejj the standard primitive idempotent corresponding to j. We define
the following idempotents of AI:

eJ =
∑

j∈J

ej , eJ− =
∑

j∈J−

ej ,

eI− =
∑

j∈I−

ej , e+J = eJ∪I− =
∑

j∈J∪I−

ej ,

e∗ =
∑

p∈maxI

ep, e′∗ =
∑

p∈maxJ

ep.

The A-algebra isomorphism AJ ∼= eJ(AI)eJ follows easily.
First we shall show that T̂J(X) is a right AI-module for any AJ-module

Y . For this we note that the map AI → e+J (AI)e+J
∼= A(J∪I−), λ 7→ e+λe+,

is a surjective A-algebra homomorphism, because AI has the triangular form
(1.1). It follows that any right e+J (AI)e+J -module is a right AI-module via

AI → e+J (AI)e+J . In particular, T̂J(X) is a right AI-module as required.
Following (1.5), the A-algebras AI and AJ can be viewed as bipartite

A-algebras

AI =

(
AI− M

0 B

)
, AJ =

(
AJ− M ′

0 B′

)

where B = e∗(AI)e∗ = A × . . . × A (|max I| times), B′ = e′∗(AJ)e′∗ =
A× . . . ×A (|max J | times), the free A-modules

M =
⊕

p∈max I

⊕

i≺p

i∈I−

eipR, M ′ =
⊕

p∈max J

⊕

i≺p

i∈J−

eipR

are viewed as an AI−-B-bimodule and an AJ−-B′-bimodule respectively
in the obvious way, and multiplication is matrix multiplication. Note that
AI− ∼= eI−(AI)eI− and AJ− ∼= eJ−(AJ)eJ− .

We recall that a right AI-module Y = (Y ′, Y ′′
B , ψ) is propartite (that is,

Y is in Modpr
pr(AI)) if and only if Y ′ = Y eI− is a projective AI−-module

and Y ′′
B = Y e∗ is a projective B-module. Similarly a right AJ-module X =

(X ′,X ′′
B′ , ϕ) is propartite (that is, X is in Modpr

pr(AJ)) if and only if X ′ =
XeJ− is a projective AJ−-module and X ′′

B = Y e′∗ is a projective B′-module.

First we shall show that the AI-module T̂J(X) is propartite if the AJ-
module X is propartite. For this purpose we prove the following two state-
ments:

(a1) For any AJ-module X there exists a natural B-module isomorphism

T̂J(X)e∗ ∼= Xe′∗

where the B′-module Xe′∗ is viewed as a B-module via the natural direct
summand projection B → B′. If the B′-module Xe′∗ is projective then
T̂J(X)e∗ is a projective B-module.
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(a2) For any j ∈ J there exist natural AI−-module isomorphisms

T̂J (ejAJ)eI− ∼=

{
ejAI

− for j ∈ J−,
0 for j ∈ max J ,

along the A-algebra isomorphism eI−(AI)eI− ∼= AI−.

Since e+J e∗ = e+J e
′
∗ = eJe

′
∗ and eJ(AI)eJ ∼= AJ , we have

T̂J(X)e∗ = (X ⊗AJ eJ(AI)e+J )e∗ = X ⊗AJ eJ (AI)eJe
′
∗

= (X ⊗AJ eJ(AI)eJ )e′∗
∼= (X ⊗AJ AJ)e′∗

∼= Xe′∗

and (a1) follows.

For the proof of (a2) we note that e+J eI− =eI− and therefore T̂J (ejAJ)eI−
= (ejAJ ⊗AJ eJ (AI)e+J )eI− ∼= (ejAI)e+J eI− = (ejAI)eI− .

If j ∈ J− then ejeI− = ej . Hence (ejAI)eI− = ej(eI−AIeI−) ∼= ejAI
−

and the first isomorphism in (a2) follows. If j ∈ maxJ then (ejAI)eI− =
(eje

′
∗AIe

′
∗)eI− = 0. This finishes the proof of (a2).

Now we show that for any propartite AJ-module X the AI-module Y =
T̂J(X) is propartite.

It follows from (a1) that the B-module T̂J(X)e∗ is projective. It remains
to show that the AI−-module T̂J(X)eI− is projective. This follows from (a2)
for X = ejAJ ; hence for any AJ-projective module X, because any such X
is a summand of a direct sum of modules of the form ejAJ , j ∈ J . If X is
an arbitrary propartite AJ-module then according to [26, Proposition 3.7],
X admits an AJ-projective resolution

(∗) 0 → P1
η1
−→ P0

η0
−→ Y → 0

where P1 is a projective B′-module and P1eJ− = 0. For this we note that
the bimodule module M ′ in the matrix form of AJ above is projective when
viewed as a right B′-module.

By applying the functor T̂J from (5.3) to the short exact sequence (∗)
we derive the four-term exact sequence

(∗∗) 0 → TorAJ
1 (X, eJ (AI))e+J → T̂J(P1)

T̂J (η1)
−−−→ T̂J(P0)

T̂J (η0)
−−−→ T̂J(X) → 0.

Since eI− ∈ AI is an idempotent and P1eJ− = 0, by (a2) the module
T̂J(P1)eI− is zero, and from (∗∗) we conclude that TorAJ

1 (X, eJ (AI))e+J eI−

is zero and we derive the isomorphism T̂J(P1)eI− ∼= T̂J(X)eI− of KI−-
modules. It follows from the discussion above that T̂J(X)eI− is a projective
KI−-module and consequently T̂J(X) is in Modpr

pr(AI) as we required.

Finally, we show that T̂J is exact. Since TorAJ
1 (X, eJ (AI))e+J eI− is

zero and 1 = eI− + e∗, the exactness of T̂J will follow if we show that
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TorAJ
1 (X, eJ (AI))e+J e∗ is zero, because this will imply that the left hand

term in (∗∗) is zero.
To see this we apply (∗∗) and we note that according to (a1) the sequence

0 → T̂J(P1)e∗
T̂J (η1)e∗
−−−−−→ T̂J(P0)e∗

T̂J (η0)e∗
−−−−−→ T̂J(X)e∗ → 0

is isomorphic to the sequence

0 → P1e
′
∗ → P0e

′
∗ → Xe′∗ → 0

which is exact, because (∗) is exact and e′∗ is an idempotent of AJ .
The statement (a) immediately follows from the natural isomorphism

HomAI(T̂J (X), T̂J(Y )) ∼= HomAJ(X,Z) for X,Z in Modpr
pr(AJ), which can

easily be obtained as follows (see also the proof of Proposition 2.4 of [12]):

HomAI(T̂J (X), T̂J(Z))

∼= HomAI(X ⊗AJ eJ(AI)e+J , Z ⊗AJ eJ(AI)e+J )

∼= HomAJ(X,HomAI(eJ(AI)e+J , Z ⊗AJ eJ(AI)e+J ))

∼= HomAJ(X,Home+(AI)e+

J
(eJ(AI)e+J , Z ⊗AJ eJ(AI)e+J ))

∼= HomAJ(X,Z ⊗AJ eJ(AI)eJ )

∼= HomAJ(X,Z).

Since the statements (b) and (c) follow easily the proof is complete.

Next we extend Lemma 2.8 to propartite AI-modules as follows.

Lemma 5.4. Let I be a peak-reducible poset with a reducible peak q, and

let A be a ring with an identity element. In the notation of Section 1 the

formula (2.7) defines an additive functor

(5.5) G̃q : modpr
pr(ASqI) → modpr

pr(AI)

which is full, faithful and exact. Moreover , if X is a projective A-module

then G̃q(X) is a projective A-module.

P r o o f. We shall use the notation introduced in Section 2. In par-
ticular we view any propartite module X in modpr

pr(ASqI) as a system
X = (Xi, jhi)i,j∈SqI,i≺j, where Xi is the A-module Xei and jhi : Xi → Xj

is the A-module homomorphism defined by multiplication by eji ∈ ASqI.

We define G̃q(X) = (Xi, jhl)i,j,l∈I,l≺j by the formula (2.7).

In order to show that G̃q(X) is propartite we need to show that jhi :
Xi → Xj is a splittable A-module monomorphism for every pair i ≺ j in
the chain

C = {c→ b1cq → . . . → bmcq → cq}
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contained in SqI. For this purpose we note that the incidence A-algebra of
C has the form

AC =




A A . . . A

0 A . . . A
...

. . .
...

0 0 . . . A



.

Since X is propartite and there is no relation t ≺ c with t 6∈ C and c ∈ C,
the restriction Y of X to C is a projective AC-module. It follows that the
AC-module Y = (Xi, jhi)i,j∈C has the following property: “jhi : Xi → Xj

is a splittable A-module monomorphism for every pair i ≺ j in C” because
this property is enjoyed by the AC-module AC; hence also by every free
right AC-module and by every projective right AC-module. In particular,
Y has this property.

Hence we easily conclude that the module G̃q(X) is propartite. Moreover,
this allows us to prove the lemma by repeating the arguments used in the
proof of Theorem 2.15 of [14]. This is an extension of the case where A is a
field to the case where A is a ring. We leave it to the reader.

From now on we assume in this section that A is a K-algebra and I is a
finite poset. Homological connections between AI-modules and KI-modules
are discussed in the following simple lemma.

Lemma 5.6. Let A be an algebra over the field K. If X, Y are modules

in Mod(KI) and the projective dimension of X is ≤ 1, then there exist

functorial isomorphisms

(a) HomAI(X ⊗K A,Y ⊗K A) ∼= HomKI(X,Y ) ⊗K A,

(b) Ext1AI(X ⊗K A,Y ⊗K A) ∼= Ext1KI(X,Y ) ⊗K A.

In particular , if the module X is prinjective then (a) and (b) holds.

P r o o f. Let Y and X be modules in Mod(KI). If the projective dimen-
sion of X is ≤ 1 then there exists an exact sequence

0 → P1 → P0 → X → 0

where P0 and P1 are projective KI-modules. Tensoring the sequence over
the field K we derive the exact sequence of AI-modules

0 → P1 ⊗A→ P0 ⊗A→ X ⊗A→ 0

where P0⊗A and P1⊗A are projective AI-modules. The obvious Hom-Ext-
sequences yield the commutative diagrams
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0 → HomKI(X,Y )⊗ A → HomKI(P0, Y )⊗A → HomKI(P1, Y )⊗ Ayϕ
yϕ0

yϕ1
0 → HomAI(X ⊗ A, Y ⊗ A) → HomAI(P0 ⊗ A, Y ⊗A) → HomAI(P1 ⊗A, Y ⊗ A)

(∗)

HomKI(P0, Y )⊗ A → HomKI(P1, Y )⊗ A → Ext1KI(X,Y )⊗ A → 0yϕ0
yϕ1

yψ
HomAI(P0 ⊗A, Y ⊗ A) → HomAI(P1 ⊗ A,Y ⊗ A) → Ext

1
AI(X ⊗ A,Y ⊗ A) → 0

where the vertical homomorphisms ϕ, ϕ0 and ϕ1 are defined by the formula
f ⊗ r 7→ (x ⊗ λ 7→ f(x) ⊗ λr). Since P0 and P1 are projective modules,
obviously ϕ0 and ϕ1 are isomorphisms. It follows that ϕ is an isomorphism,
and there exists a unique isomorphism ψ making the remaining square in
(∗) commutative. Hence the statements (a) and (b) follow.

For the final statement we recall from [23] or from Section 1 that every
prinjective KI-module has the projective dimension 0 or 1.

Theorem 4.4 and Lemma 5.6 immediately yield

Corollary 5.7. Let A be a K-algebra and let V , S(a) be the prin-

jective KI-modules chosen as in Theorem 4.4(c). Then V̂ = V ⊗K A and

Ŝ(a) = S(a)⊗KA are propartite AI-modules, they are A-free and there exist

isomorphisms

(a) EndAI(S(a) ⊗K A) ∼= EndAI(V ⊗K A) ∼= A,
(b) HomAI(S(a) ⊗K A,V ⊗K A) = HomAI(V ⊗K A,S(a) ⊗K A) = 0,
(c) Ext1

AI(S(a) ⊗A,V ⊗A) ∼= A2.

The discussion presented at the beginning of this section and the results
of Proposition 5.2, Lemma 5.6 and Corollary 5.7 can be summarized as
follows.

Theorem 5.8. Let I be a poset of infinite prinjective type and let A be

a K-algebra. Then there exist full , faithful and exact functors

T : Modpr
pr

(
A A2

0 A

)
→ Modpr

pr(AI), T ′ : modpr
pr

(
A A2

0 A

)
→ modpr

pr(AI).

If X is a projective A-module then so are T (X) and T ′(X).

6. Proof of main theorems

6.1. Proof of Theorem 1.7. In view of Theorem 3.1 of [23] the proof of
Theorem 1.7 reduces to the proof of the equivalences (a)⇔(d) and (d)⇔(e).
The implication (a)⇒(d) follows from Corollary 4.6 and the implication
(a)⇒(e) is a consequence of Theorem 5.8. Since the category of Kronecker
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modules over a field is of infinite representation type (see [18] and [22, Ex-
ample 1.5]), the implications (e)⇒(d)⇒(a) follow and the proof of Theorem
1.7 is complete.

6.2. Proof of Theorem 1.8. Let K be a field, let A be a K-algebra and
let

Γ2(K) =

(
K K2

0 K

)

be the Kronecker K-algebra. It follows from [10, Theorem 1.2] that for any
K-algebra A generated by at most λ elements, where λ is an infinite cardinal
number, there exists a direct system

G = {Gβ, uβγ}β⊆γ⊆λ

of K-linear additive functors Gβ : Mod(A) → Mod(Γ2(K)) connected by
functorial morphisms uβγ : Gβ → Gγ satisfying the following conditions:

(i) If M is a module in Mod(A) which is A-free, then the Kronecker
module Gβ(M) = (M ′

β,M
′′
β , ϕ

′
β , ϕ

′′
β) is A-free for all β ⊆ λ.

(ii) If M and N are modules in Mod(A) then

HomΓ2(K)(Gβ(M),Gγ(N)) = 0 if β 6⊆ γ,

and the natural A-homomorphism

HomA(M,N) → HomΓ2(A)(Gβ(M),Gγ(N)), f 7→ uβγ(N) ◦ Gβ(f),

is an isomorphism for all β ⊆ γ ⊆ λ.
On the other hand, if I is a finite poset of infinite prinjective type then

according to Theorem 1.7 there exists a full, faithful and exact functor

T : Mod(Γ2(K)) → Modpr
pr(KI).

Note that Modpr
pr(Γ2(K)) = Mod(Γ2(K)). In view of Theorem 5.8 and its

proof, it is easy to see that the direct system F = {Fβ, vβγ}β⊆γ⊆λ of the
K-linear composed functors Fβ = Gβ ◦ T : Mod(A) → Mod(KI) connected
by the induced functorial morphisms vβγ(−) = T (uβγ(−)) : Fβ(−) → Fγ(−)
satisfies the conditions required in Theorem 1.8.

It seems to us that following the idea explained at the beginning of
Section 5 one can solve the following problem, which extends Theorem 5.8
from K-algebras A to arbitrary rings A with an identity element.

Problem 6.3. Prove that for every ring A with an identity element and

for every poset I of infinite prinjective type there exist full , faithful and exact

functors

T : Modpr
pr

(
A A2

0 A

)
→ Modpr

pr(AI), T ′ : modpr
pr

(
A A2

0 A

)
→ modpr

pr(AI).
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