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MINIMAL BIPARTITE ALGEBRAS

OF INFINITE PRINJECTIVE TYPE

WITH PRIN-PREPROJECTIVE COMPONENT

BY

STANIS lAW K A S J A N (TORUŃ)

1. Introduction. Let k be an algebraically closed field and let R be the
path k-algebra of a finite quiver Q modulo an admissible ideal. We assume
that R is triangular , that is, the quiver Q does not have oriented cycles. By
a bipartite algebra we mean an algebra R together with a bipartition, that
is, a presentation in an upper triangular matrix form

(1.1) R =

(
A AMB

0 B

)

where A and B are k-algebras, and AMB is an A-B-bimodule.

All R-modules considered are right finitely generated; the category of
finitely generated right R-modules is denoted by mod(R).

We shall use the terminology and notation on prinjective modules over
bipartite algebras introduced in [13].

Following [13], [24] an R-module X, viewed as a triple (X ′
A,X

′′
B , φ :

X ′
A ⊗AMB → X ′′

B), is called AMB-prinjective provided X ′
A is a projective

A-module and X ′′
B is an injective B-module. By prin(R)AB we denote the full

subcategory of mod(R) formed by AMB-prinjective modules. If the bipar-
tition (1.1) of the algebra R is fixed we shall often write prin(R) instead of
prin(R)AB and AMB-prinjective modules will be called prinjective.

We say that a bipartite algebra R of the form (1.1) is of infinite prin-

jective type if the category prin(R) is of infinite representation type, that
is, there exists an infinite family of pairwise non-isomorphic indecomposable
prinjective R-modules.

We recall from [13, Section 2], [17, Section 5], [24] that prinjective mod-
ules over bipartite algebras enable us to give a useful module-theoretical
interpretation of bipartite bimodule matrix problems in the sense of Drozd
[4]. They also play an important role in the study of representation types
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of categories latt(Λ) of lattices over classical orders Λ (see [19], [22]) and in
constructing suitable functorial embeddings of module categories [20].

In a number of papers various criteria for finite representation type for
certain classes of matrix problems are given. For instance a criterion for
finite prinjective type of posets is obtained in [19]. Analogous criteria for
bipartite posets and for a class of right peak algebras are given in [7] and [25].
Each criterion includes a list of “critical configurations”, that is, minimal
problems of infinite representation type in a given class. One can observe
that the critical configurations are related to tame concealed algebras (this
was remarked by Weichert in [25]). One of our aims is to understand this
phenomenon for bipartite algebras. It seems that Theorem 3.10 below gives a
satisfactory explanation. We follow ideas of description of minimal algebras
of infinite representation type with a preprojective component and we obtain
results analogous to the well-known classifications of minimal algebras of
infinite representation type (see [15, 2.3]).

In Section 2 we collect basic facts about the category of prinjective mod-
ules over bipartite algebras which will be used later. Next in Section 3 we
investigate prin-critical bipartite algebras in the sense of Definition 3.1 be-
low. The prin-critical algebras are minimal of infinite prinjective type and
such that the Auslander–Reiten quiver of the category of prinjective modules
has a preprojective component. In other words, they are minimal of infinite
prinjective type and have a “prin-preprojective” component. We relate them
to critical algebras described by Bongartz [3] and Happel and Vossieck [5].
The main results of the paper are Theorems 3.10 and 3.12, which assert in
particular that a bipartite prin-critical algebra (up to simple exceptions) is
tame concealed and the Auslander–Reiten quivers of prin(R) and of mod(R)
coincide up to a finite number of vertices. In Corollary 3.13 we give a descrip-
tion of the Auslander–Reiten quiver of the category of prinjective modules
over a prin-critical algebra.

The author acknowledges Professor Daniel Simson’s many helpful re-
marks and suggestions concerning the paper.

2. Preliminaries. Throughout, R is a bipartite algebra with a fixed
bipartition (1.1).

2.1. Lemma. (a) The subcategory prin(R) of mod(R) is closed under

taking direct summands and extensions, and it has the unique decomposition

property.

(b) ExtiR(X,Y ) = 0 for any pair of prinjective modules X,Y and all

i ≥ 2.
(c) prin(R) has enough relative projective objects and enough relative

injective objects.
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P r o o f. See [13, Prop. 2.4], [17, Sec. 5].

It follows from the results of [13] that the category prin(R) has relative
Auslander–Reiten sequences. By ∆R and Γ (prin(R)) we shall denote the
Auslander–Reiten translate and the Auslander–Reiten quiver of prin(R),
respectively. As usual, τR and ΓR denote the Auslander–Reiten translate
and the Auslander–Reiten quiver of mod(R). (See [1], [18].)

Given a finite-dimensional k-algebra Λ and a Λ-module X let

pX : PΛ(X) → X and uX : X → EΛ(X)

be the Λ-projective cover and the Λ-injective envelope of X respectively.
Let e1, . . . , en (resp. en+1, . . . , en+m) be a complete set of primitive or-

thogonal idempotents of the algebra A (resp. B). Let Sj = top ejR be the
simple R-module corresponding to ej and let Pi = eiA ∼= PA(Si) for i ≤ n
and Ej = EB(Sj) for n < j ≤ n + m. An R-module X is called sincere

provided Xei 6= 0 for i = 1, . . . , n+m.
For a prinjective module X = (X ′

A,X
′′
B , φ), its coordinate vector cdn(X)

∈ Z
n+m is defined as follows. We fix unique decompositions

X ′
A =

n⊕

i=1

P tii , X ′′
B =

n+m⊕

i=n+1

Etii

and we set cdn(X) = (t1, . . . , tn+m) (see [13]).

2.2. Lemma [19, Lemma 2.2]. The homomorphism X 7→ cdn(X) induces
an isomorphism of the Grothendieck group K0(prin(R)) of prin(R) and the

free abelian group Z
n+m.

Fix the following notation:

(2.3)

aij = dimk(ejAei) for i, j = 1, . . . , n,

cij = dimk(eiMej) for i = 1, . . . , n; j = n+ 1, . . . , n+m,

bij = dimk(ejBei) for i, j = n+ 1, . . . , n+m.

Following [13] we associate with the algebra R and the fixed set of idem-
potents e1, . . . , en+m the bilinear form 〈−,−〉R : Zn+m×Z

n+m → Z defined
by

(2.4) 〈x, y〉R =
n∑

i,j=1

aijxiyj +
n+m∑

i,j=n+1

bijxiyj −
n∑

i=1

n+m∑

j=n+1

cijxiyj .

We also set (x, y)R = 1
2 (〈x, y〉R + 〈y, x〉R) and q

prin
R (x) = (x, x)R.

The quadratic form q
prin
R : Z

n+m → Z is called the Tits prinjective

quadratic form of the bipartite algebra R. Note that since R is a triangular
algebra, we have aii = bss = 1 for i = 1, . . . , n, s = n+ 1, . . . , n +m. Thus
q
prin
R is a unit form in the sense of [15, 1.0].
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The Cartan matrices of the algebras A and B are the following:

CA =




a11 a12 . . . a1n
a21 a22 . . . a2n
...

...
an1 an2 . . . ann


 ,

CB =




bn+1,n+1 bn+1,n+2 . . . bn+1,n+m

bn+2,n+1 bn+2,n+2 . . . bn+2,n+m

...
...

bm+n,n+1 bm+n,n+2 . . . bm+n,n+m


 ,

where aij , bst are defined by formula (2.3). We set

CR =

(
CA 0
CM CB

)
, CAB =

(
CA 0
0 Ctr

B

)

where

CM =




c1,n+1 c2,n+1 . . . cn,n+1

c1,n+2 c2,n+2 . . . cn,n+2

...
...

c1,n+m c2,n+m . . . cn,n+m


 .

We denote by qR : Zn+m → Z the usual Tits quadratic form of the
algebra R (see [2]) defined by qR(x) = xC−tr

R xtr.

For any vector v ∈ N
n+m the vector dvR ∈ N

n+m is defined by

(2.5) (dvR)
tr = CABv

tr.

2.6. Lemma. For any prinjective R-module X,

dim(X) = d
cdn(X)
R ,

where dim(X) is the dimension vector of X.

P r o o f. See [8], [13], [21, Section 3].

Recall that the dimension vector dim(X) ∈ Z
n+m of an R-module X is

defined by dim(X)(i) = dimkXei for i = 1, . . . , n+m.

2.7. Lemma [12, Prop. 4.4]. For any prinjective R-modules X, Y ,

〈cdn(X), cdn(Y )〉R = dimk HomR(X,Y )− dimk Ext
1
R(X,Y ).

2.8. Lemma. Assume that R is a bipartite triangular algebra of the form

(1.1) and let q
prin
R , qR, d

(−)
R be as above. Then:

(a) The homomorphism v 7→ dvR is an automorphism of the group Z
n+m.

(b) For any v ∈ Z
n+m the equality q

prin
R (v) = qR(d

v
R) holds.
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P r o o f. To prove (a) note that our assumptions imply that the deter-
minant of the matrix CAB equals 1 (compare with [21, Lemma 3.2]). In or-
der to show (b) observe that it is enough to prove the required equality for
v ∈ N

n+m. But this follows from the fact that if v ∈ N
n+m then cdn(X) = v

for some X in prin(R) and

q
prin
R (v) = dimEndR(X) − dimExt1R(X,X) = qR(dim(X)) = qR(d

v
R).

The first equality follows from Lemma 2.7, the second from [2] and the fact
that Ext2R(X,X) = 0. The third is a consequence of Lemma 2.6.

2.9. Definition [13]. A prinjective module X is called prin-projective

(resp. prin-injective) provided Ext1R(X,Y ) = 0 (resp. Ext1R(Y,X) = 0) for
any prinjective module Y .

Recall from [15, 1.0] that an integral quadratic form q : Zl → Z is called
weakly positive if q(v) > 0 for any non-zero vector v with all coordinates
non-negative. In the following theorem we collect some facts concerning the
quadratic form q

prin
R .

2.10. Theorem. Let R be a bipartite algebra of the form (1.1) and let

q
prin
R be the Tits prinjective quadratic form of R.

(1) If for any vector v there exist only finitely many isomorphism classes

of indecomposable prinjective R-modules X with cdn(X) = v then the form

q
prin
R is weakly positive. In particular , qprin

R is weakly positive provided R is

of finite prinjective type.

(2) Assume that P is a preprojective component in Γ (prin(R)) (see [1],

[15], [18]). Then q
prin
R (cdn(X)) = 1 for any X in P.

(3) If there exists a preprojective component in Γ (prin(R)) and the form

q
prin
R is weakly positive then the algebra R is of finite prinjective type.

P r o o f. The statement (1) follows by algebraic geometry arguments.
This is proved essentially in [18, Theorem 10.1], although the theorem there
is formulated only for a special class of algebras (see also [8]).

For the proof of (2) repeat the well-known arguments (see e.g. [18, Corol-
lary 11.96]), whereas (3) follows from [13, Proposition 4.13].

Following [13] we describe the prin-projective and prin-injective inde-
composable modules. In order to do it given an R-module X = (X ′

A,X
′′
B , φ)

let us define two modules X̂ and X̃ by the formulae

(2.11) X̂ = (X ′
A, EB(X

′′
B), φ̂), X̃ = (PA(X

′
A),X

′′
B , φ̃),

where the homomorphism φ̃ is the composition

PA(X
′)⊗AM

pX′⊗idM

−−−−−−→X ′ ⊗AM
φ
→X ′′
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and the homomorphism φ̂ is the composition

X ′ ⊗AM
φ
→X ′′ u

X′′

−−−→EB(X
′′)

(compare [13, 2.1]).
There exist canonical R-homomorphisms

(2.11′) εX : X̃ → X, vX : X → X̂,

and εX is an epimorphism and vX is a monomorphism.
We use the following notation:

P♦
i = êiR, Q♦

i = Ŝi = (eiA, 0, 0) for i = 1, . . . , n,

and

P♦
j = S̃j = (0, EB(Sj), 0), Q♦

j = ˜ER(Sj) for j = n+ 1, . . . , n+m.

2.12. Lemma [13, Proposition 2.4]. The modules P♦
1 , . . . , P

♦
n+m (resp.

Q♦
1 , . . . , Q

♦
n+m) form a complete set of indecomposable prin-projective (resp.

prin-injective) modules up to isomorphism.

2.13. Lemma. Let X = (X ′
A,X

′′
B , φ) be an R-module. The following con-

ditions are equivalent :

(a) The homomorphism φ is an epimorphism.

(b) HomR(X,P
♦
i ) = 0 for any i = n+ 1, . . . , n+m.

If this is the case then the module X̂ is indecomposable provided X is inde-

composable. Moreover , if R-modules X, Y satisfy (a) and (b) then X̂ ∼= Ŷ
implies X ∼= Y .

P r o o f. The equivalence of (a) and (b) is easy, we leave it to the reader.

To prove the remaining statements assume that X̃ = Y ⊕ Z and Y =
(Y ′
A, Y

′′
B , ψ), Z = (Z ′

A, Z
′′
B , η). Since φ is an epimorphism, we have X ′′

B =
Imψ⊕Im η and it follows by indecomposability of X that one of Y ′

A, Z
′
A, say

Y ′
A, is the zero module. But then also Y ′′

B is zero, because ImuX′′

B
φ∩Y ′′

B={0}
and ImuX′′

B
φ = ImuX′′

B
is an essential submodule of EB(X

′′
B).

Now assume that X = (X ′
A,X

′′
B , φ), Y = (Y ′

A, Y
′′
B , ψ) and there is an

isomorphism f : X̂ → Ŷ . Let f = (f ′, f ′′), where f ′ : X ′
A → Y ′

A and
f ′′ : EB(X

′′
B) → EB(Y

′′
B ). Since the diagram

X ′ ⊗AM
f ′⊗idM

−−−−−→ Y ′ ⊗AM

φ̂↓ ↓ψ̂

EB(X
′′
B)

f ′′

−→ EB(Y
′′
B )

commutes we see that f ′′ induces an isomorphism f ′′
| : Im φ̂ → Im ψ̂. But

Im φ̂ ∼= X ′′
B , Im ψ̂ ∼= Y ′′

B and we get an isomorphism X ∼= Y .
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Dually we obtain the following lemma.

2.14. Lemma. Let X = (X ′
A,X

′′
B , φ) be an R-module. The following con-

ditions are equivalent :

(a) The homomorphism φ adjoint to φ is a monomorphism.

(b) HomR(Q
♦
i ,X) = 0 for any i = 1, . . . , n.

If this is the case then the module X̃ is indecomposable provided X is inde-

composable. Moreover , if R-modules X, Y satisfy (a) and (b) then X̃ ∼= Ỹ
implies X ∼= Y .

2.15. Lemma. Let X be an arbitrary R-module. Given any prinjective R-
modules Y , Z and R-module homomorphisms f : Y → X, g : X → Z there

exist R-module homomorphisms f̃ , f̂ , g̃, ĝ making the following diagram

commutative:

Y
f̃
→ X̃

g̃
→ Z

idY↓ ↓εX ↓ idZ

Y
f
→ X

g
→ Z

idY↓ ↓vX ↓ idZ

Y
f̂
→ X̂

ĝ
→ Z

P r o o f. We put g̃ = gεX and f̂ = vXf . To construct the f̃ , let Y =
(Y ′
A, Y

′′
B , ψ) and f = (f ′, f ′′), where f ′ : Y ′

A → X ′
A and f ′′ : Y ′′

A → X ′′
A. Since

Y ′
A is A-projective we can lift f ′ to a homomorphism f̃ ′ : Y ′

A → PA(X
′
A)

such that pX f̃ ′ = f ′, and we put f̃ = (f̃ ′, f ′′). The homomorphism ĝ is
constructed dually.

In Lemma 2.16 below we shall use the following notation. For i = 1, . . . , n
we set pi = dim(Ci), where

Ci = Coker(veiR : eiR→ P♦
i )

and for i = n+ 1, . . . , n+m we set qi = dim(Ki), where

Ki = Ker(εER(Si) : Q
♦
i → ER(Si));

see (2.11′).

2.16. Lemma. (a) Let X be a prinjective R-module. Then

dimk HomR(P
♦
i ,X) =





dim(X)(i) +

n+m∑

j=n+1

pi(j)cdn(X)(j) if i ≤ n,

n+m∑

j=n+1

bijcdn(X)(j) if i > n,

and
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dimk HomR(X,Q
♦
i ) =





n∑

j=1

ajicdn(X)(j) if i ≤ n,

dim(X)(i) +

n∑

j=1

qi(j)cdn(X)(j) if i > n.

(b) There exist group automorphisms g, h : Zn+m → Z
n+m such that

g(cdn(X)) = (dimk HomR(P
♦
1 ,X), . . . ,dimk HomR(P

♦
n+m,X)),

h(cdn(X)) = (dimk HomR(X,Q
♦
1 ), . . . ,dimk HomR(X,Q

♦
n+m))

for any prinjective R-module X.

(c) If X is a prinjective R-module and

HomR(P
♦
i ,X) = 0 or HomR(X,Q

♦
i ) = 0

then cdn(X)(i) = 0.

P r o o f. (a) We only prove the first equality, the remaining one is dual.
Let X = (X ′

A,X
′′
B , φ). Assume that i ≤ n and note that the canonical

homomorphism veiR : eiR→ P♦
i induces a homomorphism

v∗eiR : HomR(P
♦
i ,X) → HomR(eiR,X),

which is an epimorphism by Lemma 2.15. Moreover, we have Ker v∗eiR
∼=

HomR(Ci,X), where Ci is the cokernel of veiR. It is easy to check that

dimk HomR(Ci,X) =

n+m∑

j=n+1

pi(j)cdn(X)(j).

Since obviously dimk HomR(eiR,X) = dim(X)(i), our formula holds for
i ≤ n.

Now assume that i > n and note that

HomR(P
♦
i ,X) ∼= HomB(EB(Si),X

′′
B)

∼=

n+m⊕

j=n+1

HomB(EB(Si), EB(Sj))
cdn(X)(j)

∼=

n+m⊕

j=n+1

(ejBei)
cdn(X)(j);

thus our formula follows by the definition (2.3) of the numbers bij .

The assertions (b) and (c) are direct consequences of (a).

2.17. Lemma. Assume that

e : 0 → X
u
→ Y

w
→ Z → 0
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is an Auslander–Reiten sequence in prin(R) and

(a) HomR(Z,P
♦
i ) = 0 for any i = n+ 1, . . . , n+m,

(b) HomR(Q
♦
i , Y ) = 0 for any i = 1, . . . , n.

Then e is an Auslander–Reiten sequence in mod(R).

P r o o f. Assume that a homomorphism f : U → Z in mod(R) is not a
splitting epimorphism. We shall prove that f factorizes through w.

Let U = (U ′, U ′′, φU ) and Z = (Z ′, Z ′′, φZ). Consider the module Û =

(U ′, EB(U
′′), φ̂U ) and let vU : U → Û be the natural embedding (2.11′). By

Lemma 2.15 there exists a homomorphism f̂ : Û → Z such that f̂ vU = f .

Suppose that f̂ is a splitting epimorphism and let r : Z → Û be a
homomorphism such that f̂ r = idZ . If Im r ⊆ vU (U) then f is a splitting
epimorphism, a contradiction. Hence r induces a non-zero homomorphism
r : Z → Û/U = (0, EB(U

′′)/U ′′, 0) and there is a non-zero homomorphism
from Z to the module (0, Q, 0), where Q = EB(EB(U

′′)/U ′′) is an injective
B-module, a contradiction with (a).

Consider the homomorphisms

˜̂
U

ε
Û−→ Û

f̂
−→ Z,

where
˜̂
U = (PA(U

′), EB(U
′′),

˜̂
φU ) and ε

Û
is the natural projection. The

module
˜̂
U is prinjective and f̂ε

Û
is not a splitting epimorphism because f̂

is not a splitting epimorphism. Since e is an Auslander–Reiten sequence

in prin(R), there is a map h :
˜̂
U → Y such that wh = f̂ ε

Û
. Let K =

Ker ε
Û

= (K ′, 0, 0). If h(K) 6= 0 then there exists a non-zero homomor-
phism from (PA(K

′), 0, 0) to Y , a contradiction with (b). Hence h induces

a homomorphism h : Û → Y such that hε
Û

= h. Note that whvU = f .

Indeed: whε
Û

= wh = f̂ε
Û
, but ε

Û
is an epimorphism, thus wh = f̂ and

whvU = f̂vU = f . Hence hvU is the required homomorphism from U to Y
and the lemma follows.

Consider a subset I ⊆ {1, . . . , n +m} and an idempotent eI =
∑
i∈I ei.

Let ξI =
∑
i∈I, i≤n ei and ηI = eI − ξI . Let

RI = eIReI =

(
AI MI

0 BI

)

where AI = ξIAξI , MI = ξIMηI and BI = ηIBηI . We define the induction

functor

(2.18) TRRI
: mod(RI) → mod(R)
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by the formula (compare [18, 11.85], [7, 2.2])

TRRI
(X ′

AI
,X ′′

BI
, φ) = (X ′ ⊗AI

ξIA,HomBI
(BηI ,X

′′), φ̃),

where

φ̃ : X ′ ⊗AI
ξIA ⊗AM → HomBI

(BηI ,X
′′)

is the homomorphism adjoint to the composition of the natural isomorphism

X ′ ⊗AI
ξIA⊗AM ⊗B BηI ∼= X ′ ⊗AI

ξIMηI

with the homomorphismφ. The functor TRRI
is defined on homomorphisms in

a natural way. The following lemma is an analogue of [18, Proposition 11.84].

2.19. Lemma. (a) The functor TRRI
is full and faithful.

(b) The functor (2.18) induces a functor

TRRI
: prin(RI ) → prin(R),

and cdn(TRRI
(X)) = tI(cdn(X)) for any prinjective RI -module X, where

tI : Z
I → Z

n+m is the natural embedding. Moreover , a prinjective R-module

X belongs to the image of TRRI
if and only if cdn(X) ∈ tI(Z

I).

(c) If the category prin(RI) is of infinite representation type then so is

the category prin(R).

The proof is routine.

3.Prin-critical algebras. From now on we assume that R is a bipartite
prin-critical algebra in the sense of the following definition.

3.1. Definition. A bipartite algebra R of the form (1.1) is called prin-

critical provided:

(a) the category prin(R) is of infinite representation type, but for any
proper subset I ⊆ {1, . . . , n + m} the category prin(RI) is of finite repre-
sentation type, where RI is the bipartite algebra eIReI with eI =

∑
i∈I ei,

(b) the Auslander–Reiten quiver Γ (prin(R)) of prin(R) contains a pre-
projective component (see [1], [18] for definition).

Examples of prin-critical algebras are incidence algebras of critical posets
(see [19]) and critical bipartite posets (see [7]).

The name “prin-critical” is justified by the following result (compare
[15, 4.3(6)]).

3.2. Lemma. Assume that R is a bipartite algebra of the form (1.1) with
a complete set e1, . . . , en+m of primitive orthogonal idempotents. If R is

of infinite prinjective type and the quiver Γ (prin(R)) has a preprojective

component then there exists a set I ⊆ {1, . . . , n +m} such that the algebra

RI = eIReI is prin-critical.
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P r o o f. Let J be the set of elements i such that the prin-projective
module P♦

i lies in a preprojective component. It follows from Lemma 2.16
that for each preprojective module X in prin(R) the equality cdn(X)(i) = 0
holds for i 6∈ J . All components of Γ (prin(R)) are infinite (see [1], [18,
Corollary 11.54]), hence the algebra RJ is of infinite prinjective type by
Lemma 2.19(c).

Let I be a minimal subset of J such that the bipartite algebra RI is of
infinite prinjective type. We claim that RI is prin-critical. To prove this it is
enough to show that the quiver Γ (prin(RI)) has a preprojective component.

We follow an idea of [15, 4.3(6)]. Recall that given a Krull–Schmidt
category K the sequence K−1,K0,K1, . . . is defined inductively as follows:
K−1 = {0} and for d ≥ 0 an object X belongs to Kd if and only if any

object Y of K such that rad(Y,X) 6= 0 belongs to Kd−1. By rad we denote
the Jacobson radical of the category K (see [1], [18]). We define K∞ to be
the union of all Kd, d ∈ N.

We shall prove that each prin-projective RI -module is in prin(RI)∞. It
will follow that Γ (prin(RI)) has a preprojective component.

First consider prin-projective modules of the form Y = (0, EBI
(Si), 0).

We keep the notation from Lemma 2.19, that is, we set RI = eIReI and

RI =

(
AI MI

0 BI

)

where AI = ξIAξI , BI = ηIBηI , MI = ξIMηI and eI = ξI + ηI . Note that
TRRI

(Y ) ∼= (0, EB(Si), 0) = P♦
i is preprojective in Γ (prin(R)) because i ∈ J ,

and hence belongs to prin(R)∞. One can prove by induction on d that if
TRRI

(Y ) belongs to prin(R)d then Y belongs to prin(RI)d. It follows that
Y belongs to prin(RI)∞. Let d0 be a number such that any prin-projective
RI -module of the form (0, EBI

(Si), 0) belongs to prin(RI)d0 .

Now we prove by induction on d that given anRI -module Y = (Y ′, Y ′′, φ)

if the module Ŷ = (Y ′, EBI
(Y ′′), φ̂) is an indecomposable prinjective RI -

module then Ŷ belongs to prin(RI)d0+d+1 provided the module (Y⊗RI
eIR)

∧

belongs to prin(R)d. We write (U)∧ for Û in case U is a long expression.

The statement is clear for d = −1. Assume now that d ≥ 0.

If there is a non-zero homomorphism from Ŷ to a module of the form
(0, EBI

(Si), 0) then Ŷ belongs to prin(RI)d0 and the claim follows. Thus

we can assume by Lemma 2.13 that the homomorphism φ̂ : Y ′ ⊗ MI →
EBI

(Y ′′) is an epimorphism. It follows that Y = Ŷ and φ is an epimorphism.
This means that Y is a quotient of the projective RI-module PRI

(Y ) =
(Y ′, Y ′ ⊗AI

MI , idY ′⊗AI
MI

) by a submodule Z of the form Z = (0, Z ′′, 0).
The sequence

0 → Z → PRI
(Y ) → Y → 0
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induces an exact sequence

Z ⊗RI
eIR→ PRI

(Y )⊗RI
eIR→ Y ⊗RI

eIR→ 0

and PRI
(Y )⊗RI

eIR is a projective R-module and Z ⊗RI
eIR = (0, Z ′′ ⊗BI

ηIB, 0). It follows that if we write Y ⊗RI
eIR in the form (U ′, U ′′, ψ) then U ′

is a projective A-module and ψ is an epimorphism. Hence by Lemma 2.13
the prinjective module (Y ⊗RI

eIR)
∧ is indecomposable.

Let (Y ⊗RI
eIR)

∧ belong to prin(R)d and assume that X is an indecom-
posable prinjective module and f : X → Y is a non-zero non-isomorphism.
If there is a non-zero homomorphism from X to a module of the form
(0, EB(Si), 0) then X is in prin(R)d0 . Now assume that this is not the case.

The properties of the functor (−) ⊗RI
eIR : mod(RI) → mod(R) (see

e.g. [18, Theorem 17.46]) imply that f ⊗ ideIR : X ⊗RI
eIR → Y ⊗RI

eIR
is a non-zero non-isomorphism and the modules X ⊗RI

eIR and Y ⊗RI

eIR are indecomposable. By applying the above arguments to X we see
that also (X ⊗RI

eIR)
∧ is indecomposable and there exists a non-zero non-

isomorphism (f⊗ideIR)
∧ : (X⊗RI

eIR)
∧ → (Y ⊗RI

eIR)
∧ by Lemmata 2.13

and 2.15. It follows that (X ⊗RI
eIR)

∧ belongs to prin(R)d−1 and hence X
belongs to prin(RI)d0+d by the induction hypothesis.

We have shown that if f : X → Y belongs to the radical of prin(RI)
then X belongs to prin(RI)d0+d. Hence Y is in prin(RI)d0+d+1.

In order to finish the proof of the lemma observe that if Y is a prin-
projective RI-module of the form êiRI then (eiRI ⊗RI

eIR)
∧ ∼= êiR is a

prin-projective R-module because i ∈ J , thus it belongs to prin(R)∞. Hence

êiRI belongs to prin(RI)∞ and the lemma follows.

Recall that a vector v ∈ Z
l is sincere if it has all the coordinates positive.

The quadratic form q is called critical if any vector v 6= 0 with only non-
negative coordinates such that q(v) = 0 is sincere [15, 1.0].

3.3. Lemma. Assume that R is a bipartite prin-critical algebra (1.1).

(a) There exists a unique preprojective component P(prin(R)) of the

quiver Γ (prin(R)) containing all indecomposable prin-projective modules and

no prin-injective modules. Moreover , for all but a finite number of modules

X in P(prin(R)) the vector cdn(X) is sincere.

(b) The Tits prinjective form q
prin
R is a critical form.

P r o o f. (a) Let P be a preprojective component in Γ (prin(R)) and let
I ′ be the set of all indices i = 1, . . . , n + m such that the prin-projective
module P♦

i does not lie in P or the corresponding prin-injective module Q♦
i

belongs to P. Assume that I ′ is not empty and put I = {1, . . . , n+m} \ I ′

and eI =
∑
i∈I ei. It follows from Lemma 2.16 that cdn(X)(i) = 0 holds

for i ∈ I ′ and all but a finite number of modules in P. Since P is an
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infinite component the algebra RI = eIReI is of infinite prinjective type by
Lemma 2.19, a contradiction. This shows in particular that P is the unique
preprojective component of Γ (prin(R)); we shall denote it by P(prin(R)).
If there exist infinitely many modules X in P(prin(R)) with cdn(X)(i) = 0
for some i then the algebra (1 − ei)R(1 − ei) is of infinite prinjective type;
again a contradiction.

(b) Since prin(R) is of infinite representation type and Γ (prin(R)) has

a preprojective component, it follows from Theorem 2.10(3) that q
prin
R is

not weakly positive. Any quadratic form qi defined by qi(x1, . . . , xn+m−1) =

q
prin
R (x1, . . . , xi−1, 0, xi, . . . , xn+m−1) is the Tits prinjective form of the bi-

partite algebra (1− ei)R(1− ei), which is of finite prinjective type, and thus

by Theorem 2.10(1), qi is weakly positive and hence q
prin
R is critical.

Throughout this paper we shall use the generalized Kronecker algebra

(3.4) Λr =

(
k kr

0 k

)
,

r ≥ 2, where kr is viewed as a k-k-bimodule in a natural way (see [20]).

3.5. Corollary. Assume that R is a bipartite prin-critical algebra (1.1)
and let n and m be the ranks of the Grothendieck groups K0(A) and K0(B)
respectively. Then one of the following conditions holds:

(1) n = m = 1 and R ∼= Λr for some r ≥ 2.

(2) n +m ≥ 3 and q
prin
R is non-negative, that is, qprin

R (v) ≥ 0 for any

v ∈ Z
n+m.

P r o o f. Clearly, n,m ≥ 1. If n = m = 1 then R is of the form Λr and
r ≥ 2, since prin(R) is of infinite representation type. If n +m ≥ 3 then

by the results of Ovsienko in [10] (see also [15, 1.0]) the criticality of qprin
R

implies (2).

3.6. Lemma. Assume that R ∼= Λr (cf. (3.4)).

(a) prin(R) = mod(R) and the quivers Γ (prin(R)) and ΓR are isomor-

phic as translation quivers.

(b) R is of tame prinjective type if and only if r = 2, otherwise it is of

fully wild prinjective type (see [9] for definitions).

P r o o f. The lemma follows from the well-known representation theory
of the hereditary algebra Λr (see [1]).

3.7. Lemma. Assume R is a bipartite prin-critical algebra, P(prin(R)) is
the unique preprojective component in Γ (prin(R)) and X is an indecompos-

able module in P(prin(R)) such that its translate ∆RX is not a predecessor

of a prin-projective module in Γ (prin(R)). Then pdRX ≤ 1 and idRX ≤ 1,
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where pdRX and idRX are the projective and the injective dimension of X
respectively.

P r o o f. Observe first that any finitely generated injective R-module is
an epimorphic image of a prin-injective R-module. Indeed, consider an in-
decomposable injective R-module ER(Si). In case i ≥ n+ 1 it is a quotient

of Q♦
i = ˜ER(Si). If i ≤ n it is enough to take the canonical projection of

(PA(EA(Si)), 0, 0) onto (EA(Si), 0, 0) ∼= ER(Si). Similarly, any projective
R-module is a submodule of a prin-projective one.

Secondly it follows by Lemma 2.17 that ∆RX ∼= τRX and ∆−
RX

∼= τ−RX.
Since for any prin-injective module Q♦ we have HomR(Q

♦, τRX) = 0 it
follows that HomR(Q, τRX) = 0 for any injective R-module Q and then
pdRX ≤ 1 by [15, 2.4]. Similarly we obtain idRX ≤ 1.

Following the construction in [15, 4.2(3)] we shall construct in P(prin(R))
a “relative slice”, that is, a set S of pairwise non-isomorphic prinjective
indecomposable R-modules in P(prin(R)) such that:

(a) If X0 → X1 → . . . → Xl is a sequence of non-isomorphisms between
indecomposable prinjective R-modules and X0,Xl ∈ S then Xj ∈ S for
j = 1, . . . , l.

(b) If X is indecomposable and not prin-projective, then at most one of
the modules X, ∆RX belongs to S.

(c) If X,Y are indecomposable, f : X → Y is an irreducible homo-
morphism in the category prin(R) and Y ∈ S then X ∈ S or X is not
prin-injective and ∆−

RX ∈ S (see [15, 4.2]).

Without loss of generality we can assume that any X ∈ S is not a
prin-projective module and ∆RX is not a predecessor of a prin-projective
module. This can always be achieved by a suitable shift of S. Note that S
intersects each ∆−

R-orbit in P(prin(R)) in one module.

3.8. Proposition. Let S be as above and assume S = {X1, . . . ,Xn+m}.
Let QS be the full subquiver of P(prin(R)) with the set S of vertices.

(a) The module X =
⊕n+m

i=1 Xi is a tilting and cotilting R-module (see
[15, 4.1]).

(b) The algebra H = EndR(X) ∼= k(Qop
S ) is hereditary. Consequently , R

is a tilted algebra and K0(mod(H)) ∼= K0(prin(R)) ∼= Z
n+m.

(c) Assume that R is a bipartite prin-critical algebra not isomorphic to

Λr, r ≥ 3 (cf. (3.4)). Then the quiver QS is an extended Dynkin diagram,
that is, H is a tame algebra in the sense of [18, Section 14.4].

P r o o f. (a) (Compare [15, 4.2(3)].) By Lemma 3.7, pdR(X) ≤ 1 and
idRX ≤ 1. By standard arguments we show that X has no selfextensions
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(one can use the relative Auslander–Reiten formula [13, 3.15(a)]). Moreover,
X has n+m indecomposable direct summands and (a) follows.

For the proof of (b) repeat the arguments from [15, 4.2(3)] (note that by
Lemma 2.17 the translates ∆R and τR coincide on S).

In the proof of (c) we follow [6, 3.1], [11, 3.2.2]. The statement is obvious
if R ∼= Λ2. From now on we assume that this is not the case. Let X be
a successor of S in P(prin(R)), that is, a successor of a module in S. We
shall approximate the growth of dimk∆

−l
R X, where ∆R is the Auslander–

Reiten translation in prin(R). In order to do it for any i = 1, . . . , n + m
consider the difference |dimk HomR(P

♦
i ,∆

−
RX)−dimkHomR(P

♦
i ,X)|. Non-

zero homomorphisms from P♦
i to X do not factorize through prin-injective

modules, because X belongs to the preprojective component containing no
prin-injective modules. Thus dimk Hom(P♦

i ,X) = dimk Ext
1
R(∆

−
RX,P

♦
i )

by [13, Proposition 3.15(a)]. Note that HomR(X,P
♦
i ) = 0 and Ext1R(P

♦
i ,X)

= 0. Thus by Lemma 2.7,

|dimk HomR(P
♦
i ,∆

−
RX)− dimkHomR(P

♦
i ,X)|

= 2|(cdn(Pi), cdn(∆
−
RX))R|.

By Theorem 2.10(2) the vectors p = cdn(P♦
i ) and x = cdn(∆−

RX) are

positive roots of qprin
R , that is, qprin

R (p) = q
prin
R (x) = 1; hence

2(p, x)R = q
prin
R (p+ x)− q

prin
R (p)− q

prin
R (x) ≥ −2

and

−2(p, x)R = q
prin
R (p− x)− q

prin
R (p)− q

prin
R (x) ≥ −2

by the non-negativity of qprin
R . Hence |(p, x)R|≤1 (compare [13, Lemma 4.14])

and

|dimk HomR(P
♦
i ,∆

−
RX)− dimk HomR(P

♦
i ,X)| ≤ 2

for any i = 1, . . . , n+m. Now it follows by Lemma 2.16(b) and Lemma 2.6
that the difference |dimk(∆

−
RX)− dimk(X)| is bounded by a constant inde-

pendent of X, hence

(∗) lim
r→∞

dimk(∆
−r
R X)

̺r
= 0

for any ̺ > 1.
Let s ∈ K0(H) ∼= Z

n+m (see (b) above) be the vector defined by s(i) =
dimk(Xi). We assume that the ith standard basis vector of the groupK0(H)
corresponds to the vertex Xi of the quiver QS . It is easy to see dimk(∆

−l
R Xi)

= (sΦlH)(i) for l ≥ 0 and i = 1, . . . , n+m (comp. [6, 3.1]). Here ΦH denotes
the Coxeter transformation of H (see [15, 2.4]). The set {sΦlH}l≥0 consists
of vectors with non-negative coordinates, thus by [6, Lemma 3.2] and its
proof the condition (∗) implies that the quiver QS is an extended Dynkin
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diagram. We remark that in the statement of Lemma 3.2 in [6] it is assumed
that the quiver QS is a tree. But by [12, Theorem 3.5] this assumption is
not necessary.

3.9. Proposition. Let R be a bipartite prin-critical algebra not isomor-

phic to Λr, r ≥ 3 (cf. (3.4)). Then

(a) R is a tame concealed algebra (see [15, 4.3]).

(b) Γ (prin(R)) has a unique preinjective component Q(prin(R)) contain-
ing all prin-injective indecomposable objects. Moreover , the modules from

P(prin(R)) (resp. Q(prin(R))) are preprojective (resp. preinjective) in ΓR.

(c) There exists a sincere vector v ∈ Nn+m such that qR(d
v
R) = 0, where

dvR is defined in (2.5) and qR is the Tits quadratic form of the algebra R.
Moreover , if the largest common divisor of the coordinates vi of v equals 1
then KerqR = ZdvR, where KerqR = {u ∈ Z

n+m : qR(u) = 0}.

P r o o f. (a) We know from Proposition 3.8 that R is a tilted algebra of
extended Dynkin type. It is enough to show that the direct summands of a
tilting module T = TH such that R = EndH(T ) are all preprojective or all
preinjective (comp. [11, 3.2.2]). Since the algebra R is of infinite representa-
tion type it follows by [15, 4.2(8)] that T does not have both preprojective
and preinjective direct summands. Now it is enough to show that T does not
have regular direct summands. Let T =

⊕n+m
i=1 Ti, Ti indecomposable, and

let ei be the idempotent of R corresponding to the summand Ti. Assume
that T1 is a regular H-module.

Given a number d ∈ N for all but a finite number of indecomposable H-
modules M of dimension d we have HomH(T1,M) = Ext1H(T1,M) = 0. It
follows that for d ∈ N all but a finite number of indecomposable R-modules
of dimension d are annihilated by e1 (see [15, 4.2(8)]).

Since the form q
prin
R is not weakly positive it follows by Theorem 2.10(1)

that there exists a vector v ∈ N
n+m and an infinite family {Xλ}λ of pairwise

non-isomorphic indecomposable prinjective R-modules such that cdn(Xλ)
= v for any λ. The algebra R is prin-critical so v is sincere. Hence the
R-modules Xλ are not annihilated by e1, a contradiction.

(b) For all but a finite number of modules X in P(prin(R)) the translates
∆−
RX and τ−RX coincide by Lemma 2.17. It follows that for those modules

X the module τ−mR X is defined for all m ≥ 0 and X is not τR-periodic.
Thus all modules in P(prin(R)) lie in the preprojective component P of the
Auslander–Reiten quiver ΓR of mod(R). The modules Xλ constructed in
the proof of (a) above are regular. Take an arbitrary indecomposable prin-
injective R-moduleQ♦. Since cdn(Xλ) is a sincere vector for any index λ we
get HomR(Xλ, Q

♦) 6= 0 (see Lemma 2.16). Thus Q♦ lies in the preinjective
component Q of the quiver ΓR.
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Let Q♦
i be the prin-injective indecomposable module having no prin-

injective predecessors in ΓR. It follows from Lemma 2.17 that ∆RQ
♦
i

∼=
τRQ

♦
i ; the same can be said about all the predecessors of Q♦

i in Q. It follows
that all but a finite number of modules in Q are prinjective. It is easy to
check that those modules form a unique preinjective component Q(prin(R))
of Γ (prin(R)).

(c) Put v = cdn(Xλ), where the modules Xλ form the infinite fam-
ily constructed in the proof of (a). Clearly, the modules Xλ are regular

and qR(dim(Xλ)) = 0 by [15, 4.3(8)]. But dim(Xλ) = dvR and q
prin
R (v) =

qR(d
v
R) by Lemmata 2.6 and 2.8. Since the form q

prin
R is critical the vector v

is sincere and (c) follows. The remaining statement is a consequence of the
results of [10].

Note that it follows from the above proposition that if R is a bipartite
prin-critical algebra then a prinjective R-module X is preprojective (resp.
preinjective) in Γ (prin(R)) if and only if X is preprojective (resp. preinjec-
tive) in ΓR.

3.10. Theorem. Let R be a bipartite algebra of the form R =
(
A M
0 B

)

(see (1.1)) and let n,m be the numbers of the isomorphism classes of simple

modules in mod(A) and mod(B) respectively. The algebra R is prin-critical

if and only if one of the following conditions is satisfied :

(1) R = Λr (see (3.4)) for some r ≥ 2.

(2) n+m ≥ 3 and R is tame concealed and there exists a sincere vector

v ∈ N
n+m such that the largest common divisor of the coordinates vi of v

equals 1 and qR(d
v
R) = 0.

If this is the case then KerqR = ZdvR, where KerqR = {u ∈ Z
n+m :

qR(u) = 0}.

P r o o f. When n+m = 2 the statement follows by Corollary 3.5. If n+
m ≥ 3 then ifR is prin-critical the condition (2) follows from Proposition 3.9.
To prove the converse implication we show first that the algebra satisfying
(2) is of infinite prinjective type. By Lemma 2.8(b) and our assumption

q
prin
R (v) = qR(d

v
R) = 0. Thus the form q

prin
R is not weakly positive and

therefore by Theorem 2.10(1), prin(R) is of infinite representation type.

Now we prove that the quiver Γ (prin(R)) has a preprojective component.

Since q
prin
R is not weakly positive we conclude by Theorem 2.10 that there

is an infinite family of pairwise non-isomorphic indecomposable prinjective
R-modules {Xλ}λ having the same coordinate vector v′. It follows that all
modules Xλ are regular R-modules and then qR(dim(Xλ)) = qR(d

v′

R ) = 0.
The form qR is critical, hence, by Ovsienko’s Theorem [10], the vectors
dvR and dv

′

R are linearly dependent. Since the homomorphism v 7→ dvR is



312 S. KASJAN

invertible by Lemma 2.8(a) the vector v′ is a multiple of v and hence v′ is
a sincere vector in Z

n+m. Using Lemma 2.16 one can prove that all prin-
projective indecomposable modules lie in the preprojective component P of
ΓR. It follows that Γ (prin(R)) has a preprojective component.

By Lemma 3.2 there exists a subset I ⊆ {1, . . . , n +m} such that the
bipartite algebra RI is prin-critical. It follows that there exists a vector
v′ ∈ N

I ⊆ N
n+m such that q

prin
R (v′) = 0. Thus qR(d

v′

R ) = 0 and as above
we conclude that v′ is sincere and I = {1, . . . , n +m}. Hence the algebra
R = RI is prin-critical

Note that condition (2) of Theorem 3.10 together with the list of all the
tame concealed algebras provides a description of all prin-critical algebras.
In particular, we prove the following lemma.

3.11. Lemma. If R =
(
A M
0 B

)
is a bipartite prin-critical algebra which is

tame concealed of type Ãn then R is isomorphic to the path algebra kÃ∗
n,

where

and A = kea1 × kea2 × . . .× keat , B = keb1 × keb2 × . . .× kebt . If this is the

case then mod(R) = prin(R) and the Auslander–Reiten quivers Γ (prin(R))
and ΓR coincide.

P r o o f. It follows from the classification of tame concealed algebras ([5],

[15]) that R is the path algebra of the quiver Q of type Ãn. Let A = kQA
and B = kQB, where QA and QB are subquivers of Q. There is no ori-
ented path from QB to QA. By Theorem 3.10 there exists a sincere vector
v ∈ N

n+m such that qR(d
v
R) = 0. Under our assumptions on R it follows

that dvR(i) = c for a constant c and all i ∈ Q0. Then v(i) = c if and only if i
is a source in QA or a sink in QB, and v(i) = 0 otherwise. Since v is sincere
the first part of the lemma follows. In order to finish the proof it is enough
to note that each kÃ∗

n-module is prinjective if the bipartition of kÃ∗
n is as

above.

3.12. Theorem. If R is a bipartite prin-critical algebra then all but a fi-

nite number of indecomposable R-modules are prinjective and the Auslander–

Reiten quiver Γ (prin(R)) is obtained from ΓR by deleting a finite number of

preprojective and preinjective vertices.

P r o o f. It follows easily by Lemma 2.17 and Proposition 3.9(b) that
all but finitely many of preprojective and preinjective indecomposable R-
modules are prinjective. We shall prove that all regular R-modules are prin-
jective. Let X = (X ′

A,X
′′
B , φ) be an indecomposable regular R-module and
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φ the homomorphism adjoint to φ. There exist infinitely many indecom-
posable preprojective R-modules Y and infinitely many indecomposable
preinjective R-modules Z such that HomR(Y,X) 6= 0 6= HomR(X,Z). We
can assume that all Y ’s and Z’s are prinjective. Since all prin-projective
(resp. prin-injective) modules lie in the preprojective (resp. preinjective)

component it follows by Lemma 2.13 that the module X̃ is indecomposable
and by Lemma 2.15, HomR(Y, X̃) 6= 0 6= HomR(X̃, Z) for infinitely many
preprojective modulesX and infinitely many preinjective modules Z. Hence
X̃ is regular. Note that the natural projection εX : X̃ → X is a monomor-
phism, for otherwise there is a non-zero map (K, 0, 0) = Ker εX → X̃ and

consequently a non-zero homomorphism from a prin-injective module to X̃ ,
which is impossible. Hence X ∼= X̃ . Analogously we prove that X ∼= X̂ and
X is prinjective.

The rest of the statement follows from Lemma 2.17.

3.13. Corollary. Assume that R is a bipartite prin-critical algebra not

isomorphic to Λr, r ≥ 3.

(a) The Auslander–Reiten quiver Γ (prin(R)) of prin(R) consists of the

preprojective component P(prin(R)), the preinjective component Q(prin) and
a 1-parametric standard stable tubular family T separating P(prin(R)) from
Q(prin) (see [15]).

(b) The category prin(R) is of tame representation type and domestic.

3.14.Remark. It is easy to observe that under the assumptions of Corol-
lary 3.13 all components of the quiver Γ (prin(R)) are generalized standard
in the sense of [23], that is, given two indecomposable modules X, Y in the
same component we have rad∞(X,Y ) = 0, where rad∞ is the infinite radical
of the category mod(R) (see [1], [23]). Moreover, if we denote by rad∞prin the
infinite radical of the category prin(R) then rad∞(X,Y ) = rad∞prin(X,Y )
for arbitrary prinjective modules X,Y . It would be interesting to know the
relation between rad∞prin and the restriction of rad∞ to the category prin(R)
in the case of an arbitrary bipartite algebra R.

The next corollary follows by the arguments used in the proof of Theorem
3.12 and Lemmata 2.13, 2.14.

3.15. Corollary. Assume that R is a bipartite prin-critical algebra.

All but a finite number of preprojective and preinjective indecomposable R-
modules belong to prin(R) ∩modic(R)

A
B ∩modpg(R)AB ∩ adj(R)AB. (For the

definitions of the above categories we refer to [13]).

We finish the paper with the following simple observation.

3.16. Lemma. Let R be a bipartite prin-critical algebra not isomorphic

to Λr (see (3.4)) for r ≥ 3. Let X be a preprojective (resp. preinjective)
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R-module. Then

lim
s→∞

cdn(∆−s
R X)

|cdn(∆−s
R X)|

=
µR
|µR|

(
resp. lim

s→∞

cdn(∆s
RX)

|cdn(∆s
RX)|

=
µR
|µR|

)

where µR ∈ N
n+m is a non-zero vector such that q

prin
R (µR) = 0, and for a

vector v we denote by |v| the sum of its coordinates.

P r o o f. Let X be a module in the preprojective component P(prin(R)).
Then it is clear that

lim
s→∞

|cdn(∆−s
R X)| = ∞.

Moreover, qprin
R (cdn(∆−s

R X)) = 1 for any s ≥ 0 by Theorem 2.10(2). We
shall prove that any subsequence of the sequence cdn(∆−s

R X)/|cdn(∆−s
R X)|

has a subsequence convergent to µR/|µR| and hence

lim
n→∞

cdn(∆−s
R X)

|cdn(∆−s
R X)|

=
µR
|µR|

.

The vectors vs = cdn(∆−s
R X)/|cdn(∆−s

R X)| belong to the compact set
{v ∈ R

n+m : |v| = 1, v(1), . . . , v(n +m) ≥ 0}. Let a subsequence (vst)t of
the sequence (vs)s converge to v0. Then

q
prin
R (v0) = lim

t→∞
q
prin
R (vst) = lim

t→∞

q
prin
R (cdn(∆−st

R X))

|cdn(∆−st
R X)|2

= 0,

thus since the quadratic form q
prin
R is critical and by the results of [10] the

vector v0 is a multiple of µR, but |v0| = 1, hence v0 = µR/|µR|.

In the case when X is a preinjective module the proof is analogous.

3.17. Corollary. Let R be a bipartite prin-critical algebra of tame prin-

jective type. Let l : K0(prin(R)) ∼= Z
n+m → Z be a Z-linear function

such that l(µR) > 0. Then for any number M there exists an indecom-

posable preprojective (resp. preinjective) prinjective R-module Y such that

l(cdn(Y )) > M .

P r o o f. We prove the existence of a prepojective module satisfying the
conditions of the corollary; the existence of a preinjective one follows
analogously. Let X be an arbitrary indecomposable module in the prepro-
jective component of Γ (prin(R)). Then it follows from Lemma 3.16 that
lims→∞ l(cdn(∆s

RX)) = ∞. We put Y = ∆s
RX for s large enough.

3.18. Remark. The above corollary gives a simplification of the proof
of one of the main results in [9], namely that hypercritical posets are of fully

wild prinjective type. Indeed, it is enough to put l = l̂a defined in (3.9) in
the proof of Lemma 3.8 in [9] and M = 3.
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For example, let R be the incidence algebra of the poset

2
↓
3 5
↓ ւ ↓
4 6 7 8
↓ ւ ց ↓ ւ
9 10

that is, R is the path algebra of the above quiver divided by the com-
mutativity relation. We consider R with a bipartition (1.1) such that B=
(e9+e10)R(e9+e10), where ei denotes the standard idempotent correspond-
ing to the vertex i. It follows from [19] that R is a prin-critical algebra and

it is easy to check that this is a concealed algebra of type Ẽ8.

Let µR = (1, 1, 1, 2, 3, 1, 2, 4, 4) ∈ Z
{2,...,10}. Then µR generates the ker-

nel of the Tits prinjective quadratic form of R. Consider the linear function
l : Z{2,...,8} → Z given by l(v) = v(9) − v(2) − v(3) − v(4). Observe that
l(µR) > 0. By Corollary 3.17 there exists an indecomposable module X in
the preprojective component of Γ (prin(R)) such that l(cdn(X)) ≥ 3.

Now consider the one-point extension R̃ of R by a prin-projective R-
module P♦

2 associated with the vertex 2; that is, R̃ is the path algebra of
the quiver

1
↓
2
↓
3 5
↓ ւ ↓
4 6 7 8
↓ ւ ց ↓ ւ
9 10

modulo the commutativity relation. We consider R̃ together with a bipartion
such that R̃I ∼= R if I = {2, . . . , 10}. It follows by results of [9] that if we put

U = Q♦
1 and V = T R̃R (X) then the prinjective R̃-modules U and V satisfy

the following conditions:

(i) End
R̃
(U) ∼= End

R̃
(V ) ∼= K,

(ii) Hom
R̃
(U, V ) = Hom

R̃
(V,U) = 0,

(iii) dimK(Ext1
R̃
(U, V )) ≥ 3.

It follows from Lemmata 1.5 and 8.6 in [14] that this implies the existence

of a full faithful exact functor TU,V : mod(Λ3) → mod(R̃), where Λ3 is
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defined in (3.4), such that ImTU,V ⊆ prin(R̃). Thus prin(R̃) is of fully wild
representation type in the sense of [9].
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