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PARTIAL INTEGRAL OPERATORS IN

ORLICZ SPACES WITH MIXED NORM

BY

J. APPELL (WÜRZBURG), A. S. KAL ITV IN (LIPETSK) AND

P. P. ZABRE ĬKO (MINSK)

Let T and S be two nonempty sets equipped with σ-algebras A(T ) and
A(S) and separable σ-finite measures µ and ν, respectively. We assume
throughout that µ and ν are atom-free, although some of our results also
hold in a more general setting. Let l : T×S×T → R and m : T×S×S → R

be given measurable functions. The operators

(1) Lx(t, s) =
\
T

l(t, s, τ)x(τ, s) dµ(τ)

and

(2) Mx(t, s) =
\
S

m(t, s, σ)x(t, σ) dν(σ)

are called partial integral operators, inasmuch as the function x is integrated
only with respect to one variable, while the other variable is “frozen”. The
integrals in (1) and (2) are meant in the Lebesgue–Radon sense.

Partial integral operators arise in various fields of applied mathematics,
mechanics, engineering, physics, and biology (see e.g. [3, 6–9, 14, 15]).

Since partial integral operators act on functions of two variables, it is
natural to study them in spaces with mixed norm. For the case of Lebesgue
spaces this was carried out in [10]. In this paper we propose a parallel ap-
proach for the case of Orlicz spaces. Passing from Lebesgue to Orlicz spaces
is always a useful device if one encounters nonlinear partial integral equa-
tions containing nonlinearities of non-polynomial, e.g. exponential, growth.

The plan of this paper is as follows. In the first section we recall some
results on the so-called ideal spaces with mixed norm and partial integral
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operators in them. While these results are quite complicated in the abstract
setting of ideal spaces, they become more transparent in the Orlicz space
setting, as we will show in the second section. In the third section we
illustrate our results for the special case of Lebesgue spaces which provide, of
course, the most important example in applications.

1. Ideal spaces with mixed norm. Let U and V be two ideal spaces
(i.e., L∞-Banach lattices) with full support [20] over the domains T and
S, respectively. We suppose throughout that the spaces U and V are per-

fect , which means that their norms have the Fatou property [20]. Examples
of perfect ideal spaces are Lebesgue spaces and Orlicz spaces, as well as
Lorentz and Marcinkiewicz spaces which arise in the theory of interpolation
of linear operators [2, 13]. The space with mixed norm [U → V ] consists,
by definition, of all measurable functions x : T × S → R for which the
norm

(3) ‖x‖[U→V ] = ‖s 7→ ‖x(·, s)‖U‖V

is finite. Similarly, the space with mixed norm [U ← V ] is defined by the
norm

(4) ‖x‖[U←V ] = ‖t 7→ ‖x(t, ·)‖V ‖U .

Both [U → V ] and [U ← V ] are ideal spaces. If they are regular (which
means that all their elements have an absolutely continuous norm, see [20]),
they are also examples of tensor products of U and V . In fact, for any u ∈ U
and v ∈ V the function w defined by w(t, s) = u(t)v(s) belongs to both
[U → V ] and [U ← V ] and satisfies

(5) ‖w‖[U→V ] = ‖w‖[U←V ] = ‖u‖U‖v‖V .

The most prominent example is of course given by the Lebesgue spaces
[Lp → Lq] and [Lq ← Lp] (1 ≤ p, q ≤ ∞) defined by the mixed norms

(6) ‖x‖[Lp→Lq] =























































{\
S

[\
T

|x(t, s)|p dt
]q/p

ds
}1/q

if 1 ≤ p, q <∞,

ess sup
s∈S

[\
T

|x(t, s)|p dt
]1/p

if 1 ≤ p <∞, q =∞,

[\
S

ess sup
t∈T

|x(t, s)|q ds
]1/q

if 1 ≤ q <∞, p =∞,

ess sup
(t,s)∈T×S

|x(t, s)| if p = q =∞,

and
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(7) ‖x‖[Lp←Lq ] =



















































{\
T

[\
S

|x(t, s)|q ds
]p/q

ds
}1/p

if 1 ≤ p, q <∞,

[\
T

ess sup
s∈S

|x(t, s)|p dt
]1/p

if 1 ≤ p <∞, q =∞,

ess sup
t∈T

[\
S

|x(t, s)|q ds
]1/q

if 1 ≤ q <∞, p =∞,

ess sup
(t,s)∈T×S

|x(t, s)| if p = q =∞.

These spaces are of fundamental importance in the description of kernels
of bounded linear integral operators in Lp (see e.g. [18, 19]) and have been
studied, for example, in [1]. Some results on general ideal spaces with mixed
norm may be found in [4, 5].

In what follows, we shall describe conditions for the operators (1) and (2)
to act between spaces with mixed norm. For t ∈ T and s ∈ S, consider the
families L(s) and M(t) of linear integral operators defined by

(8) L(s)u(t) =
\
T

l(t, s, τ)u(τ) dµ(τ) (s ∈ S)

and

(9) M(t)v(s) =
\
S

m(t, s, σ)v(σ) dν(σ) (t ∈ T ).

Given two ideal spaces W1 and W2 over the same domain Ω, the multi-

plicator space W1/W2 consists, by definition, of all measurable functions w
on Ω for which the norm

(10) ‖w‖W1/W2
= sup{‖ww2‖W1

: ‖w2‖W2
≤ 1}

is finite. In particular, the space W ′ := L1/W is called the associate space

of an ideal space W . For example, in the case of Lebesgue spaces over a
bounded domain we have

(11) Lp1
/Lp2

=







Lp1p2/(p2−p1) if p1 < p2,
L∞ if p1 = p2,
{0} if p1 > p2.

In particular, (Lp)
′ = Lp′ with 1/p + 1/p′ = 1.

The following lemma gives acting conditions for the partial integral op-
erators (1) and (2) in terms of acting conditions for the operator families (8)
and (9). As usual, we write L(X,Y ) for the space of all bounded linear oper-
ators between two Banach spaces X and Y ; in particular, L(X,X) =: L(X).

Lemma 1. Let U1 and U2 be two ideal spaces over T , and V1 and V2

two ideal spaces over S. Suppose that the linear integral operator (8) maps

U1 into U2, for each s ∈ S, and that the map s 7→ ‖L(s)‖L(U1,U2) belongs
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to V2/V1. Then the partial integral operator (1) acts between the spaces

X = [U1 → V1] and Y = [U2 → V2] and satisfies

(12) ‖L‖L(X,Y ) ≤ ‖s 7→ ‖L(s)‖L(U1,U2)‖V2/V1
.

Similarly, if the linear integral operator (9) maps V1 into V2, for each t ∈ T ,
and the map t 7→ ‖M(t)‖L(V1,V2) belongs to U2/U1, then the partial integral

operator (2) acts between the spaces X = [U1 ← V1] and Y = [U2 ← V2] and
satisfies

(13) ‖M‖L(X,Y ) ≤ ‖t 7→ ‖M(t)‖L(V1,V2)‖U2/U1
.

P r o o f. Without loss of generality, we only prove the first statement.
Given x ∈ X = [U1 → V1], for almost all s ∈ S we have

‖Lx(·, s)‖U2
≤ ‖L(s)‖L(U1,U2)‖x(·, s)‖U1

,

hence, by the definition of the multiplicator space V2/V1,

‖Lx‖Y = ‖s 7→ ‖Lx(·, s)U2
‖V2
≤ ‖s 7→ ‖L(s)‖L(U1,U2)‖x(·, s)‖U1

‖V2

≤ ‖s 7→ ‖L(s)‖L(U1,U2)‖V2/V1
‖x‖X .

This shows that the operator (1) acts between X and Y and satisfies (12).

Interestingly, in the case V2/V1 = L∞ the conditions of Lemma 1 are
also necessary for the operator (1) to act between X = [U1 → V1] and
Y = [U2 → V2]. In fact, considering the operator (1) on the “separated”
functions x(t, s) = u(t)v(s), where u ∈ U1 and v ∈ V1, we see that, by the
obvious relation Lx(t, s) = v(s)L(s)u(t),

(14) sup
‖u‖U1

≤1

‖s 7→ ‖v(s)L(s)u‖U2
‖V2
≤ ‖L‖L(X,Y )‖v‖V2/V1

.

In case V2/V1 = L∞ this means exactly that

(15) ‖s 7→ ‖L(s)‖L(U1,U2)‖V2/V1
≤ ‖L‖L(X,Y ),

i.e. equality holds in (12). Analogous statements are valid, of course, for
the operator (2) in case U2/U1 = L∞. For example, the equalities

‖L‖L([Lp1
→Lq ],[Lp2

→Lq]) = ‖s 7→ ‖L(s)‖L(Lp1
,Lp2

)‖L∞

and

‖M‖L([Lp←Lq1
],[Lp←Lq2

]) = ‖t 7→ ‖M(t)‖L(Lq1
,Lq2

)‖L∞

are true for 1 ≤ p, p1, p2, q, q1, q2 ≤ ∞.
To state the first theorem, some notation is in order. Given two ideal

spaces X and Y , we denote by Rl(X,Y ) the linear space of all measurable
functions l : T × S × T → R with finite norm

(16) ‖l‖Rl(X,Y ) = sup
‖x‖X≤1

∥

∥

∥
(t, s) 7→

\
T

|l(t, s, τ)x(τ, s)| dµ(τ)
∥

∥

∥

Y
.
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Similarly, Rm(X,Y ) denotes the linear space of all measurable functions
m : T × S × S → R with finite norm

(17) ‖m‖Rm(X,Y ) = sup
‖x‖X≤1

∥

∥

∥
(t, s) 7→

\
S

|m(t, s, σ)x(t, σ)| dν(σ)
∥

∥

∥

Y
.

Denote by θ = (θ1, θ2, θ3) an arbitrary permutation of the arguments
(t, s, τ) ∈ T × S × T , or (t, s, σ) ∈ T × S × S. Given three ideal spaces
W1, W2, and W3, we denote by [W1,W2,W3; θ] the ideal space of all func-
tions w of three variables for which the norm

‖w‖[W1,W2,W3;θ] := ‖θ3 7→ ‖θ2 7→ ‖θ1 7→ w(θ1, θ2, θ3)‖W1
‖W2
‖W3

is defined and finite. Recall that a linear operator A between two ideal
spaces is called regular [19] if A may be represented as a difference of two
positive operators. Building on classical results on linear integral operators,
the following theorem was proved in [10]:

Theorem 1. Let U1 and U2 be two ideal spaces over T , and V1 and

V2 two ideal spaces over S. Suppose that l ∈ [U2, V2/V1, U
′
1; θ] for some

θ = (θ1, θ2, θ3). Then the partial integral operator (1) acts between X and Y ,

is regular, and satisfies

(18) ‖l‖Rl(X,Y ) ≤ ‖l‖[U2,V2/V1,U ′

1;θ]
.

Here the spaces X and Y have to be chosen according to the formula















X = [U1 ← V1], Y = [U2 ← V2] if θ = (s, t, τ) or θ = (s, τ, t),

X = [U1 → V1], Y = [U2 → V2] if θ = (t, τ, s) or θ = (τ, t, s),

X = [U1 ← V1], Y = [U2 → V2] if θ = (t, s, τ),

X = [U1 → V1], Y = [U2 ← V2] if θ = (τ, s, t).

Similarly, if m ∈ [U2/U1, V2, V
′
1 ; θ] for some θ = (θ1, θ2, θ3), then the partial

integral operator (2) acts between X and Y , is regular, and satisfies

(19) ‖m‖Rm(X,Y ) ≤ ‖m‖[U2/U1,V2,V ′

1 ;θ]
.

Here the spaces X and Y have to be chosen according to the formula















X = [U1 ← V1], Y = [U2 ← V2] if θ = (s, σ, t) or θ = (σ, s, t),

X = [U1 → V1], Y = [U2 → V2] if θ = (t, s, σ) or θ = (t, σ, s),

X = [U1 ← V1], Y = [U2 → V2] if θ = (σ, t, s),

X = [U1 → V1], Y = [U2 ← V2] if θ = (s, t, σ).

2. Orlicz spaces with mixed norm. Of course, the formulation of
Theorem 1 is very clumsy, and its hypotheses are hard to verify. We are now



298 J. APPELL ET AL.

going to show that the assertion of Theorem 1 can be made more explicit
in case of Orlicz spaces; this is the main part of the paper.

For an exhaustive self-contained account of the theory and applications
of Orlicz spaces we refer to the monographs [11] and [16]; let us just recall
some basic notions and results which we will need in what follows.

Given a bounded domain Ω and a Young function M : R→ [0,∞), the
Orlicz space LM = LM (Ω) is defined by one of the (equivalent) norms

(20) ‖u‖LM
= inf

{

k : k > 0,
\
Ω

M [|x(ω)|/k] dµ(ω) ≤ 1
}

or

(21) |||u|||LM
= inf

0<k<∞

1

k

[

1 +
\
Ω

M [k|x(ω)|] dµ(ω)
]

.

We will use the norm (20) in the sequel and always write dω rather than
dµ(ω). Given two Young functions M and N , we write M � N if there exist
k > 0 and u0 ≥ 0 such that

M(u) ≤ N(ku) (u ≥ u0).

Moreover, we write M ≺ N if

lim
u→∞

M(u)

N(ku)
= 0

for every k > 0. Of course, in case M(u) = |u|p and N(u) = |u|q (1 ≤ p,
q < ∞) we have M � N if and only if p ≤ q, and M ≺ N if and only
if p < q. In general, one can show that M � N is equivalent to the fact
that LN is continuously imbedded in LM , and M ≺ N is equivalent to
the fact that LN is absolutely continuously imbedded in LM (i.e., the unit
ball of LN is an absolutely bounded subset of LM ). Moreover, the inclu-
sions L∞ ⊆ LM ⊆ L1 are true for any Orlicz space over a bounded do-
main.

Let U = LM (T ) and V = LN(S) be two Orlicz spaces. We are interested
in the Orlicz spaces with mixed norm [U → V ] and [U ← V ] defined by (3)
and (4), respectively. These spaces are perfect ideal spaces. They are regular
if and only if the Young functions M and N satisfy a ∆2-condition [11]. If
M2, N2 �M1, N1 then the inclusions

[LM1
(T )→ LN1

(S)] ⊆ [LM2
(T )→ LN2

(S)],

[LM1
(T )← LN1

(S)] ⊆ [LM2
(T )← LN2

(S)]

are obvious. Moreover, the inclusions

(22) LM (T × S) ⊆ [L1(S)→ LM (T )], [LM (T )← L1(S)] ⊆ L1(T × S)
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follow from the Jensen integral inequality

M

(

1

µ(Ω)

\
Ω

x(ω) dω

)

≤
1

µ(Ω)

\
Ω

M(x(ω)) dω

and the definition of the norm in LM . In fact, for x ∈ LM and k > 0
sufficiently large we have\

S

M

[

1

k

\
T

|x(t, s)| dt

]

ds =
\
S

M

[

1

µ(T )

\
T

µ(T )|x(t, s)|

k
dt

]

ds

≤
1

µ(T )

\
S

\
T

M

[

µ(T )|x(t, s)|

k

]

dt ds <∞.

Consequently, x ∈ [L1 → LM ], and hence the left inclusion in (22) is proved.
The right inclusion is proved analogously.

Lemma 2. Let Mi and Ni (i = 1, 2) be Young functions satisfying

(23) N2(u)M2(vw) ≤ a+N1(k1uv)M1(k2w) (v ≥ v0),

where a, k1, k2, v0 are positive constants, and let LMi
= LMi

(T ) and LNi
=

LNi
(S) (i = 1, 2). Then

[LM1
← LN1

] ⊆ [LM2
→ LN2

].

P r o o f. Put X := [LM1
← LN1

] and Y := [LM2
→ LN2

]. By virtue of
(23) we can find a constant c such that ‖z‖LM1

≤ 1/k2 implies

(24)
\
T

M2(v0z(t)) dt ≤ c.

Fix some positive function u0 in the space [LM1
← LN1

] ∩ [LM2
→ LN2

],
and denote by Eu0

the linear space of all x ∈ L1(T × S) with finite norm

‖x‖Eu0
= inf{λ : |x(t, s)| ≤ λu0(t, s)}.

Now, for x ∈ Eu0
with ‖x‖X ≤ (k1k2)

−1 and all λ > 1 we have

1 ≤
1

λ

\
T

M2

[

λ
x(t, s)

‖x(·, s)‖LM2

]

dt.

Since ‖x(t, ·)‖LN1
≤ (k1k2)

−1, from (24) we get\
T

M2(k1v0‖x(t, ·)‖LN1
) dt ≤ c.

Consequently, our hypothesis (23) implies that
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S

N2

[

1

λ
‖x(·, s)‖LM2

]

ds

≤
1

λ

\
S

\
T

N2

[

1

λ
‖x(·, s)‖LM2

]

M2

[

λ
x(t, s)

‖x(·, s)‖LM2

]

dt ds

≤
1

λ

\
S

\
T

N2

[

1

λ
‖x(·, s)‖LM2

]

×M2

[

max

{

v0,
λx(t, s)

k1‖x(·, s)‖LM2
‖x(t, ·)‖LN1

}

k1‖x(t, ·)‖LN1

]

dt ds

≤
1

λ

\
S

\
T

N2

[

1

λ
‖x(·, s)‖LM2

]

M2(v0k1‖x(t, ·)‖LN1
) dt ds +

a

λ
µ(T )ν(S)

+
1

λ

\
S

\
T

N1

[

x(t, s)

‖x(t, ·)‖LN1

]

M1(k1k2‖x(t, ·)‖LN1
) dt ds

≤
c

λ

\
S

N2

[

1

λ
‖x(·, s)‖LM2

]

ds+
1

λ
(aµ(T )ν(S) + 1).

Putting now λ := aµ(T )ν(S) + c+ 1 in the last inequality, we obtain\
S

N2

[

‖x(·, s)‖LM2

aµ(T )ν(S) + c+ 1

]

ds ≤ 1,

hence

‖x‖Y ≤ aµ(T )ν(S) + c+ 1

by the definition of the norm (20). Since the last inequality holds for all
functions x ∈ Eu0

with ‖x‖X ≤ (k1k2)
−1, we conclude that

‖x‖Y ≤ k1k2(aµ(T )ν(S) + c+ 1)‖x‖X

for any x ∈ Eu0
. Furthermore, for arbitrary n ∈ N we then have

‖min{|x|, nu0}‖Y ≤ k1k2(aµ(T )ν(S) + c+ 1)‖x‖X

for x ∈ X. Finally, since the space Y is perfect we see that

‖x‖Y ≤ k1k2(aµ(T )ν(S) + c+ 1)‖x‖X

for all x ∈ X, as claimed.

From Lemma 2 it follows, in particular, that [LM → LM ] is always
isomorphic to [LM ← LM ]. As was shown in [17], LM (T × S) is isomorphic
to [LM → LM ] if and only if the inequalities

(25) M(u)M(v) ≤ a1 + b1M(k1uv), M(k2uv) ≤ a2 + b2M(u)M(v)

hold for some constants ai, bi, ki > 0 (i = 1, 2).
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Let us now consider some acting conditions for the operators (1) and (2)
in Orlicz spaces with mixed norm. As in the case of Lebesgue spaces, the
study of partial integral operators in these spaces is more convenient than
in ordinary Orlicz spaces.

Given two Young functions M1 and M2 with M1 ≺ M2, we denote by
M1 : M2 the Young function defined by

(26) (M1 : M2)(u) = sup{M1(uv)−M2(v) : 0 < v <∞}.

In case Mi(u) = |u|
pi (i = 1, 2) with p1 < p2 this gives just (M1 : M2)(u) =

const · |u|p1p2/(p2−p1). In general, one may show that the multiplicator space
with norm (10) of two Orlicz spaces LM1

and LM2
is precisely, up to equi-

valence of norms,

(27) LM1
/LM2

=







LM1:M2
if M1 ≺M2,

L∞ if M1 �M2 but M1 6≺M2,
{0} if M2 ≺M1.

In particular, the associate space L′M = L1/LM of an Orlicz space LM

coincides with the Orlicz space LM ′ generated by the (associate) Young
function

M ′(u) = sup{|uv| −M(v) : 0 < v <∞}.

In what follows we suppose that Mi and Ni are given Young functions,
Ui = LMi

(T ), and Vi = LNi
(S) (i = 1, 2). First of all, from Lemma 1 and

the explicit formula (27) for the multiplicator space of two Orlicz spaces we
get the following

Theorem 2. Let V = L∞(S) if N2 � N1 and N2 6≺ N1, and V =
LN2:N1

if N2 ≺ N1. Suppose that the operator (8) acts between U1 and U2

for each s ∈ S, and the map s 7→ ‖L(s)‖L(U1,U2) belongs to V . Then the

operator (1) acts between X = [U1 → V1] and Y = [U2 → V2].
Similarly , let U = L∞(T ) if M2 � M1 and M2 6≺ M1, and U =

LM2:M1
(S) if M2 ≺ M1. Suppose that the operator (9) acts between V1

and V2 for each t ∈ T , and the map t 7→ ‖M(t)‖L(V1,V2) belongs to U . Then

the operator (2) acts between X = [U1 ← V1] and Y = [U2 ← V2].

We recall that the conditions ‖L(·)‖L(U1,U2) ∈ V and ‖M(·)‖L(V1,V2) ∈
U are necessary for the operators (1) and (2), respectively, to act in the
indicated spaces.

If the hypotheses of Theorem 2 are satisfied, then the following estimates
are direct consequences of (12) and (13):

‖L‖L(X,Y ) ≤ ‖s 7→ ‖L(s)‖L(U1,U2)‖L∞
(N2 � N1, N2 6≺ N1),(28)

‖L‖L(X,Y ) ≤ cN‖s 7→ ‖L(s)‖L(U1,U2)‖LN1:N2
(N2 ≺ N1),(29)

‖M‖L(X,Y ) ≤ ‖t 7→ ‖M(t)‖L(V1,V2)‖L∞
(M2 �M1, M2 6≺M1),(30)

‖M‖L(X,Y ) ≤ cM‖t 7→ ‖M(t)‖L(V1,V2)‖LM1:M2
(M2 ≺M1);(31)
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here cN denotes the imbedding constant of LN2:N1
→֒ LN2

/LN1
, and cM

denotes the imbedding constant of LM2:M1
→֒ LM2

/LM1
. In particular, the

estimate (28) holds if N1 = N2, and the estimate (30) holds if M1 = M2.
Moreover, the following theorem is true.

Theorem 3. Suppose that the operator (8) acts in LM (T ) for each s ∈ S
and ‖L(·)‖L(LM ) ∈ L∞, while the operator (9) acts in LM (S) for each t ∈ T
and ‖M(·)‖L(LM ) ∈ L∞. Then the operators (1) and (2) act in each of the

spaces X = [LM → LM ] and Y = [LM ← LM ]. Moreover, the estimates

‖L‖L(X) ≤ ‖s 7→ ‖L(s)‖L(LM )‖L∞
, ‖M‖L(Y ) ≤ ‖t 7→ ‖M(t)‖L(LM )‖L∞

are true. If, in addition, the Young function M satisfies the inequalities (25),
then the operators (1) and (2) act in the Orlicz space LM (T × S) as well.

P r o o f. For the proof it suffices to remark thatX is isomorphic to Y and,
under the additional hypothesis (25), X is also isomorphic to LM (T × S).
The assertion then follows from Theorem 2.

We suppose now that Mi = Ni (i = 1, 2) and M2 � M1. Let V =
LM2:M1

(S) if M2 ≺ M1, and V = L∞(S) otherwise. Similarly, we define U
with S replaced by T . The following theorem is a straightforward general-
ization of Theorem 3.

Theorem 4. Suppose that the operator (8) acts between LM1
(T ) and

LM2
(T ) for each s ∈ S and ‖L(·)‖ ∈ V , while the operator (9) acts be-

tween LM1
(S) and LM2

(S) for each t ∈ T and ‖M(·)‖ ∈ U . Then the

operators (1) and (2) act between X ∈ {[LM1
→ LM1

], [LM1
← LM1

]} and

Y ∈ {[LM2
→ LM2

], [LM2
← LM2

]}. If, in addition, the Young functions M1

and M2 satisfy (25), then the operators (1) and (2) act between the Orlicz

spaces LM1
(T × S) and LM2

(T × S) as well.

A crucial hypothesis in the above theorems is the action of the linear
integral operators (8) and (9) between suitable Orlicz spaces. Some simple
and effectively verifiable acting conditions for such operators between Orlicz
spaces are well known (see e.g. [11] or [16]).

Theorems 2–4 above do not contain regularity conditions for the opera-
tors (1) and (2). A simple regularity condition may be obtained, however,
by means of the general Theorem 1. In fact, according to Lemma 2 the
inclusions [LMi

← LNi
] ⊆ [LMi

→ LNi
] and [LMi

→ LNi
] ⊆ [LMi

← LNi
]

are true if the conditions

(Ai) Ni(u)Mi(vω) ≤ ai +Ni(biuv)Mi(ciω) (v ≥ vi)

and

(Bi) Mi(u)Ni(vω) ≤ ai +Mi( biuv)Ni(ciω) (v ≥ vi),
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are satisfied, where ai, bi, ci, vi, ai, bi, ci, and vi are positive constants
(i = 1, 2). Applying Theorem 1 to our choice of Ui and Vi (i = 1, 2), and
using again the explicit formula (27) for the multiplicator spaces LM2

/LM1

and LN2
/LN1

, we arrive at the following result:

Theorem 5. Suppose that N2 � N1 and

(32) l ∈ [LM2
, V, LM ′

1
; θ],

where V = L∞(S) if N2 6≺ N1, and V = LN2:N1
(S) otherwise. Then the

partial integral operator (1) acts between X and Y according to Table 1
below and is regular.

Similarly, suppose that M2 �M1 and

(33) m ∈ [U,LN2
, LN ′

1
; θ],

where U = L∞(T ) if M2 6≺ M1, and U = LM2:M1
(T ) otherwise. Then the

partial integral operator (2) acts between X and Y according to Table 2 below

and is regular.

X [LM1 → LN1 ] [LM1 → LN1 ] [LM1 ← LN1 ] [LM1 ← LN1 ]

Y [LM2 → LN2 ] [LM2 ← LN2 ] [LM2 → LN2 ] [LM2 ← LN2 ]

(t, s, τ ) B1 B1, B2 B2

(t, τ, s) B2 A1 A1, B2

(s, t, τ ) B1, A2 B1 A2

(s, τ, t) B1, A2 B1 A2

(τ, s, t) A2 A1, A2 A1

(τ, t, s) B2 A1 A1, B2

Table 1

X [LM1 → LN1 ] [LM1 → LN1 ] [LM1 ← LN1 ] [LM1 ← LN1 ]

Y [LM2 → LN2 ] [LM2 ← LN2 ] [LM2 → LN2 ] [LM2 ← LN2 ]

(t, s, σ) B2 A1 A1, B2

(t, σ, s) B2 A1 A1, B2

(s, t, σ) A2 A1, A2 A1

(s, σ, t) B1, A2 B1 A2

(σ, t, s) B1 B1, B2 B2

(σ, s, t) B1, A2 B1 A2

Table 2

We point out that the inclusions (32) and (33) are usually checked by
majorant techniques. For example, (32) is certainly satisfied if
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|l(t, s, τ)| ≤

n
∑

i=1

ai(t)bi(s)ci(τ),

where ai ∈ LM2
(T ), bi ∈ V , and ci ∈ LM ′

1
. Finally, since [LM → LM ] is

isomorphic to [LM ← LM ], from Theorem 5 we get the following

Theorem 6. Suppose that l∈ [LM , L∞, LM ′ ; θ′] for some θ′=(θ′1, θ
′
2, θ
′
3)

and m ∈ [L∞, LM , LM ′ ; θ′′] for some θ′′ = (θ′′1 , θ
′′
2 , θ
′′
3 ). Then the partial

integral operators (1) and (2) are regular in the spaces [LM → LM ] and
[LM ← LM ]. If , in addition, the Young function M satisfies (25), then the

operators (1) and (2) are regular in the Orlicz space LM (T × S) as well.

3. Lebesgue spaces with mixed norm. Choosing Mi(u) = |u|
pi and

Ni(u) = |u|qi (i = 1, 2) in the results of the preceding section, we imme-
diately get a series of analogous results in Lebesgue spaces. Since this is
straightforward, we do not carry out the details. Let us just see what Theo-
rem 5 and, in particular, Tables 1 and 2 look like in the setting of Lebesgue
spaces.

Theorem 7. Let 1 ≤ p1, p2, q1, q2 ≤ ∞. Suppose that q1 ≥ q2 and

l ∈ [Lp2
, Lq1q2/(q1−q2), Lp1/(p1−1); θ].

Then the partial integral operator (1) acts between X and Y , is regular, and

satisfies

(34) ‖l‖Rl(X,Y ) ≤ ‖l‖[Lp2
,Lq1q2/(q1−q2),Lp1/(p1−1);θ],

provided one of the conditions of Table 3 below holds.

Similarly, suppose that p1 ≥ p2 and

m ∈ [Lp1p2/(p1−p2), Lq2 , Lq1/(q1−1); θ].

Then the partial integral operator (2) acts between X and Y , is regular, and

satisfies

(35) ‖m‖Rm(X,Y ) ≤ ‖m‖[Lp1p2/(p1−p2),Lq2
,Lq1/(q1−1);θ],

provided one of the conditions of Table 4 below holds.

X [LM1 → LN1 ] [LM1 → LN1 ] [LM1 ← LN1 ] [LM1 ← LN1 ]

Y [LM2 → LN2 ] [LM2 ← LN2 ] [LM2 → LN2 ] [LM2 ← LN2 ]

(t, s, τ ) p1 ≥ q1 p1 ≥ q1, p2 ≥ q2 p2 ≥ q2

(t, τ, s) p2 ≥ q2 p1 ≤ q1 p1 ≤ q1, p2 ≥ q2

(s, t, τ ) p1 ≥ q1, p2 ≤ q2 p1 ≥ q1 p2 ≤ q2

(s, τ, t) p1 ≥ q1, p2 ≤ q2 p1 ≥ q1 p2 ≤ q2

(τ, s, t) p2 ≤ q2 p1 ≤ q1, p2 ≤ q2 p1 ≤ q1

(τ, t, s) p2 ≥ q2 p1 ≤ q1 p1 ≤ q1, p2 ≥ q2

Table 3
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X [LM1 → LN1 ] [LM1 → LN1 ] [LM1 ← LN1 ] [LM1 ← LN1 ]

Y [LM2 → LN2 ] [LM2 ← LN2 ] [LM2 → LN2 ] [LM2 ← LN2 ]

(t, s, σ) p2 ≥ q2 p1 ≤ q1 p1 ≤ q1, p2 ≥ q2

(t, σ, s) p2 ≥ q2 p1 ≤ q1 p1 ≤ q1, p2 ≥ q2

(s, t, σ) p2 ≤ q2 p1 ≤ q1, p2 ≤ q2 p1 ≤ q1

(s, σ, t) p1 ≥ q1, p2 ≤ q2 p1 ≥ q1 p2 ≤ q2

(σ, t, s) p1 ≥ q1 p1 ≥ q1, p2 ≥ q2 p2 ≥ q2

(σ, s, t) p1 ≥ q1, p2 ≤ q2 p1 ≥ q1 p2 ≤ q2

Table 4

The following is, of course, parallel to Theorem 6:

Theorem 8. Let 1 ≤ p ≤ ∞. Suppose that l ∈ [Lp, L∞, Lp/(p−1); θ
′]

for some θ′ = (θ′1, θ
′
2, θ
′
3), and m ∈ [L∞, Lp, Lp/(p−1); θ

′′] for some

θ′′=(θ′′1 , θ
′′
2 , θ
′′
3 ). Then the partial integral operators (1) and (2) are regular

in Lp and satisfy

(36) ‖l‖Rl(Lp,Lp) ≤ ‖l‖[Lp,L∞,Lp/(p−1);θ′]

and

(37) ‖m‖Rm(Lp,Lp) ≤ ‖m‖[L∞,Lp,Lp/(p−1);θ′′].

Finally, let us make some remarks on the sharpness of the hypotheses
given in Theorems 5–8. As in the case of ordinary integral operators [11, 12],
boundedness and regularity conditions for partial integral operators which
are both necessary and sufficient are not known in the Lebesgue space Lp

for 1 < p < ∞, let alone in general Orlicz spaces. However, the classical
sufficient conditions are also necessary in Lp for the “extreme” cases p = 1
or p = ∞. This is also true for the conditions given in Theorems 7 and 8
above. The notation simplifies in this case (recall that 1′ =∞ and ∞′ = 1,
by definition), and it is easy to formulate the corresponding theorem.
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[6] R. Bü rger, On the maintenance of genetic variation: global analysis of Kimura’s
continuum-of-alleles model , J. Math. Biol. 24 (1986), 341–351.

[7] K. M. Case and P. F. Zwei fe l, Linear Transport Theory , Addison-Wesley, Read-
ing, Mass., 1967.

[8] C. Cerc ignan i, Mathematical Methods in Kinetic Theory , Macmillan, New York,
1969.

[9] A. S. Kal i tv in, On some class of partial integral equations in aerodynamics,
Sost. Persp. Razv. Nauchn.-Tekhn. Pot. Lipetsk. Obl. (Lipetsk) (1994), 210–212
(in Russian).

[10] A. S. Kal i tv in and P. P. Zabre ı̆ko, On the theory of partial integral operators,
J. Integral Equations Appl. 3 (1991), 351–382.

[11] M. A. Krasnose l ’ sk i ı̆ and Ya. B. Rut it sk i ı̆, Convex Functions and Orlicz
Spaces, Fizmatgiz, Moscow, 1958 (in Russian); English transl.: Noordhoff, Gronin-
gen, 1961.

[12] M. A. Krasnose l ’ sk i ı̆, P. P. Zabre ı̆ko, E. I. Pusty l ’n ik and P. E. Sobolevsk i ı̆,
Integral Operators in Spaces of Summable Functions, Nauka, Moscow, 1966 (in Rus-
sian); English transl.: Noordhoff, Leyden, 1976.

[13] S. G. Kre ı̆n, Yu. I. Petun in and E. M. Semenov, Interpolation of Linear Ope-
rators, Nauka, Moscow, 1978 (in Russian); English transl.: Transl. Math. Mono-
graphs 54, Amer. Math. Soc., Providence, 1982.

[14] C. V. M. van der Mee, Transport theory in Lp spaces, Integral Equations Ope-
rator Theory 6 (1983), 405–443.

[15] I. N. Min in, Theory of Radiation Transfer in the Atmospheres of Planets, Nauka,
Moscow, 1988 (in Russian).

[16] M. M. Rao and Z. D. Ren, Theory of Orlicz Spaces, Dekker, New York, 1991.
[17] Ya. B. Rut it sk i ı̆, New criteria for continuity and complete continuity of integral

operators in Orlicz spaces, Izv. Vyssh. Uchebn. Zaved. Mat. 1962, no. 5 (30), 87–100.
[18] A. C. Zaanen, Linear Analysis, North-Holland, Amsterdam, 1953.
[19] P. P. Zabre ı̆ko, Nonlinear integral operators, Voronezh. Gos. Univ. Trudy Sem.

Funktsional. Anal. 1966, no. 8, 3–152 (in Russian).
[20] —, Ideal function spaces, Vestnik Yarosl. Univ. 8 (1974), 12–52 (in Russian).

Department of Mathematics
University of Würzburg
Am Hubland
D-97074 Würzburg, Germany
E-mail: appell@mathematik.uni-wuerzburg.de

Department of Mathematics
Belgosuniversity
Pr. Skoriny 4
BY-220050 Minsk, Belorussia
E-mail: zabreiko@mmf.bsu.unibel.by

Department of Mathematics
Pedagogical Institute of Lipetsk

ul. Lenina 42
R-398020 Lipetsk, Russian Federation

E-mail: kas@pedinst.lipetsk.su

Received 2 October 1997;

revised 20 April 1998


