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#### Abstract

For the nonlinear heat equation with a fractional Laplacian $$
u_{t}+(-\Delta)^{\alpha / 2} u=u^{2}, \quad 1<\alpha \leq 2
$$ the first initial-boundary value problem in a disk is considered. Small initial conditions, homogeneous boundary conditions, and periodicity conditions in the angular coordinate are imposed. Existence and uniqueness of a global-in-time solution is proved, and the solution is constructed in the form of a series of eigenfunctions of the Laplace operator in the disk. First-order long-time asymptotics of the solution is obtained.


1. Introduction. The nonlinear heat equation

$$
\begin{equation*}
u_{t}-\Delta u+u^{p}=0, \quad x \in \mathbb{R}^{N}, t>0 \tag{1.1}
\end{equation*}
$$

and the asymptotic behavior of its solutions were the subject of many papers (see, e.g., $[4-9,11,12,15]$ and the references there). The authors considered primarily initial-value problems imposing some restrictions on the initial data and discussing the asymptotic behavior of solutions in terms of the parameters $N, p$, and the exponent of decay of initial data. The existence of a global-in-time solution of the Cauchy problem for (1.1) with initial data from $L_{1, \text { loc }}\left(\mathbb{R}^{N}\right)$ was proved in [4] and for the corresponding mixed problem in the bounded domain $\Omega$ in [15]. Using the approach of [6-8], i.e., the rescaling technique and the maximum principle, L. Herraiz [9] examined the first initial-boundary value problem for (1.1) in the domain $\mathbb{R}^{N} \backslash \Omega$, where $\Omega$ is bounded. For nonnegative initial data with a power decay at infinity he calculated the first-order long-time asymptotics of the classical solution.

In [26] C. E. Wayne examined the Cauchy problem for (1.1) with a sufficiently smooth nonlinear term $F(u)$ and constructed finite-dimensional invariant manifolds for it. He showed that these manifolds controlled the long-time behavior of solutions and could be used for calculating the higherorder long-time asymptotics. As an example he considered the power non-

[^0]linearity $u^{4}$ and obtained the second-order asymptotics of the solution. For parabolic partial differential equations on bounded domains the use of invariant manifolds usually permits establishing the lowest-order long-time asymptotics (see [24] and the references therein). The linear operator of the corresponding equation has a point spectrum, which gives a natural separation of the phase space of the linear problem into stable, unstable, and central subspaces. In this case the asymptotics is characterized by the exponential decay in time rather than the power-law decay that one encounters in initial-value problems (see [26]).

The aim of the present paper is to study the long-time behavior of solutions of the fractional Laplacian version of (1.1) with the particular quadratic nonlinearity,

$$
\begin{equation*}
u_{t}+(-\Delta)^{\alpha / 2} u=u^{2}, \quad 1<\alpha \leq 2 . \tag{1.2}
\end{equation*}
$$

The case $\alpha=2$ corresponds to the standard (Gaussian) diffusion while $0<\alpha<2$ corresponds to the anomalous one (see [3]). The importance of examining fractional derivative nonlinear dissipative equations was emphasised in $[1-3,13,14]$. Nonlocal Burgers-type equations (similar to (1.2), but with the nonlinearity containing the gradient of $u^{p}$ ) appeared as model equations simplifying the multidimensional Navier-Stokes system with modified dissipativity [1], describing hereditary effects for nonlinear acoustic waves [16], and modeling interfacial growth mechanisms which include trapping surface effects [13]. A variety of physically motivated linear fractal differential equations with applications to hydrodynamics, statistical physics, and molecular biology can be found in [15]. We would like to point out that a rigorous investigation of the long-time behavior of solutions of the Cauchy problems for fractal Burgers-type equations has been conducted in [3], where the first two terms of the asymptotics have been found.

Below we study the first initial-boundary value problem for the equation (1.2) in a circular domain and obtain the higher-order long-time asymptotics of its solution. First, we construct a global-in-time mild solution by means of eigenfunction expansions and perturbation theory, and then we calculate the first-order long-time asymptotics of this solution. The Laplace operator in a disk has a point spectrum, therefore it is natural to expect the exponential decay of the solution in time. The sign of $u^{2}$ does not matter for the proof of the existence of global-in-time solutions since we only consider small initial data.

Note that we do not use any of the methods of $[2-9,11,12,24,26]$. The basic ideas of our approach stem from the monograph [14], where Cauchy problems for nonlocal evolution equations of the first order in time were considered (fractional derivative terms describing dispersive and dissipative effects appear there in connection with equations governing wave propaga-
tion). In the papers [19-23] this method was developed further and adapted not only for solving higher-order in time nonlinear dissipative equations, but also for studying initial-boundary value problems. The latter aspect is more important for us in our present investigation. In [20] the first initialboundary value problem with small initial data was considered for the spatially 1-D Boussinesq equation on an interval. Its solution was constructed in the form of a Fourier series, whose coefficients in their turn were represented by series in a small parameter present in the initial conditions. The first-order long-time asymptotics was calculated, which showed exponentially damped time oscillations and space evolution. In [21] the second mixed problem with small initial data was studied for the same equation on an interval. Its solution was constructed, and the second-order long-time asymptotics was obtained. The main term came from the linear problem, but the second term was essentially nonlinear and contained Airy functions of a negative argument. In a certain case a blow up of the solution took place. In [22] the radially symmetric problem for the damped Boussinesq equation in a disk was examined. Its global-in-time solution was constructed in the form of a Fourier-Bessel series, and the first-order long-time asymptotics was calculated. In [23] the general spatially 2 -D case in a disk was studied, and the long-time asymptotics was computed.

In the radially symmetric problem in a disk considered in [22], we encountered the "loss of smoothness effect", i.e., raising the smoothness of the initial data does not lead to the increase of the regularity of the solution. This is a consequence of the combined influence of the geometry and the nonlinearity. However, in the problem in question, as well as in [23], it does not take place. The regularity of the solution can be somewhat improved by means of imposing more periodicity conditions in the angle (in spite of the poor convergence of the eigenfunction expansion series). It is reflected by the presence of convolutions in the "angular indices" in the sums representing the eigenfunction expansion coefficients.

The presence of the fractional Laplacian, the nonlinearity, and the circular geometry in the problem in question lead to the appearance of the critical power $\alpha_{\text {cr }}$ which determines the decay of the residual term of the long-time asymptotics. We must also point out that this asymptotics is nonlinear since the coefficient in its main term is represented by a series of nonlinear approximations.
2. Notation and function spaces. Let $\Omega=\{(r, \theta):|r|<1$, $\theta \in[-\pi, \pi]\}$. Our main tool in studying the first initial-boundary value problem for the equation (1.2) in $\Omega$ will be expansions in series of eigenfunctions of the Laplace operator in the disk. For a function $f(r, \theta) \in L_{2, r}(\Omega)\left(L_{2}(\Omega)\right.$ with weight $r$ ) the corresponding expansion is

$$
\begin{equation*}
f(r, \theta)=\sum_{m=-\infty}^{\infty} \sum_{n=1}^{\infty} \widehat{f}_{m n} \chi_{m n}(r, \theta) \tag{2.1}
\end{equation*}
$$

where the $\chi_{m n}(r, \theta)$ are the eigenfunctions of the Laplace operator in $\Omega$, i.e., nontrivial solutions of the problem

$$
\begin{gather*}
\Delta \chi=-\Lambda \chi, \quad(r, \theta) \in \Omega \\
\left.\chi\right|_{\partial \Omega}=0, \quad \chi(r, \theta+2 \pi)=\chi(r, \theta), \quad|\chi(0, \theta)|<\infty . \tag{2.2}
\end{gather*}
$$

These eigenfunctions and the corresponding eigenvalues are

$$
\begin{equation*}
\chi_{m n}(r, \theta)=J_{m}\left(\lambda_{m n} r\right) e^{i m \theta}, \quad \Lambda_{m n}=\lambda_{m n}^{2}, \quad m \in \mathbb{Z}, n \in \mathbb{N} \tag{2.3}
\end{equation*}
$$

where $J_{m}(z)$ are Bessel functions of index $m, \lambda_{m n}$ are their positive zeros numbered in increasing order, and $n=1,2, \ldots$ is the number of the zero.

The system of functions $\left\{\chi_{m n}(r, \theta)\right\}_{m \in \mathbb{Z}, n \in \mathbb{N}}$ is orthogonal and complete in $L_{2, r}(\Omega)$ (see [18, 25]). Denoting the scalar product in $L_{2, r}(\Omega)$ by $(\cdot, \cdot)_{r, 0}$ and the corresponding norm by $\|\cdot\|_{r, 0}$ we can write

$$
\left(\chi_{m n}, \chi_{k l}\right)_{r, 0}=\delta_{m k} \delta_{n l}\left\|\chi_{m n}\right\|_{r, 0}^{2},
$$

where $\delta_{i j}$ is the Kronecker symbol. By Parseval's identity we have

$$
\|f\|_{r, 0}^{2}=\sum_{m, n}\left|\widehat{f}_{m n}\right|^{2}\left\|\chi_{m n}\right\|_{r, 0}^{2}, \quad \text { where } \quad \widehat{f}_{m n}=\left(f, \chi_{m n}\right)_{r, 0} /\left\|\chi_{m n}\right\|_{r, 0}^{2}
$$

Denoting by $\|\cdot\|_{r}$ the norm in the weighted space $L_{2, r}(0,1)$ we obtain

$$
\left\|\chi_{m n}\right\|_{r, 0}^{2}=2 \pi\left\|J_{m}\left(\lambda_{m n} r\right)\right\|_{r}^{2}=2 \pi \int_{0}^{1} r J_{m}^{2}\left(\lambda_{m n} r\right) d r=\pi J_{m+1}^{2}\left(\lambda_{m n}\right)
$$

The following estimates are valid for large positive $\lambda$ (see [18]):

$$
\begin{equation*}
C_{1} / \lambda \leq\left\|J_{m}(\lambda r)\right\|_{r}^{2} \leq C_{2} / \lambda \tag{2.4}
\end{equation*}
$$

We shall also need the asymptotics of $\lambda_{m n}$ as $n \rightarrow \infty$. For bounded $m$ we have the following asymptotic formula uniform in $m$ (McMahon's expansion, see [10]):

$$
\begin{equation*}
\lambda_{m n}=\mu_{m n}+O\left(\frac{1}{\mu_{m n}}\right), \quad \mu_{m n}=\left(m+2 n-\frac{1}{2}\right) \frac{\pi}{2}, \quad n \rightarrow \infty \tag{2.5}
\end{equation*}
$$

On the basis of the weighted Lebesgue space $L_{2, r}(\Omega)$, we can introduce the weighted Sobolev spaces $H_{r}^{s}(\Omega) \equiv W_{2, r}^{s}(\Omega)$ with the norm defined by the formula

$$
\|f\|_{r, s}^{2}=\sum_{m, n} \lambda_{m n}^{2 s}\left|\widehat{f}_{m n}\right|^{2}\left\|\chi_{m n}\right\|_{r, 0}^{2}
$$

where $\lambda_{m n}>0$ for all $m \in \mathbb{Z}, n \in \mathbb{N}$.

We shall also use the Banach space $C^{k}\left([0, \infty), H_{r}^{s}(\Omega)\right)$ equipped with the norm

$$
\|u\|_{C^{k}}=\sum_{j=0}^{k} \sup _{t \in[0, \infty)}\left\|\partial_{t}^{j} u(t)\right\|_{s, r}
$$

3. Main results. We consider the first initial-boundary value problem for the equation (1.2) in the unit disk. Using polar coordinates $(r, \theta)$ we can pose this problem as follows:

$$
\begin{array}{ll}
u_{t}+(-\Delta)^{\alpha / 2} u=u^{2}, & (r, \theta) \in \Omega, t>0 \\
u(r, \theta, 0)=\varepsilon^{2} \varphi(r, \theta), & (r, \theta) \in \Omega \\
\left.u\right|_{\partial \Omega}=0, & t>0  \tag{3.1}\\
|u(0, \theta, t)|<\infty, \\
\text { periodicity conditions in } \theta \text { with period } 2 \pi,
\end{array}
$$

where $1<\alpha \leq 2, \varepsilon=$ const $>0 ; \varphi(r, \theta)$ is a real-valued function, $\Delta=$ $(1 / r) \partial_{r}\left(r \partial_{r}\right)+\left(1 / r^{2}\right) \partial_{\theta}^{2}$.

Set $A=(-\Delta)^{\alpha / 2}, 1<\alpha \leq 2$, where $\Delta$ is defined on sufficiently smooth functions satisfying the conditions (2.2).

Definition. We call $u(t)$ a mild solution of the problem (3.1) if it satisfies the integral equation

$$
\begin{equation*}
u(t)=\varepsilon^{2} \exp (-t A) \varphi+\int_{0}^{t} \exp (-(t-\tau) A) u^{2}(\tau) d \tau, \quad t>0 \tag{3.2}
\end{equation*}
$$

in some Banach space $E$.
Define $\Omega_{\delta}^{(1)}=\{(r, \theta): 0 \leq r<\delta, \theta \in[-\pi, \pi]\}$ for sufficiently small $\delta>0$ and $\Omega_{\delta}^{(2)}=\bar{\Omega} \backslash \Omega_{\delta}^{(1)}$. Note that $\Omega_{\delta}^{(2)}$ is a closed domain. Now we formulate some assumptions for a sufficiently smooth function $f(r, \theta),(r, \theta) \in \Omega$.

Assumptions A.

$$
\begin{gathered}
\partial_{\theta}^{k} f(r,-\pi)=\partial_{\theta}^{k} f(r,-\pi), \quad k=0,1 \\
f(1, \theta)=0, \quad \partial_{\theta}^{2} f(0, \theta)=\partial_{\theta}^{2} f(1, \theta)=0 \\
V_{0}^{1}\left(\sqrt{r} \partial_{r} f(r, \theta)\right)=V_{1}(\theta) \in L_{1}(-\pi, \pi), \\
\lim _{r \rightarrow 0^{+}} \sqrt{r} \partial_{r} f(r, \theta)=F_{1}(\theta) \in L_{1}(-\pi, \pi), \\
V_{0}^{1}\left(\sqrt{r} \partial_{r} \partial_{\theta}^{2} f(r, \theta)\right)=V_{1,2}(\theta) \in L_{1}(-\pi, \pi), \\
\lim _{r \rightarrow 0^{+}} \sqrt{r} \partial_{r} \partial_{\theta}^{2} f(r, \theta)=F_{1,2}(\theta) \in L_{1}(-\pi, \pi) .
\end{gathered}
$$

Theorem 1. If $1<\alpha \leq 2$ and $\varphi(r, \theta)$ satisfies Assumptions A , then there is $\varepsilon_{0}>0$ such that for $\varepsilon \in\left[0, \varepsilon_{0}\right]$ there exists a unique mild solution
of the problem (2.1) in the space $C^{0}\left([0, \infty), H_{r}^{s}(\Omega)\right), s<\alpha-1 / 2$. It can be represented as

$$
\begin{align*}
& u(r, \theta, t)=\sum_{n=1}^{\infty} \widehat{u}_{0 n}(t) J_{0}\left(\lambda_{0 n} r\right)  \tag{3.3}\\
& +\sum_{m, n=1}^{\infty} J_{m}\left(\lambda_{m n} r\right)\left[\widehat{u}_{m n}(t) e^{i m \theta}+\overline{\widehat{u}_{m n}(t)} e^{-i m \theta}\right],
\end{align*}
$$

where the bar denotes complex conjugation and the coefficients $\widehat{u}_{m n}(t)$ are defined below. Moreover, $u(r, \theta, t)$ is continuous and bounded in $\Omega_{\delta}^{(2)} \times[0, \infty)$ and can be represented there as

$$
\begin{equation*}
u(r, \theta, t)=\sum_{N=0}^{\infty} \varepsilon^{N+1} u^{(N)}(r, \theta, t) \tag{3.4}
\end{equation*}
$$

where the functions $u^{(N)}(r, \theta, t)$ are defined in the proof (see (5.9)) and the series converges absolutely and uniformly with respect to $(r, \theta) \in \Omega_{\delta}^{(2)}$, $t \in[0, \infty)$, and $\varepsilon \in\left[0, \varepsilon_{0}\right]$.

REmark 3.1. It is easy to construct an example of a function $\varphi(r, \theta)$ satisfying the hypotheses of Theorem 1 by separation of variables. Indeed, we have

$$
\begin{gathered}
\varphi(r, \theta)=R(r) \Theta(\theta), \quad \text { where } \quad R(0)=R(1)=0 \\
V_{0}^{1}\left(\sqrt{r} R^{\prime}(r)\right)=c_{1}<\infty, \quad \lim _{r \rightarrow 0^{+}} \sqrt{r} R^{\prime}(r)=c_{2}<\infty \\
\Theta^{(k)}(-\pi)=\Theta^{(k)}(\pi) ; \quad k=0,1 ; \quad \Theta^{\prime \prime}(\theta) \in L_{1}(-\pi, \pi)
\end{gathered}
$$

REMARK 3.2. Representation (3.3) is a series of regular perturbations with respect to the initial data and can be used as an asymptotic series in the domain $\Omega_{\delta}^{(2)} \times[0, \infty)$.

Now we sketch briefly the proof of Theorem 1. Seeking the solution of (3.1) in the form of an expansion in eigenfunctions of the Laplace operator in the disk,

$$
u(r, \theta, t)=\sum_{m=-\infty}^{\infty} \sum_{n=1}^{\infty} \widehat{u}_{m n}(t) \chi_{m n}(r, \theta)
$$

and calculating the series expansion coefficients of the nonlinearity $\left(u^{2}\right)_{m n}^{\wedge}(t)$ we substitute the corresponding expansions into (3.1) and obtain an initialvalue problem for $\widehat{u}_{m n}(t)$. Integrating it with respect to $t$ we deduce a nonlinear integral equation for $\widehat{u}_{m n}(t)$. To solve this equation we use perturbation theory. Representing the series expansion coefficients as formal series in $\varepsilon$,

$$
\begin{equation*}
\widehat{u}_{m n}(t)=\sum_{N=0}^{\infty} \varepsilon^{N+1} \widehat{v}_{m n}^{(N)}(t) \tag{3.5}
\end{equation*}
$$

we substitute them into the integral equation and obtain

$$
\begin{equation*}
\widehat{v}_{m n}^{(0)}(t)=\varepsilon \widehat{\varphi}_{m n} \exp \left(-\lambda_{m n}^{\alpha} t\right) \tag{3.6}
\end{equation*}
$$

where the $\widehat{\varphi}_{m n}$ are the coefficients of the expansion of the initial function $\varphi(r, \theta)$, and $\widehat{v}_{m n}^{(N)}(t), N \geq 1$, are the nonlinear approximations defined by the recurrence formulas

$$
\begin{align*}
& \widehat{v}_{m n}^{(N)}(t)=\int_{0}^{t} \exp \left[-\lambda_{m n}^{\alpha}(t-\tau)\right]  \tag{3.7}\\
& \times\left\{\sum_{\substack{p, l \geq 0 ; q, s \geq 1 \\
p+l=m}} a_{m n p q l s} \sum_{j=1}^{N} \widehat{v}_{p q}^{(j-1)}(\tau) \widehat{v}_{l s}^{(N-j)}(\tau)\right. \\
& +\sum_{\substack{p, q, l, s \geq 1 \\
l-p=m}} a_{m m n p q l s} \sum_{j=1}^{N} \overline{\widehat{v}_{p q}^{(j-1)}(\tau)} \widehat{v}_{l s}^{(N-j)}(\tau) \\
& \left.+\sum_{\substack{p, q, l, s \geq 1 \\
p-l=m}} a_{m n p q l s} \sum_{j=1}^{N} \widehat{v}_{p q}^{(j-1)}(\tau) \overline{\widehat{v}_{l s}^{(N-j)}(\tau)}\right\} d \tau .
\end{align*}
$$

Using time estimates of $\widehat{v}_{m n}^{(N)}(t), N \geq 0$, which show the decay in $\lambda_{m n}$, we prove that the formally constructed function (3.3) really represents a mild solution of (3.1) from the required function space. Since in $\Omega_{\delta}^{(2)} \times[0, \infty)$ the series (3.3) with $\widehat{u}_{m n}(t)$ defined by (3.5) converges absolutely and uniformly we can change the order of summation and obtain (3.4).

We prove the uniqueness in the following way. Assuming that there exist two solutions of the problem in question, $u^{(1)}$ and $u^{(2)}$, we set $w=u^{(1)}-u^{(2)}$ and expand $w$ in a series of $\chi_{m n}(r, \theta)$. Thus we obtain an integral equation for the series expansion coefficients $\widehat{w}_{m n}(t)$. From this equation we deduce a local-in-time estimate of $\|w(t)\|_{r, 0}$ which contains a contradiction. Extending this estimate to all $t \geq 0$ we establish the global-in-time uniqueness.

Theorem 2. Under the hypotheses of Theorem 1, there exists a constant $C$ such that for all $t>0$,

$$
\|u-\widetilde{u}\|_{r, s} \leq C \begin{cases}\exp \left(-\lambda_{11}^{\alpha} t\right), & 1<\alpha \leq \alpha_{\mathrm{cr}}  \tag{3.8}\\ \exp \left(-2 \lambda_{01}^{\alpha} t\right), & \alpha_{\mathrm{cr}} \leq \alpha \leq 2\end{cases}
$$

where $\widetilde{u}(r, \theta, t)=B_{\varepsilon} J_{0}\left(\lambda_{01} r\right) \exp \left(-\lambda_{01}^{\alpha} t\right), \lambda_{01}$ and $\lambda_{11}$ are the first positive zeros of the Bessel functions $J_{0}(z)$ and $J_{1}(z)$ respectively, $\alpha_{\text {cr }}=$
$\ln 2 / \ln \left(\lambda_{11} / \lambda_{01}\right) \simeq 1.52$, and the coefficient $B_{\varepsilon}$ will be defined in the proof (see (6.2), (6.3)).
4. Auxiliary results. Let $f(x, \omega)$ be defined on $[0,1] \times[a, b],-\infty<$ $a, b<\infty$. We denote by $V_{0}^{1}(f(x, \omega))$ the total variation of $f(x, \omega)$ in $x \in[0,1]$. Consider the integral

$$
I_{m}(\lambda, \omega)=\int_{0}^{1} x f(x, \omega) J_{m}(\lambda x) d x, \quad m \geq 0, \lambda>0, \omega \in[a, b]
$$

The following lemma can be found in [23], and it is the extension of the proposition given in [25, p. 595] to the case when the integral in question depends on two parameters, $\lambda$ and $\omega$. Since the proof is not long we present it below for the reader's convenience.

Lemma 1. Suppose that for each fixed $\omega \in[a, b]$ the function $\sqrt{x} f(x, \omega)$ has a bounded total variation in $x \in[0,1]$. Moreover, assume that this variation is absolutely integrable in $\omega \in[a, b]$, i.e., $V_{0}^{1}(\sqrt{x} f(x, \omega))=V_{f}(\omega) \in$ $L_{1}(a, b)$, and

$$
\lim _{x \rightarrow 0^{+}} \sqrt{x} f(x, \omega)=F(\omega) \in L_{1}(a, b)
$$

Then for all $m \geq 0, \lambda>0$, and $\omega \in[a, b]$,

$$
\left|I_{m}(\lambda, \omega)\right| \leq \frac{C_{\omega}}{\lambda^{3 / 2}}
$$

where $C_{\omega} \in L_{1}(a, b)$ and is independent of $m$ and $\lambda$.
Proof. It follows from the asymptotics of Bessel functions as $x \rightarrow \infty$ that for any $z \in(0, \infty)$,

$$
\left|\int_{0}^{z} \sqrt{x} J_{m}(x) d x\right| \leq c<\infty
$$

where $c$ is independent of $m$ and $z$.
Set $\sqrt{x} f(x, \omega)=\widetilde{f}_{\omega}(x)$. We can represent $\tilde{f}_{\omega}(x)$ as

$$
\widetilde{f}_{\omega}(x)=f_{\omega}^{(1)}(x)-f_{\omega}^{(2)}(x)
$$

where $f_{\omega}^{(1)}(x)=V_{0}^{x}\left(\widetilde{f}_{\omega}(x)\right)$ is the total variation of $\widetilde{f}_{\omega}(x)$ in $[0, x], x \in[0,1]$, and $f_{\omega}^{(2)}(x)=V_{0}^{x}\left(\widetilde{f}_{\omega}(x)\right)-\widetilde{f}_{\omega}(x)$. The functions $f_{\omega}^{(1)}(x)$ and $f_{\omega}^{(2)}(x)$ are nondecreasing in $x$ for each fixed $\omega \in[a, b]$. We have

$$
\begin{aligned}
f_{\omega}^{(1)}(0) & =0, \quad f_{\omega}^{(1)}(1)=V_{0}^{1}\left(\widetilde{f}_{\omega}(x)\right)=V_{f}(\omega) \in L_{1}(a, b), \\
f_{\omega}^{(2)}(0) & =-\widetilde{f}_{\omega}(0)=-F(\omega) \in L_{1}(a, b), \\
f_{\omega}^{(2)}(1) & =V_{0}^{1}\left(\widetilde{f}_{\omega}(x)\right)-\widetilde{f}_{\omega}(1)=V_{f}(\omega)-\widetilde{f}_{\omega}(1) .
\end{aligned}
$$

Note that $\left|\widetilde{f}_{\omega}(1)\right| \leq\left|\widetilde{f}_{\omega}(0)\right|+V_{0}^{1}\left(\widetilde{f}_{\omega}(x)\right)=|F(\omega)|+V_{f}(\omega)$. Applying the second mean value theorem for integrals we deduce that

$$
\begin{aligned}
\left|\int_{0}^{1} \sqrt{x} f_{\omega}^{(1)}(x) J_{m}(\lambda x) d x\right| \leq & \left|f_{\omega}^{(1)}(0)\right|\left|\int_{0}^{\xi} \sqrt{x} J_{m}(\lambda x) d x\right| \\
& +\left|f_{\omega}^{(1)}(1)\right| \int_{\xi}^{1} \sqrt{x} J_{m}(\lambda x) d x \mid \\
\leq & C V_{f}(\omega) \lambda^{-3 / 2}
\end{aligned}
$$

Estimating the integral $\int_{0}^{1} \sqrt{x} f_{\omega}^{(2)}(\lambda x) J_{m}(x) d x$ in an analogous manner and combining the results we obtain the required estimate.

The next lemma permits one to increase the decay of $I_{m}(\lambda, \omega)$ in $\lambda$.
Lemma 2. Let $f(x, \omega)$ have a partial derivative $\partial_{x} f(x, \omega)$ in $[0,1]$ and let $f(0, \omega)=f(1, \omega)=0$ (in case $m=0$ only $f(1, \omega)=0)$. Assume that for any fixed $\omega \in[a, b], \sqrt{x} \partial_{x} f(x, \omega)$ has a bounded total variation in $x \in[0,1]$ which is absolutely integrable in $\omega \in[a, b]$, i.e., $V_{0}^{1}\left(\sqrt{x} \partial_{x} f(x, \omega)\right)=V_{f, 1}(\omega) \in$ $L_{1}(a, b)$, and

$$
\lim _{x \rightarrow 0^{+}} \sqrt{x} \partial_{x} f(x, \omega)=F_{1}(\omega) \in L_{1}(a, b) .
$$

Then for $m \geq 0, \lambda>0$ and $\omega \in[a, b]$,

$$
\left|I_{m}(\lambda, \omega)\right| \leq \frac{C_{\omega}(m+1)}{\lambda^{5 / 2}}
$$

where $C_{\omega} \in L_{1}(a, b)$ and is independent of $m$ and $\lambda$.
Proof. We shall use the notations $f_{\omega}(x)=f(x, \omega)$ and $f_{\omega}^{\prime}(x)=$ $\partial_{x} f(x, \omega)$. Changing the variable $\xi=\lambda x$ and integrating by parts we obtain

$$
\begin{aligned}
I_{m}(\lambda, \omega) & =\frac{1}{\lambda^{2}} \int_{0}^{\lambda} \xi f_{\omega}(\xi / \lambda) J_{m}(\xi) d \xi \\
& =-\frac{1}{\lambda^{2}} \int_{0}^{\lambda}\left[\frac{1}{\lambda} f_{\omega}^{\prime}(\xi / \lambda) \xi-m f_{\omega}(\xi / \lambda)\right] J_{m+1}(\xi) d \xi \\
& =-\frac{1}{\lambda} \int_{0}^{1}\left[f_{\omega}^{\prime}(x) x-m f_{\omega}(x)\right] J_{m+1}(\lambda x) d x
\end{aligned}
$$

In order to justify these calculations we note that the hypotheses imply that there exists a constant $M_{\omega} \in L_{1}(a, b)$ such that $\left|\sqrt{x} f_{\omega}^{\prime}(x)\right| \leq M_{\omega}$ for
$x \in[0,1]$. Therefore, $f_{\omega}^{\prime}(x)$ is absolutely integrable in $x \in[0,1]$. Expanding $f_{\omega}(x)$ around $x_{0}=0$ and using the boundary condition $f_{\omega}(0)=0$ we get, for $x \in(0,1]$,

$$
f_{\omega}(x)=f_{\omega}^{\prime}\left(\vartheta_{1} x\right) x, \quad 0<\vartheta_{1}<1
$$

Substituting this expression into the integrand we obtain

$$
I_{m}(\lambda, \omega)=-\frac{1}{\lambda} \int_{0}^{1}\left[f_{\omega}^{\prime}(x)-m f_{\omega}^{\prime}\left(\vartheta_{1} x\right)\right] x J_{m+1}(\lambda x) d x
$$

Applying Lemma 1 we deduce the required estimate. When $m=0$ we do not need to expand $f_{\omega}(x)$ around $x_{0}=0$ and, therefore, we do not need the condition $f_{\omega}(0)=0$.

Remark 4.1. The fact that Assumptions A are valid for the initial function means that $\varphi(r, \theta)$ satisfies the hypotheses of Lemma 2 for $m=0$ and its second derivative $\partial_{\theta}^{2} \varphi(r, \theta)$ satisfies the hypotheses of Lemma 2 in the general case.

In the sequel we shall calculate the eigenfunction expansion coefficients of $u^{2}$ by means of multiplying two series, i.e.,

$$
\begin{aligned}
\left(u^{2}\right)_{m n}^{\wedge}(t) & =\frac{1}{\left\|\chi_{m n}\right\|_{r, 0}^{2}}\left(\sum_{p, q} \widehat{u}_{p q}(t) \chi_{p q} \cdot \sum_{l, s} \widehat{u}_{l s}(t) \chi_{l s}, \chi_{m n}\right)_{r, 0} \\
& =\frac{1}{\left\|\chi_{m n}\right\|_{r, 0}^{2}} \sum_{p, q, l, s}\left(\chi_{p q} \chi_{l s}, \chi_{m n}\right)_{r, 0} \widehat{u}_{p q}(t) \widehat{u}_{l s}(t)
\end{aligned}
$$

Therefore, we shall need estimates of the coefficients

$$
\begin{equation*}
a_{m n p q l s}=\frac{g_{m n p q l s}}{\left\|J_{m}\left(\lambda_{m n} r\right)\right\|_{r}^{2}}, \quad g_{m n p q l s}=\int_{0}^{1} r J_{m}\left(\lambda_{m n} r\right) J_{p}\left(\lambda_{p q} r\right) J_{l}\left(\lambda_{l s} r\right) d r \tag{4.1}
\end{equation*}
$$

for integers $m, p, l \geq 0$ and $n, q, s \geq 1$.

## Lemma 3. The following inequality holds:

$$
\begin{equation*}
\left|a_{m n p q l s}\right| \leq C \frac{\sqrt{\lambda_{m n}}}{\sqrt{\lambda_{p q} \lambda_{l s}}} \tag{4.2}
\end{equation*}
$$

where the constant is independent of $m, n, p, q, l, s$.
Proof. Using (2.4) and the estimate [18, 25]

$$
\begin{equation*}
\left|J_{\nu}(z)\right| \leq C / \sqrt{z}, \quad \nu \geq 0, z>0 \tag{4.3}
\end{equation*}
$$

for each of the Bessel functions in the integrand we obtain (4.2).

Lemma 4. For a function $f(r, \theta)$ satisfying Assumptions A the following estimate holds for integers $m \geq 0, n \geq 1$ :

$$
\begin{equation*}
\left|\widehat{f}_{m n}\right| \leq \frac{C}{\lambda_{m n}^{3 / 2}(m+1)} \tag{4.4}
\end{equation*}
$$

Proof. By Lemma 2 and (2.4), for $m=0$ we have

$$
\begin{aligned}
\left|\widehat{f}_{0 n}\right| & \leq \frac{1}{2 \pi\left\|J_{0}\left(\lambda_{0 n} r\right)\right\|_{r}^{2}} \int_{-\pi}^{\pi} d \theta\left|\int_{0}^{1} r J_{0}\left(\lambda_{0 n} r\right) f(r, \theta) d r\right| \\
& \leq \frac{1}{\lambda_{0 n}^{3 / 2}} \int_{-\pi}^{\pi} C_{\theta} d \theta \leq \frac{C}{\lambda_{0 n}^{3 / 2}}
\end{aligned}
$$

where $C_{\theta} \in L_{1}(-\pi, \pi)$. To justify the use of the iterated integral above we note that it follows from the hypotheses of the theorem that there exists $N_{\theta} \in L_{1}(-\pi, \pi)$ such that $\left|\partial_{r} f(r, \theta)\right| \leq N_{\theta} / \sqrt{r}, r \in(0,1)$. Therefore, since $f(1, \theta)=0$, we have

$$
|f(r, \theta)| \leq \int_{r}^{1}\left|\partial_{\xi} f(\xi, \theta)\right| d \xi \leq c N_{\theta}
$$

uniformly in $r \in[0,1]$.
For $m \geq 1$ we can integrate two times in $\theta$ using the periodicity conditions $\partial_{\theta}^{k} f(r,-\pi)=\partial_{\theta}^{k} f(r,-\pi), k=0,1$, to get

$$
\begin{aligned}
\widehat{f}_{m n} & =\frac{1}{\left\|J_{m}\left(\lambda_{m n} r\right)\right\|_{r}^{2}} \int_{0}^{1} r J_{m}\left(\lambda_{m n} r\right) \wp_{m}(r) d r \\
\wp_{m}(r) & =-\frac{1}{2 \pi m^{2}} \int_{-\pi}^{\pi} e^{-i m \theta} \partial_{\theta}^{2} f(r, \theta) d \theta
\end{aligned}
$$

Changing the order of integration and applying Lemma 2 and (2.4) we deduce that

$$
\begin{aligned}
\left|\widehat{f}_{m n}\right| & \leq \frac{1}{2 \pi\left\|J_{m}\left(\lambda_{m n} r\right)\right\|_{r}^{2} m^{2}} \int_{-\pi}^{\pi} d \theta\left|\int_{0}^{1} r J_{m}\left(\lambda_{m n} r\right) \partial_{\theta}^{2} f(r, \theta) d r\right| \\
& \leq \frac{1}{\lambda_{m n}^{3 / 2}(m+1)} \int_{-\pi}^{\pi} C_{\theta} d \theta \leq \frac{C}{\lambda_{m n}^{3 / 2}(m+1)}
\end{aligned}
$$

The inequality (4.4) is established.
Lemma 5. The following estimates are valid for the functions (3.6), (3.7) with $m \geq 0, n \geq 1, N \geq 0, t>0$ :

$$
\begin{equation*}
\left|\widehat{v}_{m n}^{(N)}(t)\right| \leq c^{N}(N+1)^{-2} \lambda_{m n}^{-(\alpha-1 / 2)}(m+1)^{-1} \exp \left(-\lambda_{01}^{\alpha} t\right) \tag{4.5}
\end{equation*}
$$

Proof. First, we notice that the estimates (4.4) hold for the coefficients $\widehat{\varphi}_{m n}$. Next, we use induction on $N$. For $N=0$ and sufficiently small $\varepsilon$ we have, from (3.6),

$$
\left|\widehat{v}_{m n}^{(0)}(t)\right| \leq \varepsilon\left|\widehat{\varphi}_{m n}\right| \exp \left(-\lambda_{m n}^{\alpha} t\right) \leq \lambda_{m n}^{-3 / 2}(m+1)^{-1} \exp \left(-\lambda_{01}^{\alpha} t\right) .
$$

Assuming that (4.5) holds for all $\widehat{v}_{m n}^{(k)}(t), 0 \leq k \leq N-1$, we shall prove that it is valid for $k=N$. We shall estimate a typical term on the right-hand side of (3.7) using the inequality [14, p. 181]

$$
j^{-2}(N+1-j)^{-2} \leq 2^{2}(N+1)^{-2}\left[j^{-2}+(N+1-j)^{-2}\right], \quad 1 \leq j \leq N
$$

Denoting this term by $\Im_{m n}^{(N)}(t)$, we have, by (2.4),

$$
\begin{aligned}
\left|\Im_{m n}^{(N)}(t)\right| \leq & c \lambda_{m n} \int_{0}^{t} \exp \left[-\lambda_{m n}^{\alpha}(t-\tau)\right] \\
& \times \sum_{\substack{p, l \geq 0 ; q, s \geq 1 \\
p+l=m}}\left|a_{m n p q l s}\right| \sum_{j=1}^{N}\left|\widehat{v}_{p q}^{(j-1)}(\tau)\right| \cdot\left|\widehat{v}_{l s}^{(N-j)}(\tau)\right| d \tau \\
\leq & c \lambda_{m n}^{1 / 2} S_{m n}(t) \Gamma_{m} \mathrm{C}^{(N)}
\end{aligned}
$$

where

$$
\begin{aligned}
S_{m n}(t) & =\exp \left(-\lambda_{m n}^{\alpha} t\right) \int_{0}^{t} \exp \left[\left(\lambda_{m n}^{\alpha}-2 \lambda_{01}^{\alpha}\right) \tau\right] d \tau \\
\Gamma_{m} & =\sum_{\substack{p, l \geq 0 ; q, s \geq 1 \\
p+l=m}} \frac{1}{\lambda_{p q}^{\alpha}} \cdot \frac{1}{\lambda_{l s}^{\alpha}} \cdot \frac{1}{(p+1)(l+1)}>0 \\
\mathrm{C}^{(N)} & =\sum_{j=1}^{N} c^{j-1} c^{N-j} j^{-2}(N+1-j)^{-2} \leq c^{N-1}(N+1)^{-2}
\end{aligned}
$$

Now we prove that

$$
\begin{equation*}
S_{m n}(t) \leq C \frac{\exp \left(-\lambda_{01}^{\alpha} t\right)}{\lambda_{m n}^{\alpha}} \tag{4.6}
\end{equation*}
$$

For this purpose we consider several subcases.
(i) If $m=0, n=1$, then

$$
\begin{aligned}
S_{01}(t) & =\exp \left(-\lambda_{01}^{\alpha} t\right) \int_{0}^{t} \exp \left(-\lambda_{01}^{\alpha} \tau\right) d \tau=\exp \left(-\lambda_{01}^{\alpha} t\right) \frac{1-\exp \left(-\lambda_{01}^{\alpha} t\right)}{\lambda_{01}^{\alpha}} \\
& \leq \frac{\exp \left(-\lambda_{01}^{\alpha} t\right)}{\lambda_{01}^{\alpha}}
\end{aligned}
$$

(ii) If $m=0, n \geq 2$, then $\lambda_{0 n} \geq \lambda_{02}>2 \lambda_{01}$ since $\lambda_{02} \simeq 5.52$ and $\lambda_{01} \simeq 2.42$ (see [10]). Therefore, for $1<\alpha \leq 2$,

$$
\lambda_{0 n}^{\alpha}-2 \lambda_{01}^{\alpha} \geq \lambda_{02}^{\alpha}-2 \lambda_{01}^{\alpha} \geq \lambda_{01}^{\alpha}\left[\left(\frac{\lambda_{02}}{\lambda_{01}}\right)^{\alpha}-2\right]>0
$$

and for $n \geq 2$ we have

$$
\begin{aligned}
S_{0 n}(t) & =\exp \left(-\lambda_{0 n}^{\alpha} t\right) \int_{0}^{t} \exp \left[\left(\lambda_{0 n}^{\alpha}-2 \lambda_{01}^{\alpha}\right) \tau\right] d \tau \\
& =\exp \left(-\lambda_{0 n}^{\alpha} t\right) \frac{\exp \left[\left(\lambda_{0 n}^{\alpha}-2 \lambda_{01}^{\alpha}\right) t\right]-1}{\lambda_{0 n}^{\alpha}-2 \lambda_{01}^{\alpha}} \\
& \leq \frac{\exp \left(-2 \lambda_{01}^{\alpha} t\right)}{\lambda_{0 n}^{\alpha}\left[1-2\left(\lambda_{01} / \lambda_{0 n}\right)^{\alpha}\right]} \leq C \frac{\exp \left(-\lambda_{01}^{\alpha} t\right)}{\lambda_{0 n}^{\alpha}}
\end{aligned}
$$

(iii) If $m=1, n=1$, then $\lambda_{11} \simeq 3.83$, and $\lambda_{11}^{\alpha}-2 \lambda_{01}^{\alpha}<0$ if $1<\alpha<\alpha_{\text {cr }}$, where $\alpha_{\text {cr }}=\ln 2 / \ln \left(\lambda_{11} / \lambda_{01}\right) \simeq 1.53, \lambda_{11}^{\alpha}-2 \lambda_{01}^{\alpha}=0$ for $\alpha=\alpha_{\text {cr }}$; and $\lambda_{11}^{\alpha}-2 \lambda_{01}^{\alpha}>0$ for $\alpha_{\text {cr }}<\alpha \leq 2$.

Therefore, if $1<\alpha<\alpha_{\text {cr }}$, we can write

$$
\begin{aligned}
S_{11}(t)= & \exp \left(-\lambda_{11}^{\alpha} t\right) \int_{0}^{t} \exp \left[-\left(2 \lambda_{01}^{\alpha}-\lambda_{11}^{\alpha}\right) \tau\right] d \tau \\
& =\exp \left(-\lambda_{11}^{\alpha} t\right) \frac{1-\exp \left[-\left(2 \lambda_{01}^{\alpha}-\lambda_{11}^{\alpha}\right) t\right]}{2 \lambda_{01}^{\alpha}-\lambda_{11}^{\alpha}} \\
& \leq C \frac{\exp \left(-\lambda_{11}^{\alpha} t\right)}{\lambda_{11}^{\alpha}\left[2\left(\lambda_{01} / \lambda_{11}\right)^{\alpha}-1\right]} \leq C \frac{\exp \left(-\lambda_{01}^{\alpha} t\right)}{\lambda_{11}^{\alpha}}
\end{aligned}
$$

If $\alpha=\alpha_{\mathrm{cr}}$, then

$$
S_{11}(t)=\exp \left(-\lambda_{11}^{\alpha} t\right) \int_{0}^{t} d \tau=t \exp \left(-\lambda_{11}^{\alpha} t\right)=t \exp \left(-2 \lambda_{01}^{\alpha} t\right) \leq C \frac{\exp \left(-\lambda_{01}^{\alpha} t\right)}{\lambda_{11}^{\alpha}}
$$

If $\alpha_{\text {cr }}<\alpha \leq 2$, we can repeat the considerations of item (ii) to get

$$
S_{11}(t)=\exp \left(-\lambda_{11}^{\alpha} t\right) \int_{0}^{t} \exp \left[\left(\lambda_{11}^{\alpha}-2 \lambda_{01}^{\alpha}\right) \tau\right] d \tau \leq C \frac{\exp \left(-2 \lambda_{01}^{\alpha} t\right)}{\lambda_{11}^{\alpha}} \leq C \frac{\exp \left(-\lambda_{01}^{\alpha} t\right)}{\lambda_{11}^{\alpha}}
$$

(iv) If $m \geq 1, n \geq 2$, then $\lambda_{m n}^{\alpha}-2 \lambda_{01}^{\alpha} \geq \lambda_{12}^{\alpha}-2 \lambda_{01}^{\alpha}>0$ since $\lambda_{12} \simeq 7.02$. Therefore, the same arguments as in (ii) lead to

$$
\begin{aligned}
S_{m n}(t) & =\exp \left(-\lambda_{m n}^{\alpha} t\right) \frac{\exp \left[\left(\lambda_{m n}^{\alpha}-2 \lambda_{01}^{\alpha}\right) t\right]-1}{\lambda_{m n}^{\alpha}-2 \lambda_{01}^{\alpha}} \\
& \leq C \frac{\exp \left(-2 \lambda_{01}^{\alpha} t\right)}{\lambda_{m n}^{\alpha}} \leq C \frac{\exp \left(-\lambda_{01}^{\alpha} t\right)}{\lambda_{m n}^{\alpha}}
\end{aligned}
$$

The estimate (4.6) is established.

Next, we examine $\Gamma_{m}$ and prove that for $m \geq 0$,

$$
\begin{equation*}
\Gamma_{m} \leq \frac{C}{m+1} \tag{4.7}
\end{equation*}
$$

If $m=0$, then $p=l=0$ and

$$
\Gamma_{0}=\sum_{q, s=1}^{\infty} \frac{1}{\lambda_{0 q}^{\alpha}} \cdot \frac{1}{\lambda_{0 s}^{\alpha}}<\infty
$$

since $\alpha>1$. Assuming that $m \geq 1$ we can estimate $\Gamma_{m}$ as follows:

$$
\Gamma_{m} \leq \frac{1}{m+2} \sum_{q, l, s=1}^{\infty} \frac{1}{\lambda_{m-l, q}^{\alpha}} \cdot \frac{1}{\lambda_{l s}^{\alpha}}\left(\frac{1}{m-l+1}+\frac{1}{l+1}\right) \leq \frac{C}{m+1}
$$

The convergence of the triple sum follows from the asymptotics (2.5) and the comparison with the corresponding triple integral. Combining (4.6) and (4.7) we establish (4.5) by induction.

Corollary. The following inequalities hold for $N \geq 0, m=0, n \geq 2$ :

$$
\begin{equation*}
\left|\widehat{v}_{m n}^{(N)}(t)\right| \leq c^{N}(N+1)^{-2} \lambda_{m n}^{-(\alpha-1 / 2)}(m+1)^{-1} \exp \left(-2 \lambda_{01}^{\alpha} t\right) \tag{4.8}
\end{equation*}
$$

Moreover, for $m \geq 1, n \geq 1$,

$$
\begin{equation*}
\left|\widehat{v}_{m n}^{(N)}(t)\right| \leq c^{N}(N+1)^{-2} \lambda_{m n}^{-(\alpha-1 / 2)}(m+1)^{-1} \exp \left(-\lambda_{11}^{\alpha} t\right) \tag{4.9}
\end{equation*}
$$

Proof. Again we use induction on $N$. For $N=0$ we have

$$
\left|\widehat{v}_{0 n}^{(0)}(t)\right| \leq \varepsilon\left|\widehat{\varphi}_{0 n}\right| \exp \left(-\lambda_{0 n}^{\alpha} t\right) \leq \lambda_{0 n}^{-3 / 2} \exp \left(-\lambda_{02}^{\alpha} t\right) \leq \lambda_{0 n}^{-3 / 2} \exp \left(-2 \lambda_{01}^{\alpha} t\right)
$$

Assuming that (4.8) is valid for all $\widehat{v}_{0 n}^{(k)}(t), 0 \leq k \leq N-1$, we estimate $\widehat{v}_{0 n}^{(N)}(t)$. Since for $m=0$ the condition $p+l=m$ yields $p=0, l=0$ we should use the inequalities (4.5) to estimate the term

$$
\sum_{j=1}^{N}\left|\widehat{v}_{0 q}^{(j-1)}(\tau)\right| \cdot\left|\widehat{v}_{0 s}^{(N-j)}(\tau)\right|
$$

and, therefore, obtain for $\widehat{v}_{0 n}^{(N)}(t)$ the same estimate as in item (ii) of the proof of Lemma 5. Similar considerations are used to establish (4.9).

## 5. Proof of Theorem 1

5.1. Construction of solutions. We seek solutions of (3.1) in the form

$$
\begin{align*}
& u(r, \theta, t)= \sum_{m=-\infty}^{\infty} \sum_{n=1}^{\infty} \widehat{u}_{m n}(t) \chi_{m n}(r, \theta)  \tag{5.1}\\
& \text { with } \quad \widehat{u}_{m n}(t)=\frac{\left(u, \chi_{m n}\right)_{r, 0}(t)}{\left\|\chi_{m n}\right\|_{r, 0}^{2}}
\end{align*}
$$

Since for integer $m \geq 0, J_{-m}(z)=(-1)^{m} J_{m}(z)$ and $\lambda_{-m, n}=\lambda_{m, n}, n \geq 1$ (see $[18,25]$ ), we can deduce that

$$
\widehat{u}_{-m, n}(t)=(-1)^{m} \overline{\widehat{u}_{-m, n}(t)}, \quad m \geq 0, n \geq 1
$$

Therefore, we can rewrite (5.1) as

$$
\begin{align*}
u(r, \theta, t)= & \sum_{n=1}^{\infty} \widehat{u}_{0 n}(t) J_{0}\left(\lambda_{0 n} r\right)  \tag{5.2}\\
& +\sum_{m, n=1}^{\infty} J_{m}\left(\lambda_{m n} r\right)\left[\widehat{u}_{m n}(t) e^{i m \theta}+{\widehat{\widehat{u}_{m n}}(t)} e^{-i m \theta}\right] \\
= & \sum_{m, n}^{\infty} \widehat{u}_{m n}(t) \chi_{m n}(r, \theta)
\end{align*}
$$

The right-hand side of (5.2) will be used as the notation for the sum on the left-hand side.

First, we expand $u^{2}$ in a series of the type (5.1), then we substitute it into (2.1) to obtain

$$
\left\{\begin{array}{l}
\widehat{u}_{m n}^{\prime}(t)+\lambda_{m n}^{\alpha} \widehat{u}_{m n}(t)=\left(u^{2}\right)_{m n}^{\wedge}(t), \quad t>0  \tag{5.3}\\
\widehat{u}_{m n}(0)=\varepsilon^{2} \widehat{\varphi}_{m n}, \quad m \in \mathbb{Z}, n \in \mathbb{N}
\end{array}\right.
$$

where $\widehat{\varphi}_{m n}$ are the coefficients of the corresponding expansion of $\varphi(r, \theta)$, i.e.,

$$
\varphi(r, \theta)=\sum_{m=-\infty}^{\infty} \sum_{n=1}^{\infty} \widehat{\varphi}_{m n} \chi_{m n}(r, \theta), \quad \widehat{\varphi}_{m n}=\frac{\left(\varphi, \chi_{m n}\right)_{r, 0}}{\left\|\chi_{m n}\right\|_{r, 0}^{2}}
$$

Note that the estimates (4.4) are valid for $\widehat{\varphi}_{m n}$.
Next, we obtain the series expansion coefficients of $u^{2}$ by multiplying two series. We have

$$
\begin{aligned}
&\left(u^{2}\right)_{m n}^{\wedge}(t) \\
&= \frac{1}{\left\|\chi_{m n}\right\|_{r, 0}^{2}} \int_{0}^{1} d r r J_{m}\left(\lambda_{m n} r\right) \int_{-\pi}^{\pi} d \theta e^{-i m \theta} \\
& \times\left\{\sum_{q=1}^{\infty} \widehat{u}_{0 q}(t) J_{0}\left(\lambda_{0 q} r\right)+\sum_{q, p=1}^{\infty} J_{p}\left(\lambda_{p q} r\right)\left[\widehat{u}_{p q}(t) e^{i p \theta}+\overline{\widehat{u}_{p q}(t)} e^{-i p \theta}\right]\right\} \\
& \times\left\{\sum_{s=1}^{\infty} \widehat{u}_{0 s}(t) J_{0}\left(\lambda_{0 s} r\right)+\sum_{s, l=1}^{\infty} J_{l}\left(\lambda_{l s} r\right)\left[\widehat{u}_{l s}(t) e^{i l \theta}+{\overline{\widehat{u}_{l s}(t)}}^{-i l \theta}\right]\right\} .
\end{aligned}
$$

Calculating the integrals in $\theta$ we deduce that for $m \geq 0, n \geq 1$,

$$
\begin{align*}
& \left(u^{2}\right)_{m n}^{\wedge}(t)  \tag{5.4}\\
& =\sum_{\substack{p, l \geq 0 ; q, s \geq 1 \\
p+l=m}} a_{m n p q l s} \widehat{u}_{p q}(t) \widehat{u}_{l s}(t)+\sum_{\substack{p, q, l, s \geq 1 \\
l-p=m}} a_{m n p q l s}{\overline{\widehat{u}_{p q}}(t)}^{\widehat{u}_{l s}}(t) \\
& +\sum_{\substack{p, q, l, s \geq 1 \\
p-l=m}} a_{m n p q l s} \widehat{u}_{p q}(t) \overline{\widehat{u}_{l s}(t)},
\end{align*}
$$

where the coeffcients $a_{\text {mnpqls }}$ are defined by (4.1).
Setting $\widehat{\Phi}_{m n}=\varepsilon \widehat{\varphi}_{m n}$ (it is convenient to keep $\varepsilon$ in these coefficients in order to simplify some estimates) we integrate (5.3) in $t$ to get

$$
\begin{equation*}
\widehat{u}_{m n}(t)=\varepsilon \widehat{\Phi}_{m n} \exp \left(-\lambda_{m n}^{\alpha} t\right)+\int_{0}^{t} \exp \left[-\lambda_{m n}^{\alpha}(t-\tau)\right]\left(u^{2}\right)_{m n}^{\wedge}(\tau) d \tau \tag{5.5}
\end{equation*}
$$

For solving this nonlinear integral equation we use perturbation theory. Representing $\widehat{u}_{m n}(t)$ as a formal series in $\varepsilon$,

$$
\begin{equation*}
\widehat{u}_{m n}(t)=\sum_{N=0}^{\infty} \varepsilon^{N+1} \widehat{v}_{m n}^{(N)}(t) \tag{5.6}
\end{equation*}
$$

we substitute (5.6) into (5.5), compare the coefficients of equal powers of $\varepsilon$ and get the following recurrence formulas for $m \geq 0, n \geq 1, N \geq 0, t>0$ :

$$
\begin{align*}
\widehat{v}_{m n}^{(0)}(t)= & \widehat{\Phi}_{m n} \exp \left(-\lambda_{m n}^{\alpha} t\right)  \tag{5.7}\\
\widehat{v}_{m n}^{(N)}(t)= & \int_{0}^{t} \exp \left[-\lambda_{m n}^{\alpha}(t-\tau)\right] \\
& \times\left\{\sum_{\substack{p, l \geq 0 ; q, s \geq 1 \\
p+l=m}} a_{m n p q l s} \sum_{j=1}^{N} \widehat{v}_{p q}^{(j-1)}(\tau) \widehat{v}_{l s}^{(N-j)}(\tau)\right. \\
& +\sum_{\substack{p, q, l, s \geq 1 \\
l-p=m}} a_{m n p q l s} \sum_{j=1}^{N} \overline{\widehat{v}_{p q}^{(j-1)}(\tau) \widehat{v}_{l s}^{(N-j)}(\tau)} \\
& \left.+\sum_{\substack{p, q, l, s \geq 1 \\
p-l=m}} a_{m n p q l s} \sum_{j=1}^{N} \widehat{v}_{p q}^{(j-1)}(\tau) \overline{\widehat{v}_{l s}^{(N-j)}(\tau)}\right\} d \tau, \quad N \geq 1
\end{align*}
$$

In order to prove that the formally constructed function (5.2), (5.6), (5.7) is really a mild solution of $(2.1)$ in the space $C^{0}\left([0, \infty), H_{r}^{s}(\Omega)\right), s<\alpha-1 / 2$, we should examine the convergence of the series

$$
\begin{equation*}
u(r, \theta, t)=\sum_{m, n}^{*}\left[\sum_{N=0}^{\infty} \varepsilon^{N+1} \widehat{v}_{m n}^{(N)}(t)\right] \chi_{m n}(r, \theta) \tag{5.8}
\end{equation*}
$$

where the $\widehat{v}_{m n}^{(N)}(t)$ have the estimates (4.5), (4.8), (4.9). Making use of (5.6) and choosing $\varepsilon \leq \varepsilon_{0}<1 / c$ we can establish analogous estimates for $\widehat{u}_{m n}^{(N)}(t)$ (with $c^{N}(N+1)^{-2}$ replaced by $c$ ).

Using (2.4) and (2.5) we deduce that the series

$$
\sum_{m, n} \lambda_{m n}^{2 s}\left|\widehat{u}_{m n}(t)\right|^{2}\left\|J_{m}\left(\lambda_{m n} r\right)\right\|_{r}^{2}
$$

representing $\|u\|_{r, s}^{2}$ converges uniformly with respect to $t \geq 0$ for $s<\alpha-1 / 2$. To this end we apply Fubini-Tonelli's theorem to establish the convergence of the iterated series $\sum_{m} \sum_{n}$ by means of the comparison with the integral

$$
\int_{A_{1}}^{\infty} \frac{1}{m+1} \int_{B_{1}}^{\infty}(m+2 n-1 / 2)^{2 s-2 \alpha} d n
$$

with sufficiently large $A_{1}, B_{1}>0$. Thus, $u \in C^{0}\left([0, \infty), H_{r}^{s}(\Omega)\right)$ with $s<$ $\alpha-1 / 2$.

We note that for $(r, \theta) \in \Omega_{\delta}^{(2)}$ and $t \geq 0$ the series (5.2) converges absolutely and uniformly. Indeed, using the estimate (4.3) we get

$$
\left|\sum_{m, n}^{*} \widehat{u}_{m n}(t) \chi_{m n}(r, \theta)\right| \leq \frac{C}{\sqrt{r}}\left[\sum_{n=1}^{\infty} \frac{\left|\widehat{u}_{0 n}(t)\right|}{\sqrt{\lambda_{0 n}}}+\sum_{m, n=1}^{\infty} \frac{\left|\widehat{u}_{m n}(t)\right|}{\sqrt{\lambda_{m n}}}\right]
$$

Therefore, for $\varepsilon \leq \varepsilon_{0}<1 / c$ (where $c$ comes from the estimates (4.5)) we can interchange the order of summation in (5.8) and obtain

$$
\begin{align*}
u(r, \theta, t) & =\sum_{N=0}^{\infty} \varepsilon^{N+1} u^{(N)}(r, \theta, t),  \tag{5.9}\\
u^{(N)}(r, \theta, t) & =\sum_{m, n}^{*} \widehat{v}_{m n}^{(N)}(t) \chi_{m n}(r, \theta) .
\end{align*}
$$

From the absolute and uniform (in $r, \theta, t, \varepsilon$ ) convergence of this series it follows that $u(r, \theta, t)$ is continuous and bounded in $\Omega_{\delta}^{(2)} \times[0, \infty)$.
5.2. Uniqueness of solutions. Assume that there exist two mild solutions $u^{(1)}$ and $u^{(2)}$ of the problem (2.1) in $C^{0}\left([0, \infty), H_{r}^{s}(\Omega)\right), s<\alpha-1 / 2$. Then each of them can be expanded in a series of the type (5.2), and the estimates (4.5) are valid for the corresponding coefficients. Setting $w=u^{(1)}-u^{(2)}$ we expand $w$ in a series of the same type and obtain

$$
w(r, \theta, t)=\sum_{m, n}^{*} \widehat{w}_{m n}(t) \chi(r, \theta)
$$

where

$$
\begin{equation*}
\widehat{w}_{m n}(t)=\int_{0}^{t} \exp \left[-\lambda_{m n}^{\alpha}(t-\tau)\right]\left\{\left[\left(u^{(1)}\right)^{2}\right]_{m n}^{\wedge}(\tau)-\left[\left(u^{(2)}\right)^{2}\right]_{m n}^{\wedge}(\tau)\right\} d \tau . \tag{5.10}
\end{equation*}
$$

A typical term in the difference in the integrand can be represented as

$$
H_{m n}(t)=\sum_{p, q, l, s} a_{m n p q l s}\left[\widehat{u}_{p q}^{(1)}(t) \widehat{w}_{l s}(t)+\widehat{u}_{l s}^{(2)}(t) \widehat{w}_{p q}(t)\right] .
$$

For brevity we omit here the convolutions in $p$ and $l$.
Using the Cauchy-Schwarz inequality and (2.4), (4.2) we can write, for $k=1,2$,

$$
\begin{aligned}
& \left|\sum_{p, q, l, s} a_{m n p q l s} \widehat{u}_{p q}^{(k)}(t) \widehat{w}_{l s}(t)\right| \\
& \leq C \sqrt{\lambda_{m n}} \sum_{p, q, l, s} \frac{\left|\widehat{u}_{p q}^{(k)}(t)\right|}{\sqrt{\lambda_{p q}}} \cdot \frac{\left|\widehat{w}_{l s}(t)\right|}{\sqrt{\lambda_{l s}}} \\
& \leq C \sqrt{\lambda_{m n}}\left(\sum_{p, q} \frac{\left|\widehat{u}_{p q}^{(k)}(t)\right|^{2}}{\sqrt{\lambda_{p q}}}\right)^{1 / 2}\left(\sum_{l, s} \frac{\left|\widehat{w}_{l s}(t)\right|^{2}}{\sqrt{\lambda_{l s}}}\right)^{1 / 2} \\
& \leq C \sqrt{\lambda_{m n}}\left(\sum_{p, q}\left|\widehat{u}_{p q}^{(k)}(t)\right|^{2}\left\|J_{p}\left(\lambda_{p q} r\right)\right\|_{r}^{2}\right)^{1 / 2} \\
& \\
& \times\left(\sum_{l, s}\left|\widehat{w}_{l s}(t)\right|^{2}\left\|J_{p}\left(\lambda_{p q} r\right)\right\|_{r}^{2}\right)^{1 / 2} \\
& \leq C \sqrt{\lambda_{m n}}\left\|u^{(k)}(t)\right\|_{r, 0}\|w(t)\|_{r, 0} .
\end{aligned}
$$

Since $\left\|u^{(k)}(t)\right\|_{r, 0}<\infty$ uniformly in $t \geq 0$ we deduce from (5.10) that

$$
\left|\widehat{w}_{m n}(t)\right|^{2} \leq C \lambda_{m n}\left(\int_{0}^{t} \exp \left[-\lambda_{m n}^{\alpha}(t-\tau)\right]\|w(\tau)\|_{r, 0} d \tau\right)^{2} .
$$

Multiplying this inequality by $\left\|\chi_{m n}\right\|_{r, 0}^{2}$ and summing the result over $m, n$, we find that for some $h>0$ and $t \in[0, h]$,

$$
\|w(t)\|_{r, 0}^{2} \leq C Q(t)\left(\sup _{t \in[0, h]}\|w(t)\|_{r, 0}^{2}\right),
$$

where

$$
\begin{aligned}
Q(t) & =\sum_{m, n} \lambda_{m n}\left\|\chi_{m n}\right\|_{r, 0}^{2}\left(\int_{0}^{t} \exp \left[-\lambda_{m n}^{\alpha}(t-\tau)\right] d \tau\right)^{2} \\
& =\sum_{m, n} \lambda_{m n}\left\|\chi_{m n}\right\|_{r, 0}^{2}\left(\frac{1-\exp \left(-\lambda_{m n}^{\alpha} t\right)}{\lambda_{m n}^{\alpha}}\right)^{2} .
\end{aligned}
$$

Note that $Q(t)$ is a nondecreasing continuous function on $[0, h]$ and $Q(0)=0$. Therefore,

$$
\left(\sup _{t \in\left[0, T_{1}\right]}\|w(t)\|_{r, 0}\right)^{2} \leq C Q(t)\left(\sup _{t \in[0, h]}\|w(t)\|_{r, 0}\right)^{2} \leq C(h)\left(\sup _{t \in[0, h]}\|w(t)\|_{r, 0}\right)^{2}
$$

where $C(h)=C Q(h)$. We can make the constant $C(h)$ less than one by an appropriate choice of $h$. This contradiction yields the uniqueness for $t \in[0, h]$.

Next, we continue this process for the intervals $\left[T_{1}, T_{2}\right],\left[T_{2}, T_{3}\right], \ldots$ $\ldots,\left[T_{k}, T_{k+1}\right], \ldots$ with $T_{k}=k h$ and $k \rightarrow \infty$. Since

$$
\int_{T_{k}}^{t} \exp \left[-\lambda_{m n}^{\alpha}(t-\tau)\right] d \tau=\frac{1-\exp \left[-\lambda_{m n}^{\alpha}\left(t-T_{k}\right)\right]}{\lambda_{m n}^{\alpha}}
$$

we deduce that for $t \in\left[T_{k}, T_{k+1}\right]$,

$$
\left(\sup _{t \in\left[T_{k}, T_{k+1}\right]}\|w(t)\|_{r, 0}\right)^{2} \leq C Q\left(t-T_{k}\right)\left(\sup _{t \in\left[T_{k}, T_{k+1}\right]}\|w(t)\|_{r, 0}\right)^{2}
$$

Setting $t=T_{k}+\eta, \eta \in[0, h]$, so that $Q\left(t-T_{k}\right)=Q(\eta)$, and observing that the condition $C Q(\eta) \leq C Q(h)<1$ has already been satisfied we establish the uniqueness of solutions for all $t \geq 0$.
6. Proof of Theorem 2: long-time asymptotics. Recalling (5.2) we can represent the solution as

$$
\begin{equation*}
u(r, \theta, t)=\widehat{u}_{01}(t) J_{0}\left(\lambda_{01} r\right)+R_{1}(r, t)+R_{2}(r, \theta, t) \tag{6.1}
\end{equation*}
$$

where

$$
\begin{aligned}
R_{1}(r, t) & =\sum_{n=2}^{\infty} \widehat{u}_{0 n}(t) J_{0}\left(\lambda_{0 n} r\right) \\
R_{2}(r, \theta, t) & =\sum_{m, n=1}^{\infty} J_{m}\left(\lambda_{m n} r\right)\left[\widehat{u}_{m n}(t) e^{i m \theta}+\overline{\widehat{u}_{m n}(t)} e^{-i m \theta}\right] .
\end{aligned}
$$

First, we obtain a subtle asymptotic estimate of $\widehat{u}_{01}(t)$ and then estimate the residual terms $R_{1,2}$. By (5.6) we have

$$
\widehat{u}_{01}(t)=\sum_{N=0}^{\infty} \varepsilon^{N+1} \widehat{v}_{01}^{(N)}(t)
$$

Adding and subtracting the integrals from $t$ to $\infty$ in the integral representations of $\widehat{v}_{01}^{(N)}(t), N \geq 1$, we can write

$$
\begin{align*}
& \widehat{v}_{01}^{(0)}(t)=\exp \left(-\lambda_{01}^{\alpha} t\right) B_{\varepsilon}^{(0)}, \quad \widehat{v}_{01}^{(N)}(t)=\exp \left(-\lambda_{01}^{\alpha} t\right)\left[B_{\varepsilon}^{(N)}+R_{01}^{(N)}(t)\right] \\
& B_{\varepsilon}^{(0)}=\varepsilon \widehat{\varphi}_{01}, \quad B_{\varepsilon}^{(N)}=\int_{0}^{\infty} \exp \left(\lambda_{01}^{\alpha} \tau\right) G_{01}^{(N)}(\widehat{v}(\tau)) d \tau \\
& R_{01}^{(N)}(t)=\int_{t}^{\infty} \exp \left(\lambda_{01}^{\alpha} \tau\right) G_{01}^{(N)}(\widehat{v}(\tau)) d \tau \\
& G_{01}^{(N)}(\widehat{v}(t))=\sum_{q, s=1}^{\infty} a_{010 q 0 s} \sum_{j=1}^{\infty} \widehat{v}_{0 q}^{(j-1)}(\tau) \widehat{v}_{0 s}^{(N-j)}(\tau)  \tag{6.2}\\
& \quad+\sum_{q, l, s=1}^{\infty} a_{01 l q l s} \sum_{j=1}^{\infty} \frac{\widehat{v}_{l q}^{(j-1)}}{\widehat{v}_{l s}^{(N-j)}(\tau)} \\
& \quad+\sum_{q, l, s=1}^{\infty} a_{01 l q l s} \sum_{j=1}^{\infty} \widehat{v}_{l q}^{(j-1)}(\tau) \frac{\widehat{v}_{l s}^{(N-j)}(\tau), \quad N \geq 1,}{}
\end{align*}
$$

where $\widehat{v}_{m n}^{(s)}(t), 0 \leq s \leq N-1$, are defined by (5.7).
Next, we estimate $R_{B}^{(N)}(t)$. By (4.2), (4.5), (4.8), (4.9) we have

$$
\begin{aligned}
& \left|R_{01}^{(N)}(t)\right| \\
& \leq \leq \int_{t}^{\infty} \exp \left(\lambda_{01}^{\alpha} \tau\right) \\
& \quad \times\left[\sum_{q, s=1}^{\infty} \frac{1}{\lambda_{0 q}^{\alpha}} \cdot \frac{1}{\lambda_{0 s}^{\alpha}} \exp \left(-2 \lambda_{01}^{\alpha} \tau\right)+\sum_{l, q, s=1}^{\infty} \frac{1}{\lambda_{l q}^{\alpha}} \cdot \frac{1}{\lambda_{l s}^{\alpha}} \exp \left(-2 \lambda_{11}^{\alpha} \tau\right)\right] d \tau
\end{aligned}
$$

$$
\leq c \exp \left(-\lambda_{01}^{\alpha} t\right)
$$

Therefore, for $t \geq 0$ we obtain

$$
\left|\widehat{u}_{01}(t)-B_{\varepsilon} \exp \left(-\lambda_{01}^{\alpha} t\right)\right| \leq C \exp \left(-2 \lambda_{01}^{\alpha} t\right),
$$

where

$$
\begin{equation*}
B_{\varepsilon}=\sum_{N=0}^{\infty} \varepsilon^{N+1} B_{\varepsilon}^{(N)} \tag{6.3}
\end{equation*}
$$

and this series converges absolutely and uniformly with respect to $\varepsilon \in\left[0, \varepsilon_{0}\right]$.
Using (4.8) and (4.9) we deduce that for $t \geq 0$,

$$
\begin{equation*}
\left\|R_{1}(t)\right\|_{r, s} \leq C \exp \left(-2 \lambda_{01}^{\alpha}\right), \quad\left\|R_{2}(t)\right\|_{r, s} \leq C \exp \left(-\lambda_{11}^{\alpha}\right) \tag{6.4}
\end{equation*}
$$

Taking into account that $\lambda_{11}^{\alpha} \leq 2 \lambda_{01}^{\alpha}$ for $1<\alpha \leq \alpha_{\text {cr }}$ and $\lambda_{11}^{\alpha} \geq 2 \lambda_{01}^{\alpha}$ for $\alpha_{\text {cr }} \leq \alpha \leq 2$ and combining (6.1), (6.3), and (6.4) we obtain (3.8).
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