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On entropy of patterns given by interval maps

by

Jozef B o b o k (Praha)

Abstract. Defining the complexity of a green pattern exhibited by an interval map,
we give the best bounds of the topological entropy of a pattern with a given complexity.
Moreover, we show that the topological entropy attains its strict minimum on the set
of patterns with fixed eccentricity m/n at a unimodal X-minimal case. Using a different
method, the last result was independently proved in [11].

0. Introduction. The aim of this paper is to evaluate the topological
entropy of so-called green patterns playing a natural role in one-dimensional
dynamics given by continuous interval maps.

In these dynamics, most phenomena are related to the orbit structure
of cycles. It is therefore not surprising that many authors investigated var-
ious situations involving periods of cycles, their coexistence and coherence
between the set of periods and other possible features of such systems.

Because these phenomena often do not depend on a particular scale,
instead of a cycle, one can think more generally of a pattern as a cyclic
permutation and a lot of information can be gained purely by combinatorial
methods. Then every continuous interval map realizes the patterns by its
cycles.

All patterns can be partially ordered [4]: a pattern A forces a pattern B
if every continuous interval map which exhibits A also exhibits B.

Of course, one can consider various subclasses of patterns; a unipattern is
a cyclic permutation which can be divided into two blocks such that elements
of the left block move right and elements of the right one move left; its ec-
centricity is a ratio not less than one where the numerator and denominator
are the cardinalities of the blocks. Recently the following interesting fact has
been discovered [8], [12]: there exists a subclass of unipatterns—we called
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them X-minimal patterns (in [8], they are called twist patterns)—elements
of which are forced by any other pattern. These special cyclic permutations
are naturally parameterized by the rational numbers—the eccentricities—
and they can be described (hence also constructed) with the aid of coding
[12]. Moreover, in [11] it was shown that for X-minimal patterns various be-
haviours are possible. Namely, it was proved that when modality increases,
entropy may stay bounded, but it may also increase to infinity (indepen-
dently of the eccentricities).

Our paper can be considered as a contribution to the study of proper-
ties of green patterns, a class of patterns which includes X-minimal ones [8],
[12]. A green pattern can be described as follows: for a unipattern, we distin-
guish green and black elements: all the elements which move into the same
block where they lie are called green and the others are called black . Thus,
a green pattern is a unipattern with one block black (containing black ele-
ments only), and the corresponding permutation is increasing on the green
elements and decreasing on the black ones. By using the notion of complex-
ity of a green pattern (to be defined later in detail) we are able to compute
the supremum of the topological entropies of green patterns with given com-
plexity. In particular, this yields the least upper bound log 3.30075 . . . for
the entropy of (X-minimal) 2B-patterns. These patterns have been used in
[11] as an example of transitive patterns with arbitrarily large modality and
given rotation number.

The paper is organized as follows:
In Section 1 we give some basic notation, definitions and results used

throughout the paper. The main results, Theorems A, B and C, are also
stated there.

Section 2 is devoted to the proof of Theorem A. An important prop-
erty concerning the topological entropy of X-minimal patterns is proved in
Lemma 2.13.

Section 3 is devoted to the investigation of the green patterns. Their
study is based on statements 3.1–3.2 and 3.13. The main result of this section
is Proposition 3.14.

In Section 4, using Proposition 3.14, we prove Theorem C. Then we prove
Theorem B with the help of Lemma 3.13, Theorem C and Lemma 2.10.

Finally, the Appendix is devoted to the proof of Theorem Ap.1, which
is an important tool in proving Lemma 3.9.

1. Definitions and main results. To explain our results—Theorems
A, B, C in this section—more rigorously, we have to introduce a few notions
concerning the so-called combinatorial dynamics. The terminology used here
is that of [2].

Consider a pair (P,ϕ), where P ⊂ R is finite and ϕ : P → P .
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fP -map. For a pair (P,ϕ), we define a continuous map fP mapping the
convex hull conv(P ) into itself, such that fP |P = ϕ and fP |J is affine for
any interval J ⊂ conv(P ) for which J ∩ P = ∅. The map fP is called the
P -linear map given by the pair (P,ϕ).

Cycle. A pair (P = {pi}ni=1, ϕ) is a cycle if P = {ϕi(p1)}ni=1. We usually
omit ϕ and we simply say that P is a cycle. The period per(P ) of the cycle
P is the number n. If a P -linear map fP has a unique fixed point, the cycle
P is sometimes called a unicycle.

The modality mdl(P ) of the cycle (P,ϕ) is defined to be

card{i : 2 ≤ i ≤ n− 1, (ϕ(pi−1)− ϕ(pi))(ϕ(pi)− ϕ(pi+1)) < 0}.
If mdl(P ) = 1, then (P,ϕ) is called a unimodal cycle.

Pattern. Two cycles (P,ϕ), (Q,ψ) are equivalent if there exists a homeo-
morphism h : conv(P )→ conv(Q) such that h(P ) = Q and

h ◦ ϕ = ψ ◦ h|P .
An equivalence class of this relation is called a pattern. If A is a pattern
and P ∈ A ((P,ϕ) ∈ A), we say that the cycle P has the pattern A (P is
a representative of A) and we use the symbol [P ] to denote the pattern A.
Since all representatives of A have the same period and modality, we can
speak about the period per(A) = per(P ) and modality mdl(A) = mdl(P ) of
A for any P ∈ A. We say that A is a unipattern if it has a representative
which is a unicycle. A pattern A with mdl(A) = 1 is called unimodal .

Let I be the set of all closed finite subintervals of R. We consider the
space C(I) of all continuous maps f which are defined on some I ∈ I and
map it into itself. A function f ∈ C(I) has a cycle (P,ϕ) if f |P = ϕ. In this
case we say that f exhibits the pattern [P ]. The union of all cycles of a map
f is denoted by Per(f). In particular, the set Fix(f) of all fixed points of f
is a subset of Per(f).

Forcing of patterns. A pattern A forces a pattern B if all maps in C(I)
exhibiting A also exhibit B.

Proposition 1.1 ([4]). The forcing relation is a partial order on the
set of all patterns and it is an order on the subset of unimodal patterns.

f -invariant set . Let f ∈ C(I) be a map defined on I ∈ I. We say that
Q ⊂ I is f -invariant if f(Q) ⊂ Q.

Transitivity . A map f ∈ C(I) defined on I ∈ I is called transitive if
for some x ∈ I, {f i(x)}∞i=0 = I, or equivalently, if any closed, f -invariant
proper subset of I has an empty interior. A pattern A is said to be transitive
if fP ∈ C(I) is a transitive map for some (and then for any) P ∈ A.

We will deal with entropy [1], [14], [16], [2]. We use Bowen’s definition.
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Topological entropy . For f ∈ C(I) defined on I ∈ I, a set E ⊂ I is
(n, ε)-separated with respect to f if, whenever x, y ∈ E and x 6= y then

max
0≤i≤n−1

|f i(x)− f i(y)| > ε.

The topological entropy ent(f) of f is the quantity

lim
ε→0+

lim sup
n→∞

1
n

log s(n, ε),

where s(n, ε) is the largest cardinality of a subset of I (n, ε)-separated with
respect to f . As usual, the entropy ent(P ) of a cycle P is the minimal
topological entropy of a map f ∈ C(I) with this cycle. It is known [2] that
ent(P ) coincides with ent(fP ) and that for f ∈ C(I),

ent(f) = sup{ent(P ) : f has the cycle P}.
Since entropy is a conjugacy invariant, for a pattern A and its representatives
P,Q ∈ A, the values ent(fP ) and ent(fQ) are equal. This common value is
called the entropy of the pattern A. We denote it by ent(A).

The following fact is an easy consequence of the above definitions.

Proposition 1.2. If A and B are patterns and A forces B, then ent(A)
≥ ent(B).

In the following definition we suppose that a rational number m/n is
from the set R+ \ {1}.

Eccentricity . A cycle (P,ϕ) has eccentricity m/n with m,n coprime if
for any map f ∈ C(I) with the cycle P there is a fixed point c ∈ Fix(f)
such that

card{x ∈ P : x < c}
card{x ∈ P : x > c} =

m

n
.

By our definition, the eccentricity is always different from 1. Thus, it is
not defined for a 1-cycle or 2-cycle.

If a cycle P has eccentricity m/n, then the cycle (h(P ), h ◦ ϕ ◦ h−1)
where h(x) = −x has eccentricity n/m and [P ] = [h(P )]. So, we define an
eccentricity of a pattern A as an eccentricity of a representative with an ec-
centricity greater than one. In accordance with the value of the eccentricity,
we talk about an m

n -cycle and an m
n -pattern.

Of course, one pattern may have several distinct eccentricities. For a
unipattern with a (unique) eccentricity m/n, we use the term m

n -unipattern
(and m

n -unicycle for its representative). Note that per(A) = k(m+n) for an
m
n -unipattern A.

X-minimality. An m
n -pattern is X-minimal if it does not force any other

pattern with the same eccentricity.
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Remark 1.3. As already mentioned, the X-minimality was defined in
[12]; in [8], Blokh has used for this type of pattern the name of twist pattern.
He deals with the rotation number instead of an eccentricity. For a cycle P ,
the rotation number of P is the number of points moving to the left divided
by the period of the cycle. Thus, if P is a unicycle, our eccentricity m/n is
equivalent to the rotation number n/(m+ n) (see also [9], [10]).

For r ∈ Q, denote by Er the set of all patterns with an eccentricity
greater than or equal to r. Now we are ready to state our first result.

Theorem A. There is a unique unimodal X-minimal m
n -pattern A ∈

Em/n such that any other pattern from Em/n has entropy greater than ent(A).

To state Theorems B and C we need to recall the terminology of [3], [19].
Let A be a unipattern and (P,ϕ) its representative. Define

PL = {x ∈ P : x < c}, PR = {x ∈ P : x > c},
where c is the unique fixed point of fP . All points x ∈ P such that x and
ϕ(x) lie on the same side of c are called green and all other points of P are
called black .

Green pattern. A unipattern A is called a green pattern if it has a repre-
sentative (P,ϕ) such that at least one point is green, the points of PR are
black, ϕ is increasing on the set of green points and decreasing on the set of
black ones.

Let A be a green pattern. Its representative P with PR being a black set
(containing black points only) is called a green representative, or briefly a
g-representative. Note that for any (Q,ψ) ∈ A, either (Q,ψ) or (h(Q), h ◦
ψ ◦ h−1) where h(x) = −x is a g-representative of A.

Lemma 1.4. Let A be a green pattern and (P,ϕ) its g-representative.
Then

(i) cardPL > cardPR,
(ii) the leftmost (resp. rightmost) point of PL is green (resp. black),

(iii) for any black point x ∈ PL, ϕ2(x) < x.

P r o o f. The properties (i) and (ii) directly follow from the definitions.
It remains to show (iii). If x ≤ ϕ2(x) for some black point x ∈ PL, then
since A is green, the set P ∩ [x, ϕ(x)] is ϕ-invariant. This is impossible since
minP < x by (ii).

In this text, we use a normal partition of a g-representative P . The set
P can be taken as a union of consecutive green and black blocks, i.e. for
j ≥ 1,
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(1) PL =
⋃

1≤i≤j
P2i−1 ∪ P2i & PR = P0,

where for 1 ≤ i ≤ j blocks with odd (resp. even) indices contain green (resp.
black) points and they are ordered (from the left) according to their label.

Before we explain the definition of complexity of a green pattern, let us
recall that for a representative (P,ϕ) of some unipattern, an interval [x, y]
is P -basic if x, y ∈ P and there are no points of P in (x, y). A switch of P is
a P -basic interval with endpoints of different colour, and the height H(x) of
a point x ∈ P is the number of switches between ϕ2(x) and x (see Lemma
1.4(iii)).

Complexity. Let A be a green pattern and (P,ϕ) its g-representative. The
complexity C(A) is defined as the maximum height of black points of PL.

By the previous definitions, for two g-representatives (P,ϕ), (Q,ψ) of a
green pattern A there exists an increasing homeomorphism h : P → Q such
that h(P ) = Q,

h ◦ ϕ = ψ ◦ h
and for each x ∈ P , H(x) = H(h(x)); thus, the complexity C(A) does not
depend on the choice of a g-representative. For a green pattern A and its
g-representative P , it follows from Lemma 1.4 that the height of the least
black point of PL is greater than or equal to one. Thus, the complexity is
always a positive integer. By [11], a lower bound of the entropy of a green
pattern A is given by the value 1

2 logC(A).

Proposition 1.5 ([11]). If A is a green pattern then

ent(A) ≥ 1
2 logC(A).

In the sequel we use the following notation. For k ≥ 1,

Gk = {A : A is a green pattern and C(A) ≤ 2k},
and Xk ⊂ Gk is the set of X-minimal patterns from Gk. We will show in
Lemma 2.3 that any X-minimal pattern is green and, on the other hand, for
any positive integer k, Gk \ Xk 6= ∅ (a consequence of Theorem 2.2).

Now we are ready to formulate our main results on the topological en-
tropy of green patterns. By α(k) we denote a positive root of the polynomial
equation (in α)

(α+ 1)k(1 +
√

1 + k2)k + α2(α− 1)kkk(k −
√

1 + k2) = 0.

Theorem B. Let A ∈ Gk. Then ent(A) < logα(k).

Theorem C. For each k ≥ 1, sup{ent(A) : A ∈ Xk} = logα(k).

We will show in Lemma 3.5 that α(k) > 1 for each k ≥ 1, hence all upper
bounds in Theorem B are well defined. It is not difficult to show that for
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each k, the value α(k) is irrational. After a short calculation, we find that
it is given by the irrationality of (1 + k2)1/2. Here we write six approximate
values, α(1) = 3.30075, α(2) = 4.99667, α(3) = 6.47283, α(4) = 7.81963,
α(5) = 9.07868, α(100) = 80.61520.

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 p13 p14 p15

Fig. 1. The P -linear map fP of a g-representative P of a green pattern [P ]; C([P ]) = 2,
ent([P ]) ∼ log 2.78870 < logα(1) ∼ log 3.30075; green points: p1, p2, p4, p5, p7, p8, p10

One can ask about the asymptotic behaviour of the sequence {α(k)}k≥1.
The next result can be verified by standard methods.

Proposition 1.6. Let α(k) be the value defined above. Then

lim
k→∞

α(k)
k

= 0 and lim
k→∞

α(k)√
k

=∞.

As mentioned in the introduction, in [11] the authors showed that the
set of X-minimal patterns provides a rich source of examples for the study
of relationships between modality, entropy and eccentricity. Our Theorem
B shows that (in a sense) for the entropy of a green pattern (as we already
know, this also includes X-minimal patterns), an essential role is played by
the complexity. The following two assertions are consequences of Proposition
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1.5 and Theorem B. They will be proved after Lemma 2.3 at the beginning
of Section 2.

Corollary 1.7. (i) For a sequence {An} of green patterns, the limit of
{ent(An)} is infinite if and only if it is infinite for {C(An)}.

(ii) If A is an X-minimal m
n -pattern, then ent(A) < logα([(m−n+1)/2])

([ ] denotes the integer part).

2. Entropy of X-minimal patterns. In this section we prove Corollary
1.7 assuming that Theorem B holds, and Theorem A.

Theorem A. There is a unique unimodal X-minimal m
n -pattern A ∈

Em/n such that any other pattern from Em/n has entropy greater than ent(A).

The proof is based on a “code approach” which has been developed in
[12]. Therefore we start with a brief description of definitions and results
from that article (statements 2.2, 2.3, 2.4, 2.7).

For various questions concerning unipatterns an effective way to describe
their properties is given by coding .

Code. Let P = {p1 < . . . < pper(P )} be an m
n -unicycle; denote by c the

unique fixed point of fP . The code KP of the cycle P is a map KP : P → Z
such that (see Figure 2)

KP (p1) = 0, KP (fP (pi)) =
{
KP (pi) + n for pi < c,
KP (pi)−m for pi > c.

0 0 1 1 0 1 2 2 2

Fig. 2. A 2
1 -unicycle (P,ϕ); the code KP of P

Remark 2.1. Notice that if we start from another point pi ∈ P , i.e. if
K ′P (pi) = 0, then K ′P = KP −KP (pi). We will use this “shift” of the code
KP in Section 4.

Monotone code. Let P be an m
n -unicycle. The codeKP is called monotone

if it is increasing on the left part PL and decreasing on the right part PR of
P (see Figure 3).

Coding provides us a possibility to check whether a pattern is X-minimal.
The next theorem characterizes X-minimality via codes.
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Theorem 2.2. A pattern A is X-minimal if and only if it has a repre-
sentative P that is a unicycle with monotone code.

0 3 4 5 6 8 9 12 11 7

Fig. 3. An X-minimal 7
3 -unicycle (P,ϕ); the code KP is monotone

Next we are going to prove that, as mentioned earlier, each X-minimal
pattern is green.

Lemma 2.3. An X-minimal m
n -pattern A is green.

P r o o f. Let A be an X-minimal mn -pattern (m/n>1), and (P,ϕ) its re-
presentative that is a unicycle with monotone code. Notice that ϕ(x) >
x (resp. ϕ(x) < x) for every x ∈ PL (resp. x ∈ PR). Since the code is
decreasing on PR, all the points of PR are black and cardPL > cardPR.
Moreover, from the monotonicity of the code it follows that ϕ is increasing
on the green points and decreasing on the black points of PL. In particular,
ϕ(maxPL) = minPR and ϕ(minPR) < maxPL, hence ϕ is decreasing on the
black points of P . But then (P,ϕ) is a g-representative of a green pattern.

In fact, Theorem 2.2 and Lemma 2.3 imply that any g-representative of
an X-minimal pattern has a monotone code. We are ready to prove Corollary
1.7 assuming that Theorem B holds.

Proof of Corollary 1.7. (i) If C(An) tends to infinity, then by Propo-
sition 1.5 so does ent(An). If C(An) does not tend to infinity then on a
subsequence it is smaller than 2k for some k. Then by Theorem B on the
same subsequence ent(An) is smaller than logα(k), so ent(An) does not tend
to infinity.

(ii) Notice that since A is an X-minimal mn -pattern, by Theorem 2.2 and
Lemma 2.3 it has a representative (P,ϕ) with monotone code which is also
a g-representative of A. By Lemma 1.4 and the definition of complexity, the
number of switches between a black point x ∈ PL and ϕ2(x) is less than or
equal to KP (x)−KP (ϕ2(x)) = m− n. But this shows that C(A) ≤ m− n.
Hence, A ∈ G[(m−n+1)/2] and by Theorem B,

ent(A) < logα
([

m− n+ 1
2

])
.
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Let (P,ϕ) be an m
n -unicycle (then per(P ) = k(m + n) for some k ∈ N)

with monotone code. It follows from the previous lemma that (P,ϕ) is a
g-representative of the green m

n -unipattern [P ]. So if c denotes the unique
fixed point of fP and P = {p1 < . . . < pk(m+n)}, then

p1 < . . . < pkm < c < pkm+1 < . . . < pk(m+n)

and ϕ(pi) < c for i > km. From (P,ϕ) we can define a new map ψ : P ∗ → P ∗

where P ∗ = {pi}kmi=1 by

ψ(pi) =
{
ϕ(pi) if ϕ(pi) ∈ P ∗,
ϕ2(pi) if ϕ(pi) 6∈ P ∗.

It is not difficult to see that the pair (P ∗, ψ) is a cycle again. Using the cycle
(P ∗, ψ) we define another useful type of coding of (P,ϕ).

Short code. Let DP = 〈di〉kmi=1, where di ∈ {0, 1}, be a code corresponding
to the cycle P in the following way:

di =
{

0 if ψi(p1) = ϕ(ψi−1(p1)),
1 if ψi(p1) = ϕ2(ψi−1(p1)).

Since the code KP is monotone, the code DP can also be obtained from a
cycle (P ∗, ψ) if we start at the point p1 and following the cycle we write 0
if we move right and 1 if we move left.

Note that DP contains kn ones and k(m− n) zeros. Moreover,

KP (ψi(p1)) =
{
KP (ψi−1(p1)) + n if di = 0,
KP (ψi−1(p1))−m+ n if di = 1.

Hence we have the following connection between KP and DP :

KP (ψi(p1)) = in−m
i∑

j=1

dj .

Lemma 2.4. Let (P,ϕ) be an m
n -unicycle with monotone code. Then

per(P ) = m+ n.

P r o o f. Assume that P = {p1 < . . . < pk(m+n)} and k > 1. We are going
to study the code DP .

Let ij be such that dij = 1 and
∑ij
i=1 di = j (ij is the place of the jth

one in the sequence DP ).
Since k > 1, we have ψin(p1) 6= p1 and from the monotonicity of the code

we have KP (ψin(p1)) > 0. But KP (ψin(p1)) = nin −mn. Thus in > m.
Moreover monotonicity of the code yields that no two points from P ∗ can

have the same value of KP . If there is a part D∗ = 〈di〉j+mi=j+1 of DP such that∑j+m
i=j+1 di = n, then KP (ψj+m(p1)) = KP (ψj(p1))+(m−n)n+n(n−m) =

KP (ψj(p1)). But ψj+m(p1) 6= ψj(p1) (k > 1) and so we have a contradiction
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with the monotonicity of the code. So no part of DP of length m contains
m−n zeros and n ones. Hence in− i1 ≥ m (otherwise 〈di〉ini=in−m+1 contains
m− n zeros and n ones).

Therefore i1 < in+1 −m + 1 and using the sequence 〈di〉in+1
i=in+1−m+1 as

above we obtain in+1 − i2 ≥ m. Inductively, for all j ≤ (k − 1)n,

in+j − i1+j ≥ m.
We have d1 = 0 because KP (ψ(p1)) ≥ 0 (monotonicity) and so 1 < i1 <
. . . < ikn−1 < ikn ≤ kn. Using the inequalities above we obtain

km ≥ 1 +
k∑

j=1

(ijn − i(j−1)n+1) ≥ 1 +
k∑

j=1

m = 1 + km,

which is a contradiction. Thus k = 1 and the lemma is proved.

Lemma 2.5. (i) There exists a green m
n -pattern with period m+ n which

is not X-minimal.
(ii) For n ≥ 1, there is no non-unimodal X-minimal n+1

n -pattern.
(iii) For fixed m/n, there exists a unique unimodal X-minimal m

n -pattern.

P r o o f. (i) Set P = {1, . . . , 7} and define ϕ : P → P by ϕ(1) = 2,
ϕ(2) = 3, ϕ(3) = 5, ϕ(5) = 6, ϕ(6) = 4, ϕ(4) = 7, ϕ(7) = 1. Using Theorem
2.2, one can easily verify that the cycle (P,ϕ) is a g-representative of the
green pattern [P ] which is not X-minimal.

(ii) Note that by Lemma 2.4 for n ≥ 1 fixed, an X-minimal n+1
n -pattern

B has period 2n+ 1 and Theorem 2.2 implies that its g-representative (Q =
{q1 < . . . < q2n+1}, ψ) has the code KQ(q1) = 0, KQ(ψ(q1)) = KQ(qn+1) =
n and for j ∈ {1, . . . , 2n− 1},

KQ(ψ1+j(q1)) =
([

j + 1
2

]
+ 1
)
n−

[
j

2

]
(n+ 1),

which is the code of the unimodal Štefan cycle [24].
(iii) follows immediately from the definition of X-minimality and Propo-

sition 1.1.

Remark 2.6. As a consequence of Lemma 2.4 we see that the set of all
X-minimal mn -patterns is finite. It was shown in [11] that there are 1

m

((
m
n

))
different X-minimal m

n -patterns.

As in Section 1, for r ∈ Q, the symbol Er denotes the set of all patterns
with an eccentricity greater than or equal to r. A crucial role of the X-
minimal patterns is shown by the following result concerning the forcing
relation for patterns.

Theorem 2.7. Let A ∈ Em/n. Then A forces some X-minimal m
n -

pattern.
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Corollary 2.8. There is an X-minimal m
n -pattern A ∈ Em/n such that

any other pattern from Em/n has entropy greater than or equal to ent(A).

P r o o f. Since we know by Remark 2.6 that the set of X-minimal m
n -

patterns is finite, there exists an X-minimal m
n -pattern with minimal en-

tropy. Now the claim follows from Theorem 2.7 and Proposition 1.2.

Corollary 2.8 can be considered as a “weak” version of Theorem A. In
order to finish the proof of the latter, we will show that the unique unimodal
X-minimal m

n -pattern given by Lemma 2.5(iii) has entropy less than any
other X-minimal m

n -pattern. This is the goal of the rest of this section.
We will require some knowledge of the properties of non-negative matri-

ces. The proofs can be found in [5].

Lemma 2.9. Let A = (aij) be a k×k matrix of non-negative real numbers.
Then there exist µ ≥ 0 and a non-zero vector x = (xj) (j = 1, . . . , k) such
that Ax = µx and |ν| ≤ µ for any other eigenvalue ν of A.

Thus, for a non-negative matrix A, its spectral radius r(A) is equal to
the maximal eigenvalue. Let the norm of a real or complex matrix A = (aij)
be

|A| =
∑

i,j

|aij |.

It is known that the spectral radius r(A) of a matrix A is related to the
norm in the following way:

r(A) = lim
n→∞

|An|1/n.
It follows that for two non-negative k × k matrices A = (aij), B = (bij) the
inequality A ≥ B implies r(A) ≥ r(B).

Let f ∈ C(I) be a map of I into itself, and Q = {q1 < . . . < qn} be a
finite subset of I (Q need not be f -invariant). The matrix of Q (with respect
to f) is the (n− 1)× (n− 1) matrix AQ, indexed by Q-basic intervals and
defined by letting AJK be the largest non-negative integer l such that there
are l subintervals J1, . . . , Jl of J with pairwise disjoint interiors such that
f(Ji) = K for i = 1, . . . , l.

The following lemma is needed in the proof of Lemma 2.13 and in Section
4 in the proof of Theorem B.

Lemma 2.10 ([15]). Let f ∈ C(I) be transitive, Q be a finite subset
of the ambient interval , and let AQ be the matrix of Q with respect to f .
Then ent(f) ≥ log r(AQ), with equality if Q is f -invariant and contains the
endpoints of the ambient interval , and f is monotone (but not necessarily
strictly monotone) on each Q-basic interval.

Corollary 2.11. Suppose that f , Q, AQ are as in the previous lemma.
If B is a non-negative matrix such that AQ ≥ B, then ent(f) ≥ log r(B).
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We need to compute the spectral radius of the matrix A2k+2 of size
2k + 2 defined for the non-negative integer k by the relations ak+2,k+2 = 1,
a1,l = 2 for l ∈ {k+ 2, . . . , 2k+ 2}, ai,2k+3−i = 1 for i ∈ {k+ 2, . . . , 2k+ 2},
ai,2k+4−i = 1 for i ∈ {2, . . . , k + 1} and ai,j = 0 otherwise.

For instance,

A8 =




0 0 0 0 2 2 2 2
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 1 1 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0




.

Lemma 2.12. The sequence {r(A2k+2)}∞k=0 is decreasing and

lim
k→∞

r(A2k+2) =
√

3.

P r o o f. Let D2k+2(λ) = det(A2k+2 − λE2k+2). After a rather laborious
computation, we obtain

D2k+2(λ) =
1

λ+ 1
(λ2k+3 − 3λ2k+1 − 2).

By Lemma 2.9, r(A2k+2) is the maximal root of the equation λ2k+3 −
3λ2k+1 − 2 = 0. Now the conclusion can be easily verified.

The key lemma follows. Its proof is based on coding.

Lemma 2.13. Let A be an X-minimal non-unimodal m
n -pattern. If

m

n
≥ k + 2
k + 1

for some non-negative k,

then ent(A) > log r(A2k+2).

P r o o f. Since by Lemma 2.5(ii) a non-unimodal cycle with an eccentric-
ity k+2

k+1 (k ≥ 0) does not exist, there is a unique non-negative k for which
(here the limit is used for the case when k = 0)

(2)
k + 2
k + 1

<
m

n
< lim
l→k+

l + 1
l
.

As we know from Lemma 2.3, A is green and we can use a normal
partition (1) for its g-representative

P = {p1 < . . . < pper(P )} = PL ∪ PR,

so
PL =

⋃

1≤i≤j
P2i−1 ∪ P2i & PR = P0.
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Let us show that in this partition j ≥ 2, otherwise A would be unimodal.
Suppose to the contrary that PL = P1 ∪ P2. Lemma 1.4 says that P1

consists of green elements and P2 of black ones. But A is green and P is a
g-representative, hence fP is increasing on P1 and decreasing on P2 ∪ P0.
Computing the modality of A we obtain

mdl(A)

= card{i : 2 ≤ i ≤ n− 1, (fP (pi−1)− fP (pi))(fP (pi)− fP (pi+1)) < 0} = 1,

which is impossible.
Thus, the number of blocks of the left part PL of P is at least 4 and

j ≥ 2. Notice that by Lemma 1.4(iii),

f2
P (maxP2j) < maxP2j ,

hence the fP -preimage of maxP2j from P is the greatest green element from
PL, so

fP (maxP2j−1) = maxP2j , i.e. KP (maxP2j−1) + n = KP (maxP2j).

The condition (2) can be rewritten as

k(m− n) < n < (k + 1)(m− n);

the definition and monotonicity of KP imply that for every i ∈ {0, 1, . . . , k},
KP (maxP2j−1) < KP (f2i

P (maxP2j)) = KP (maxP2j) + i(n−m),

and KP (f2k+2
P (maxP2j)) < KP (maxP2j−1), hence

f2k+2
P (maxP2j) < maxP2j−1 < f2i

P (maxP2j).

Therefore for every x ∈ P2j and a non-negative integer l the following im-
plication holds:

(3) f2i
P (x) ∈ P2j for i = 0, 1, . . . , l ⇒ l ≤ k,

and we can put l = k for x = maxP2j . Thus, the set

Mk = {x ∈ P2j : f2i
P (x) ∈ P2j for i = 0, 1, . . . , k}

is non-empty. Moreover, all the points of Mk have their fP -preimages (with
respect to P ) at green points of P , otherwise (3) would not be satisfied.
Denote by r the least point of Mk whose fP -preimage is in P2j−1 (such
a point exists). Next we show that f2k+2

P (r) < minP2j−1. Suppose to the
contrary that

(4) f2k+2
P (r) ∈ P2j−1.

If we take s ∈ P2j such that f2
P (s) < minP2j−1 (PL has 4 blocks at least),

t ∈ P2j and i ∈ {0, 1, . . . , k} maximal for which {f2l
P (t)}il=0 ⊂ P2j and

f2i
P (t) = s, then either i = k and by (4), the fP -preimage of t is less than
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minP2j−1, or i < k (then k > 0), by (2) we have n > (i + 1)(m − n) and
from the monotonicity of KP ,

KP (minP2j−1) > KP (s) + n−m = KP (t) + (i+ 1)(n−m) > KP (t)− n;

the last inequality says that the fP -preimage of t has to be less than
minP2j−1 again. This means that assuming (4) we obtain (j ≥ 2)

P2j−2 ∩
per(P )−1⋃

i=0

f iP (P2j−1) = ∅,

which is impossible.
We have seen that f2k+2

P (r) < minP2j−1; by the above,

f2k+2
P (r) ≤ maxP2j−2 < minP2j−1 ≤ maxP2j−1 < f2k

P (r) ≤ r ≤ maxP2j

and since P is a g-representative,

fP (maxP2j−2) > f2k+1
P (r).

Hence, for the intervals

J1 = [maxP2j−2,maxP2j−1], J2 = [maxP2j−1, f
2k
P (r)]

we have fP (Ji) ⊃ [r, f2k+1
P (r)], i = 1, 2. Putting

Q = {f iP (r)}2k+2
i=0

= {f2k+2
P (r) < f2k

P (r) < . . . < r < . . . < f2k−1
P (r) < f2k+1

P (r)},
the reader can verify that for the matrix AQ of size 2k+2 indexed by Q-basic
intervals (with respect to fP ) (see before Lemma 2.10) we have AQ ≥ A2k+2,
hence by Lemma 2.10 and Corollary 2.11,

ent(A) = ent(P ) = ent(fP ) ≥ log r(AQ) ≥ log r(A2k+2).

Since fP is transitive (see Remark 3.3) and Q is not fP -invariant, by Lemma
2.10 we even have ent(A) > log r(A2k+2).

Proof of Theorem A. Using Corollary 2.8, it is sufficient to show that
on the finite set of X-minimal m

n -patterns, the topological entropy of the
unique unimodal X-minimal m

n -pattern given by Lemma 2.5(iii) is strictly
smaller than the entropy of any other X-minimal m

n -pattern. By Lemma
2.13, if m

n > 2 = 0+2
0+1 , then a non-unimodal X-minimal m

n -pattern A has
ent(A) > log r(A2) = log 2 and at the same time, log 2 is greater than the
entropy of any unimodal pattern [21].

In the case when m/n < 2, it follows from Lemmas 2.12 and 2.13 that
the entropy of a non-unimodal X-minimal pattern A ∈ Em/n is greater
than 1

2 log 3. Hence, it is sufficient to show that the unimodal X-minimal
m
n -pattern B ∈ Em/n (unique by Lemma 2.5(iii)) has entropy less than
1
2 log 3.
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Notice that for a unimodal 2
1 -pattern [P ] where P is a 3-cycle, we have

[P ] ∈ Em/n and by Lemma 2.10,

ent([P ]) = log
1 +
√

5
2

<
1
2

log 3.

Hence by Theorem 2.7 and Proposition 1.2, [P ] forces B and ent(B) ≤
ent([P ]) < 1

2 log 3.

3. Entropy of green patterns. This section is devoted to developing
the machinery and preliminary results for proving Theorems B and C in
Section 4.

Statements 3.1–3.3 are obtained with the help of the block itineraries of
points of a g-representative. For example, Corollary 3.2 will let us recognize
when two green patterns are different.

Statements 3.4–3.5 and 3.7–3.9 deal with a one-parameter family of
(k + 1)st order non-homogeneous difference equations with constant co-
efficients. These equations are constructed to reflect the properties of the
patterns from the set Gk. Using Theorem Ap.1 from the appendix, we inves-
tigate the least parameter (denoted by α(k)) for which the corresponding
difference equation has a strictly monotone solution (α(k) is a bifurcation
value).

Each strictly monotone solution mentioned above defines a Lipschitz
interval map (see Construction, Lemma 3.11) which exhibits any element
of the set Gk (Lemma 3.13). This yields a weaker version of Theorem B
(Proposition 3.14).

An important tool for the proof of Theorem B is a description of the
trajectories of points of a g-representative by their block itineraries.

Let A be a green pattern and (P,ϕ) its g-representative, and consider a
normal partition of P , i.e.

PL =
⋃

1≤i≤j
P2i−1 ∪ P2i & PR = P0.

Define a function G : P → {0, 1, . . . , 2j} which labels each point of P by
the number of its block, i.e. G(x) = k for x ∈ Pk.

For x ∈ P define a vector

v(x) = (G(x), G(ϕ(x)), . . . , G(ϕper(A)−1(x))) ∈ Zper(A).

The usual lexicographical order on the set
⋃∞
m=2 Zm is denoted by ≺.

The next lemma shows that the block itineraries of distinct points of the
g-representative P are different. As we will see in Corollary 3.2 we are able
to reconstruct the whole pattern [P ] from v(minP ) ∈ Zper(P ).

Define a map χ : P → R by χ(x) = 0 for x ∈ ⋃ji=1 P2i−1, χ(x) = 1 for
x ∈ ⋃ji=1 P2i and χ(x) = 2 for x ∈ P0.
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Lemma 3.1. (i) Let A be a green pattern and (P,ϕ) its g-representative.
Then v(x) ≺ v(y) whenever either x, y ∈ PL and x < y or x, y ∈ PR and
y < x.

(ii) If for x, y ∈ PL, x < y and χ(ϕi(x)) = χ(ϕi(y)) for each i ∈
{0, 1, . . . , l}, then also G(ϕi(x)) ≤ G(ϕi(y)) for i ∈ {0, 1, . . . , l + 1}.

P r o o f. Let x, y ∈ PL. The conclusion is clear if G(x) < G(y). If x and y
are from the same block, then either x, y ∈ P2i−1 and G(ϕ(x)) ≤ G(ϕ(y)),
or x, y ∈ P2i, hence G(ϕ(x)) = G(ϕ(y)) = 0 and also G(ϕ2(x)) ≤ G(ϕ2(y)).

Since the images of x are also the maxima of the blocks, there exists
i ≤ per(P ) − 1 such that G(ϕi(x)) 6= G(ϕi(y)). Choosing the first i with
this property, we immediately get G(ϕi(x)) < G(ϕi(y)), i.e. v(x) ≺ v(y).
The case when x, y ∈ PR follows similarly.

The property (ii) is clear from the definitions of G and χ.

Corollary 3.2. (i) Let Qi = {qi1 < qi2 < . . . < qiki}, i = 1, 2, be
two g-representatives of different green patterns [Q1], [Q2]. Then the vectors
v(q1

1) and v(q2
1) are different.

(ii) Let [Q] be a green pattern and (Q,ψ) its g-representative. Then the
vector v(q1) is not periodic.

P r o o f. Obviously, it is sufficient to show that if we take the vector

v(q1) = (v1, . . . , vk) ∈ Zk
which is given by a g-representative (Q = {q1 < . . . < qk}, ψ) of a green
pattern [Q], then the pattern [Q] can be reconstructed from v(q1). In what
follows, we will construct its g-representative (P,ϕ). It is clear that cardP =
k, cardPR = n and cardPL = k−n, where n is the number of zeros in v(q1).
Similarly, if we put

j = max{vi : i ∈ {1, . . . , k}},
then for each i ∈ {1, . . . , j}, the number of i’s in v(q1) determines the car-
dinality of the ith block Pi of a normal partition of P . By rotation of v(q1)
we obtain k vectors

(v1+l (mod k), . . . , vk+l (mod k)), l ∈ {0, 1, . . . , k − 1}.
It follows from the definition of v(q1) that they are the block itineraries of
the points from P with respect to ϕ, i.e. for each l ∈ {0, 1, . . . , k − 1},

(v1+l (mod k), . . . , vk+l (mod k)) = v(ϕl(p1)).

Now, the reader can verify that the knowledge of the order of the block
itineraries given by Lemma 3.1 uniquely determines the cycle (P,ϕ) and the
conclusion (i) is proved.

Let v(q1) be as above and suppose that it is periodic, i.e. there are a
positive integer r which divides k = per(Q) and a vector u = (u1, . . . , ur) ∈
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Zr such that

v(q1) = (u1, . . . , ur︸ ︷︷ ︸
u

, . . . , u1, . . . , ur︸ ︷︷ ︸
u

).

Then

v(q1) = v(ψ0(q1)) = v(ψr(q1)) = (v1+r (mod k), . . . , vk+r (mod k)),

which contradicts the assertion of Lemma 3.1(i).

Remark 3.3. Another corollary of Lemma 3.1 is that a green pattern A
is transitive. We will not prove this fact in detail (see [20], [8]).

Now we construct a one-parameter family of (k+1)st order non-homoge-
neous difference equations with constant coefficients. The solutions of those
equations reflect the properties of the green patterns from Gk.

Notice that for fixed real values a 6= 0, b, x0 and any real value y, each
of the equations

f(x) = ax+ b = y, g(x) = ax0 + x = y

has a unique real solution x depending on y. Hence, if we choose α > 1 and
k ∈ N and set w(x) = α−αx, then for any k+1 reals γ0, . . . , γk there always
exist sequences {fn(x) = αx + βn}∞n=1 and {gn(x) = −αx + γn}∞n=0 such
that

(i) for every n ≥ 0, the solutions of the equations gn(x) = x and
fn+1(x) = x coincide,

(ii) if for n ≥ 1, xn is the solution of the equation fn(x) = gn(x), then
for each n ≥ 1, w(fn+k(xn+k)) = xn.

Remark 3.4. To verify the existence of {fn(x)}∞n=1 and {gn(x)}∞n=0 sat-
isfying (i) and (ii), one should start from values γ0, . . . , γk which determine
the maps g0, . . . , gk and by (i) and (ii) also f1, . . . , fk+1 and x1, . . . , xk.

When we put n = 1 in (ii), there is a unique solution xk+1 of the equa-
tion w(fk+1(x)) = x1. Hence, the value xk+1 is known and the equation
fk+1(xk+1)) = gk+1(xk+1) for unknown γk+1 can be solved. This means
that the map gk+1 is also determined and (i) yields the map fk+2.

Now we can put n = 2 and use (ii) and (i) again to compute xk+2, γk+2,
gk+2, fk+3; etc.

The question of explicit expressions of the sequences

{fn(x) = αx+ βn}∞n=1, {gn(x) = −αx+ γn}∞n=0

can be transformed into the task of solving one non-homogeneous (k + 1)st
order difference equation (n ≥ 0, k ≥ 1)

(5) γn+k+1(α3+α2)+γn+k(−α3+α2)+γn+1(α+1)+γn(α−1) = 2(α3+α2),
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with initial condition γ0, . . . , γk. To study the behaviour of the sequence
{γn}∞n=0, we need to investigate the distribution of the roots of the charac-
teristic equation of (5),

(6) λk+1(α3 + α2) + λk(−α3 + α2) + λ(α+ 1) + α− 1 = 0,

in the complex plane. The value α plays a natural role of parameter here.
It turns out that from this point of view the most important value is α(k)
defined as the root of the polynomial equation (in α)

(7) (α+ 1)k(1 +
√

1 + k2)k + α2(α− 1)kkk(k −
√

1 + k2) = 0.

Lemma 3.5. The equation (7) has a unique positive solution and this
solution is from the interval (2,∞).

P r o o f. Clearly 1 is not a solution of (7). Write (7) in the form

A(α, k) =
1
α2

(
1 +

2
α− 1

)k
=
kk(
√

1 + k2 − k)

(1 +
√

1 + k2)k
= B(k).

Since
√

1 + k2 − k ∈ (0, 1/2), we also have B(k) ∈ (0, 1/2). As |A(α, k)| > 1
for α ∈ (0, 1), a solution of (7) has to be greater than 1 (if it exists). The
function A(·, k) is continuous and decreasing on (1,∞),

A(2, k) = 3k/4 and lim
α→∞

A(α, k) = 0

and thus there is a unique value α(k)∈(2,∞) for which A(α(k), k)=B(k).

In the next lemma we consider a one-parameter family of polynomials
pα(λ) =

∑n
i=0 pi(α)λi, where all real functions pi(α) are from C1(J) (J is

any fixed open subinterval of R). For an open set G ⊂ R, define

M1 = {α ∈ J : pα(λ) has a simple root in G}.
Lemma 3.6. Let M1 be the set defined above. Then M1 is open in J .

P r o o f. By our definition of M1, for α0 ∈ M1 and F (α, λ) = pα(λ),
(α, λ) ∈ J×G, we have F (α0, λ0) = 0 and ∂F (α0, λ0)/∂λ 6= 0 (λ0 is a simple
root). Now, the conclusion follows from the Implicit Function Theorem.

Lemma 3.7. Consider the polynomial equation (6) for α ∈ (1,∞). Then

(i) all roots lie inside the unit disk ,
(ii) for α ∈ (1, α(k)), (6) has no positive root ; for α = α(k), (6) has a

positive root which is a double root.

P r o o f. (i) Set

F(λ) = λk+1(α3 + α2) + λk(−α3 + α2) + λ(α+ 1) + α− 1,

G(λ) = λk(−α3 + α2) + λ(α+ 1),

H(λ) = λk+1(α3 + α2) + α− 1;
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we have F = G + H and for λ ∈ {z ∈ C : |z| = 1},
|G(λ)| ≤ α3 − α2 + α+ 1 < α3 + α2 − α+ 1 ≤ |H(λ)| <∞,

hence by Rouché’s Theorem [23] the polynomials F and H have the same
number of zeros (namely, k + 1) inside the unit disk.

(ii) Set

F1(λ) = (k + 1)F(λ)− λF′(λ), F2(λ) = kF(λ)− λF′(λ),

F3(λ) = λ(α3 + α2)F1(λ)− (α3 − α2)F2(λ)

= (α+ 1)2α2kλ2 + 2α2(α2 − 1)λ− kα2(α− 1)2.

By the definition of F1,F2,F3 we can see that any root of F of multiplicity
greater than 1 is also a root of F3. For each α ∈ (1,∞), the quadratic
polynomial F3 has a unique positive root, which can be explicitly expressed
as

λ0 =
α− 1
α+ 1

·
√

1 + k2 − 1
k

.

Obviously, the equality

(8) F′(λ0) = 0,

which after a rather laborious calculation can be transformed into (7) and
considered as an equation in α, provides a necessary condition for the poly-
nomial F to have a positive double root. Since

F3(λ) = (λ(α3 + α2)(k + 1)− k(α3 − α2))F(λ)

+ (λ(α3 − α2)− λ2(α3 + α2))F′(λ),

and λ0 is not a root of λ(α3 + α2)(k + 1) − k(α3 − α2), this condition is
also sufficient. By Lemma 3.5, the equation (7) has exactly one solution
α = α(k) in (1,∞). By Descartes’ rule, F can have two or no positive roots
(taken with their multiplicities). Writing (6) in the form

λ
λkα2 + 1
λkα2 − 1

=
α− 1
α+ 1

,

we can see that there exists ε > 0 such that for α ∈ (1, 1 + ε), the equation
(6) has no positive root. Take the least α ∈ (1 + ε, α(k)] for which F has a
positive root; by Lemma 3.6 used for G = R+, this root is of multiplicity
greater than 1. As we already know, this implies α = α(k).

Remark 3.8. One can show similarly that for each k ∈ N odd, there
exists a unique value α̃(k) ∈ (1,∞) for which the polynomial F has a unique
negative double root

λ̃0 =
α̃(k)− 1
α̃(k) + 1

· −
√

1 + k2 − 1
k

;
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it can be verified that for k ∈ N odd,

1 < α̃(k) < α(k).

If k ∈ N is even, then F has no negative double root.

Using Lemma 3.7 we are going to determine the limiting behaviour of
the sequence {γn}∞n=0. It can be easily seen that the sequence {γn = α}∞n=0
is a particular solution of the complete equation (5) with initial condition
γ0 = γ1 = . . . = γk = α; as we have seen above any imaginary root of F is
simple. Hence, for α 6∈ {α̃(k), α(k)} the solution of (5) has the form

(9) γn = α+
k+1∑

l=1

clλ
n
l , n ≥ 0,

where λ1, . . . , λk+1 are different simple roots of (6), and for α = α̃(k) resp.
α = α(k),

(10a) γn = α̃(k) + c1λ̃
n
0 + c2nλ̃

n
0 +

k+1∑

l=3

clλ
n
l , n ≥ 0,

resp.

(10b) γn = α(k) + c1λ
n
0 + c2nλ

n
0 +

k+1∑

l=3

clλ
n
l , n ≥ 0,

where

(10c) λ̃0 =
α̃(k)− 1
α̃(k) + 1

· −
√

1 + k2 − 1
k

, λ0 =
α(k)− 1
α(k) + 1

·
√

1 + k2 − 1
k

are the unique double roots of (6) and λ3, . . . , λk+1 are the other (simple)
roots of (6). The constants c1, . . . , ck+1 are determined by the initial con-
dition γ0, . . . , γk (since we consider real solutions only, cl = cj whenever
λl = λj).

Lemma 3.9. Let {γn}∞n=0 be a solution of (5). Then

(i) limn→∞ γn = α,
(ii) if α ∈ (1, α(k)) then the sequence {γn}∞n=0 is not strictly monotone.

P r o o f. (i) follows from Lemma 3.7(i) and from the expressions (9),
(10a), (10b).

Lemma 3.7 and Remark 3.8 imply that (6) has no positive root for 1 <
α < α(k). Applying Theorem Ap.1 from the appendix, we get (ii).

Construction. Denote by Πk the set of all real vectors (α0, α1, . . .
. . . , αk, α) ∈ Rk+2 for which the difference equation (5) with initial condi-
tion γ0 = α0, γ1 = α1, . . . , γk = αk has an increasing solution {γn}∞n=0 (here
we require strict monotonicity). This solution corresponds to two sequences
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{fn(x) = αx + βn}∞n=1, {gn(x) = −αx + γn}∞n=0 (see (i), (ii) before Re-
mark 3.4). In what follows, for π ∈ Πk we will define a function Fπ ∈ C(I)
which maps a suitable compact interval [aπ, bπ] into itself.

Let an, xn, n ≥ 1, be the solutions of the equations fn(x) = x, fn(x) =
gn(x). Recall that w(x) = α−αx. Since π ∈ Πk, we have an < xn < an+1 <
α/(α+ 1) for each n ∈ N and

lim
n→∞

an =
α

α+ 1
.

Put

Fπ(x) =
{
fn(x), x ∈ [an, xn], n ≥ 2,
gn(x), x ∈ [xn, an+1], n ≥ 1;

to finish the definition of Fπ, set y = max{fi(xi) : i = 1, . . . , k}. Now we need
to distinguish two possibilities. If w(y) ≥ a1 then aπ = a1, bπ = w−1(a1)
and Fπ(x) = f1(x) for x ∈ [a1, x1], Fπ(x) = w(x) if x ∈ [α/(α+ 1), bπ].

In the case when w(y) < a1 put aπ = w(y), bπ = y and Fπ(x) = aπ for
x ∈ [aπ, f−1

1 (aπ)], Fπ(x) = f1(x) if x ∈ [f−1
1 (aπ), x1] and Fπ(x) = w(x) for

x ∈ [α/(α+ 1), bπ].
This finishes the construction.
Finally, denote by Σk the set of all possible Fπ, i.e.

Σk = {Fπ ∈ C(I) : π ∈ Πk}.
The finiteness of the entropy of Lipschitz maps of a compact metric space

is a well-known fact. We will use it in Proposition 3.11 and then several
times more. In the one-dimensional case, the Lipschitz constant determines
an upper bound for entropy.

Lemma 3.10 ([18]). Let f ∈ C(I) be the Lipschitz map with Lipschitz
constant α. Then ent(f) ≤ logα.

Proposition 3.11. Let Fπ ∈ Σk. Then

(i) if π = (. . . , α), then ent(Fπ) ≤ logα,
(ii) for each n ≥ 1, Fπ(xn+k) = xn.

P r o o f. From the construction, Fπ is piecewise linear (with countably
many pieces) with slopes ±α or 0, hence it is a Lipschitz map with constant
α and ent(Fπ) ≤ logα by Lemma 3.10. The property (ii) follows directly
from the fact that the sequences {fn(x) = αx + βn}∞n=1 and {gn(x) =
−αx+ γn}∞n=0 are given by the solution {γn}∞n=0 of (5).

When proving the key Lemma 3.13 we will need the notion of a cyclic
sequence.
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Cyclic sequence. For f ∈ C(I), we say that an interval J f -covers (resp.
P -covers) an interval L if L ⊂ f(J) (resp. L ⊂ fP (J)). In this case we write
J → L. A sequence B = {Ik}m−1

k=0 of closed intervals is called f -cyclic (resp.
P -cyclic) if I0 → I1 → . . .→ Im−1 → I0.

The intermediate value theorem yields a lot of information from inclu-
sions of subintervals in images of other subintervals.

Lemma 3.12 ([7]). For f ∈ C(I) let B = {Ik}m−1
k=0 be an f -cyclic se-

quence. Then there is a point x ∈ Per(f) such that fk(x) ∈ Ik for k =
0, . . . ,m− 1 and fm(x) = x.

Recall that we have denoted by Gk the set of all green patterns of com-
plexity at most 2k.

Lemma 3.13. Let A ∈ Gk and F ∈ Σk. Then F exhibits the pattern A.

P r o o f. Suppose that (P,ϕ) is g-representative of A, and as in the pre-
vious section, consider a normal partition P = PL ∪ PR, i.e. for j ≥ 1,

PL =
⋃

1≤i≤j
P2i−1 ∪ P2i & PR = P0;

in view of the approach described before Lemma 3.1, the least point of P
has an itinerary

v(p1) = (G(p1) = 1, G(ϕ(p1)), . . . , G(ϕper(P )−1(p1))) ∈ Zper(P ).

Notice that if we show that F has a cycle Q = {q1 < . . .} which is a
g-representative of some green pattern, then by Corollary 3.2,

Q = P ⇔ v(q1) = v(p1).

For i ∈ {1, . . . , j} define

I2i−1 =
[
ak+i, f

−1
k+i

(
α

α+ 1

)]
, I2i =

[
xk+i, g

−1
k+i

(
α

α+ 1

)]
.

By the definition of F , F (I2l−1) = [ak+l, α/(α + 1)] and F 2(I2l) =
[xl, α/(α + 1)]; since F ∈ Σk (an < xn < an+1 < xn+1 for each n ≥ 1),
by Proposition 3.11(ii), we have [xl, α/(α + 1)] ⊃ ⋃2j

i=1 Ii if l < k + 1 and
[xl, α/(α + 1)] ⊃ I2l−2k ∪

⋃2j
i=2l−2k+1 Ii if l ≥ k + 1. We know that A

has complexity C(A) ≤ 2k, i.e. for a positive even value G(ϕi(p1)) always
G(ϕi(p1)) − G(ϕi+2(p1)) ≤ C(A) ≤ 2k. Hence we can consider an F -cyclic
sequence

(11) I1 → IG(ϕ(p1)) → . . .→ IG(ϕper(P )−1(p1)) → I1,

where for even positive G(ϕi(p1)) the sequence has a part

. . .→ IG(ϕi(p1)) → F (IG(ϕi(p1)))→ IG(ϕi+2(p1)) → . . .
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By Lemma 3.12 this F -cyclic sequence determines a cycle

Q = (Q,ψ) = (Q,F|Q).

Obviously, Q can be divided into the blocks Qi = Q ∩ Ii, Q0 = QR and we
can construct the vector v(q1). Clearly v(q1) = v(p1) and since by Corollary
3.2(ii), v(p1) is not periodic, we even have per(Q) = per(P ). Let us show
that Q is a g-representative of a green pattern. From the definition, ψ is
increasing on the set

⋃j
i=1Q2i−1 of green points and decreasing on the set⋃j

i=0Q2i of black points.
The monotonicity on Q0 is clear; so suppose there exist i1, i2 such that

G(ϕi1(p1)), G(ϕi2(p1)) are both odd, G(ϕi1(p1)) < G(ϕi2(p1)) and for some
x ∈ QG(ϕi1 (p1)) and y ∈ QG(ϕi2 (p1)) we have ψ(x) > ψ(y) (ψ is not increasing

on
⋃j
i=1Q2i−1). By Lemma 3.1(ii), the definition of G and (11), necessarily

G(ϕi1+1(p1)) = G(ϕi2+1(p1)),

i.e. ψ(x), ψ(y) lie in the same block Qi. Denote by l0 the positive number
defined by

l0 = max{l : G(ϕi1+i(p1)) = G(ϕi2+i(p1)) for i ∈ {1, . . . , l}}.
Again by Lemma 3.1(ii),

G(ϕi1+l0+1(p1)) < G(ϕi2+l0+1(p1))

and, on the other hand, since ψ (being a restriction of F ) is increasing on
each Q2i−1 and decreasing on Q2i and Q0, we have

ψl0+1(y) < ψl0+1(x);

at the same time ψl0+1(x) ∈ IG(ϕi1+l0+1(p1)) and ψl0+1(y) ∈ IG(ϕi2+l0+1(p1))

—a contradiction. The case when ψ is not decreasing on
⋃j
i=1Q2i can be

disproved analogously.

The weak version (the inequality is not strict) of Theorem B is

Proposition 3.14. For A ∈ Gk, ent(A) ≤ logα(k).

P r o o f. Fix a pattern A ∈ Gk and consider the vector

% = (α(k)− 1, α(k)− λ0, . . . , α(k)− λk0 , α(k)),

where λ0 is defined in (10c). By Lemma 3.7 and (10b), the vector % belongs
to Πk. In particular, we can consider a map F% ∈ Σk. Since by Proposition
3.11(i), ent(F%) ≤ logα(k) and by Lemma 3.13, F% exhibits A, it follows
from the definition of the entropy of a pattern (and its representatives) that

ent(A) ≤ logα(k).

We will be able to show later (after Lemma 4.4) that even strict inequal-
ity holds.
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4. Entropy of green patterns—proof of Theorems B and C. Let
us recall

Theorem C. For any k ≥ 1, sup{ent(A) : A ∈ Xk} = logα(k).

The key idea of the proof is to construct a sequence {Ap} of X-minimal
patterns from Gk \ Gk−1 such that limp→∞ ent(Ap) = logα(k) (see before
Lemma 4.4 for the sequence {[Pjp,p]}∞p=1). We start with two definitions.

Spiral. Let A be a green pattern and (P = {p1 < . . . < pper(P )}, ϕ) ∈ A
its g-representative. A subset Q = {ϕl(p1)}jl=i of P is said to be a spiral if
all points of Q \ {ϕj(p1)} are black. A spiral Q is called a maximal spiral if
it is not contained in another spiral different from Q. If Q = {ϕl(p1)}jl=i is
a maximal spiral, then the number of threads is defined as (j − i)/2.

Connection. Let A be a green pattern and (P = {p1 < . . . < pper(P )}, ϕ)
∈ A its g-representative. A subset Q = {ϕl(p1)}jl=i of P is said to be a
connection if all points of Q \ {ϕj(p1)} are green. A connection Q is called
a maximal connection if it is not contained in another connection different
from Q. If Q = {ϕl(p1)}jl=i is a connection, then its length is defined as j−i.

Note that each spiral (resp. connection) is contained in some maximal
spiral (resp. connection).

Figure 4 shows a g-representative P of a green 8
3 -pattern with period 11.

We can see that the part {ϕl(p1) = yl}8l=4 is a maximal spiral of P with 2
threads, and {ϕl(p1) = yl}4l=0 is a maximal connection of length 4.

y0 y1 y8 y2 y9 y3 y6 y4 y5 y7 y10

Fig. 4. An 8
3 -unicycle with period 11

The cycles (patterns) constructed below are self-similar in the sense that
the maximal spirals (except one) have the same number of threads and the
maximal connections (except one) have the same length.

Let (P = {p1 < . . . < pm+n}, ϕ) be an m
n -unicycle with monotone code

and consider the short code defined in Section 2; according to Remark 2.1,
we can consider the short code D′P starting from pi ∈ P ∗. The reader can
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verify that by the monotonicity of the code K ′P , all codes D′P determine the
cycle P uniquely.

Recall that a positive integer k is fixed. For positive integers m,n, j, l we
always assume the relations

(12) m = j(kl + 1)− 1, n = kl + 1, j ≥ k(k + 1) + 2.

Consider a short code D′Pj,l = 〈UiZi〉ki=1, where Ui (resp. Zi) is a block
of ones (resp. zeros), cardUi = l for 1 ≤ i < k, cardUk = l+ 1; if z denotes
the least positive integer for which

(13) l(n−m) + zn ∈
[
m− n
k + 1

,
m− n
k

)

(it exists by (12)), then cardZi = z for 1 ≤ i < k. The number cardZk = z̃
is determined by the equality

(14) n(n−m) + (k − 1)zn+ z̃n = 0.

Lemma 4.1. The short code 〈UiZi〉ki=1 described above determines an
X-minimal pattern with eccentricity m/n.

P r o o f (see Figure 5). The code 〈UiZi〉ki=1 has n = kl + 1 ones. By our
choice of m,n we have the congruence

n−m ≡ 1 (mod n)

and so for 1 ≤ v ≤ kl + 1 we also have v(n − m) ≡ v (mod n). Hence it
can be easily verified that the maximal connections and the maximal spirals
are disjoint (their points have different codes K ′), i.e. the code 〈UiZi〉ki=1
really defines a cycle and obviously it defines a unique g-representative with
monotone code. Since by (14), (k − 1)z + z̃ =

∑k
i=1 cardZi = m− n we see

that an eccentricity of that g-representative of the X-minimal pattern given
by the code 〈UiZi〉ki=1 equals m/n.

The cycle from Lemma 4.1 can be written in spatial labeling as

Pj,l = {p1 < . . . < p(j+1)(kl+1)−1};
the left black points of Pj,l are denoted by {c1 < . . . < ckl+1} (ckl+1 =
pj(kl+1)−1). By KP (ci) we mean the code of the point ci.

Lemma 4.2. The cycle P = Pj,l has the following properties:

(i) KP (ci+1)−KP (ci) ≥ (m− n)/(k + 1),
(ii) P has at least [j/(k + 1)] green points between ci and ci+1, i =

1, . . . , kl (between minP and c1) belonging to the same connection,
(iii) a pattern [P ] has modality mdl([P ]) equal to 2kl + 1,
(iv) P has exactly 2k switches between f2

P (ci) and ci, i = k+1, . . . , kl+1;
for i = 1, . . . , k the number of switches between f2

P (ci) and ci is less than 2k.
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-33 -30 -27 -24 -21 -20 -18 -17 -15 -14 -13 -12 -11 -9 -8 -6 -5 -3 -2 0 1 4 7 10 3 -10

Fig. 5. An X-minimal 23
3 -unicycle (P,ϕ) given by a short code for k = 2, l = 1, n = 3,

j = 8, m = 23; K′P (p20) = 0; [P ] ∈ G2 and ent([P ]) ∼ log 3.57626 < logα(2) ∼ log 4.99667

P r o o f. (i) By the definition of the short code, a left black point x of
P has the code K ′P (x) = rxl(n − m) + rxzn + sx(n − m), where either
0 ≤ rx < k − 1 and 0 ≤ sx < l or rx = k − 1 and 0 ≤ sx ≤ l. Of course, if
rx = ry and sx = sy, then x = y by the monotonicity of K ′P . Thus, for the
difference of the codes of two different left black points x, y we obtain

|K ′P (x)−K ′P (y)| = |KP (x)−KP (y)|
= |(rx − ry)(l(n−m) + zn) + (sx − sy)(n−m)|
≥ ||rx − ry|(l(n−m) + zn)− |sx − sy|(m− n)|.

Notice that if rx 6= ry then 1 ≤ |rx−ry| ≤ k−1. First, suppose that rx 6= ry
and also sx 6= sy. Then by (13),

|sx− sy|(m−n)−|rx− ry|(l(n−m) + zn) > (m−n)
(

1− k − 1
k

)
>
m− n
k + 1

;

secondly, either rx = ry and

|KP (x)−KP (y)| = |sx − sy|(m− n) ≥ m− n > m− n
k + 1

or sx = sy and then by (13) again,

|KP (x)−KP (y)| = |rx − ry|(l(n−m) + zn) ≥ m− n
k + 1

,

which finishes the proof of (i).
(ii) Note that f2

P (c1) = minP , hence by the definition of KP , KP (c1)−
KP (minP ) = m− n. By (12) and (i),

KP (ci+1)−KP (ci) ≥ m− n
k + 1

>

(
j

k + 1
− 1
)
n.
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Summarizing, by the monotonicity of KP , between minP and c1 there are
at least [(m−n)/n] > j/(k+1) green points of a maximal connection which
starts from minP and for every i ∈ {1, . . . , kl} there is a maximal connection
of the cycle P which has at least [j/(k + 1)] green points between ci, ci+1

(see the definition of KP ).
(iii) follows from the fact that by (12) and (ii), all kl+1 left black points

of P are isolated, hence mdl([P ]) = 2(kl + 1)− 1 = 2kl + 1.
(iv) It is clear that for i = 1, . . . , k the number of switches between f2

P (ci)
and ci is less than 2k (see Lemma 1.4(iii)). We will show that

(15) f2
P (ci+k) = ci for i = 1, . . . , kl + 1− k.

By the definition of P , it has k maximal spirals (the ith maximal spiral
is given by the block Ui of ones), where the first k − 1 of them have the
number of threads equal to l, and k maximal connections, where the first
k − 1 of them have length z (see (13)); if we consider the blocks Ui of ones
in the short code D′P , the first unity in Ui corresponds to the black point
ckl+1−(k−i) and by the definition of K ′P ,

K ′P (ckl+1−(k−i)) = (i− 1)(l(n−m) + zn).

In particular, for i = 1, K ′P (ckl−k+2) = 0, where ckl−k+2 is the leftmost
black point among those that end maximal connections. This implies that
all black points from P less than ckl−k+2 have black preimages (with respect
to fP ). By (13),

K ′P (ckl+1) = (k − 1)(l(n−m) + zn) < (m− n)
k − 1
k

,

hence

K ′P (f2
P (ckl+1)) < (m− n)

(
k − 1
k
− 1
)
< 0,

and thus f2
P (ckl+1) < ckl−k+2. Since [P ] is green, also for i ∈ {1, . . . , k},

f2
P (ckl+1−(k−i)) < ckl−k+2.

This means that in fact f2
P (ckl+1) = ckl−k+1 (since n = kl + 1 ≥ k + 1,

the point ckl−k+1 always exists) and we have proved the property (15) for
i = kl+1−k. Now, for i smaller the relation (15) follows from the greenness
of [P ].

Remark 4.3. If we put k = 1 in Lemma 4.1, the X-minimal patterns
given by the short code 〈UiZi〉1i=1 are 2B-patterns investigated in [11]; so
we could say that [Pj,l] is a 2kB-pattern.

In this section we show that there are green patterns in Gk \ Gk−1 whose
topological entropies do not have an upper bound less than logα(k).
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Put jp = (k+ 1)(k+p) and lp = p and consider the sequence of patterns
{[Pjp,p]}∞p=1, where the representative Pjp,p is the cycle described in Lemma
4.2. By that lemma

• {[Pjp,p]}∞p=1 ⊂ Gk \ Gk−1,
• Pjp,p has at least k+p green points between two consecutive left black

points (between minP and the leftmost black point) belonging to the same
connection,
• the modality mdl([Pjp,p]) is equal to 2kp+ 1.

Notice that when p grows to infinity, the same is true for the modal-
ity of Pjp,p and for the time spent by some green point between any two
consecutive left black points.

As we know from Proposition 3.14, the topological entropies

ent(Pjp,p) = ent(fPjp,p)

are bounded by logα(k). By Remark 3.3, the Pjp,p-linear maps fPjp,p are
transitive and we can use Parry’s Theorem [22] to renormalize each fPjp,p .
Namely, for every p ≥ 1 there exists a piecewise linear continuous map fp :
[0, 1]→ [0, 1] with slopes± exp(ent(Pjp,p)) which is conjugate to fPjp,p . Since
the entropies (and then the slopes) of the elements of {fp}∞p=1 are bounded
by logα(k) (resp. exp(logα(k))), these maps from C(I) are equicontinuous
and equibounded. Without loss of generality we can assume that

(16)
{fp}∞p=1 converges in C0-norm to a map f : [0, 1]→ [0, 1],

{ent(fp)}∞p=1 converges to sup
p≥1

ent(fp) = sup
p≥1

ent(Pjp,p).

In the following lemma we will use the notation

(17) α = exp(sup
p≥1

ent(Pjp,p)).

Lemma 4.4. Let f : [0, 1] → [0, 1] be the limit of the sequence {fp}∞p=1.
Then

(i) there exist sequences {an}∞n=1 and {bn}∞n=1 such that

0 = a1 < b1 < a2 < b2 < . . . <
α

α+ 1
, lim an = lim bn =

α

α+ 1
,

(ii) f has a constant slope α on each interval [an, bn] and has slope −α
on each [bn, an+1], [α/(α+ 1), 1],

(iii) f(an) = an for n ≥ 1, f2(bn) = bn−k for n ≥ k + 1.

P r o o f. It is clear that f(x) = α − αx for x ∈ [α/(α + 1), 1]. Write
Pjp,p = P p, and let P pL (resp. P pR) be its left (resp. right) part with respect
to the fixed point of fPp . Let {cp,i}kp+1

i=1 be the left black points of P p, and
{dp,i}kp+1

i=1 the left green points of the green blocks of P p, i.e. dp,i = minP p2i−1
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where P p2i−1 is the ith green block of P p from the left (cf. (1) in Section 1).
As already stated, for each p ≥ 1 there exists an increasing continuous map
hp : conv(P p)→ [0, 1] such that

fPp = h−1
p ◦ fp ◦ hp.

Obviously, the points of the sequences {hp(dp,i)}kp+1
i=1 and {hp(cp,i)}kp+1

i=1 are
exactly those at which fp has its extrema. Now, since the sequence {fp}∞p=1
is convergent the reader can verify (consecutively for n = 1, n = 2, etc.)
that

lim
p→∞

hp(dp,n) = an, lim
p→∞

hp(cp,n) = bn

and by the continuity of f ,

lim an = lim bn =
α

α+ 1
.

According to Lemma 4.2(ii), (iv), f(an) = an for n ≥ 1 and f2(bn) = bn−k
for n ≥ k + 1. The last property gives us the inequalities an < an+1 for
n ≥ 1.

Proof of Theorem C. We know from Lemma 4.2(iv) that all patterns
[Pjp,p] are from the set Gk, hence by Proposition 3.14 for α defined in (17)
we have α ≤ α(k).

On the other hand, for the map f given by (16) we have f(x) = α− αx
for x ∈ [α/(α+1), 1]. Using f we can define sequences {fn(x) = αx+βn}∞n=1
and {gn(x) = −αx+ γn}∞n=0 in this manner: if n ≥ 1, then fn(x) = f(x) for
x ∈ [an, bn], gn(x) = f(x) for x ∈ [bn, an+1] and g0(x) = −αx. Extend the
domains of the maps fn and gn to the real line; by Lemma 4.4 the sequence
{γn}∞n=0 is then a solution of the difference equation (5) with the initial
condition γ0 = 0, γ1 = 2, . . . , γk. Using Lemma 4.4 again we can see that
{γn}∞n=0 is monotone; by Lemma 3.9, α ≥ α(k). This proves the theorem.

Let us recall that a map f ∈ C(I) defined on I ∈ I is transitive if and
only if

⋃
i≥0 f

i(J) = I for any interval J ⊂ I (see Section 0). In the notation
of Lemma 2.10 we write AQ(f) to emphasize that AQ is taken with respect
to f .

Proof of Theorem B. Let A be a fixed pattern from Gk and consider the
map f ∈ Σk defined by (16) (see the previous proof). The Lipschitz constant
of f is equal to α(k), hence by Proposition 3.11, ent(f) ≤ logα(k). By
Lemma 3.13 and Theorem C we even have (see Section 1) ent(f) = logα(k).

To show the conclusion of Theorem B, we want to apply Lemma 2.10 to
f ∈ Σk. So, let us show that f is transitive. By Lemma 3.5, α(k) > 2, hence
by Lemma 4.4 for any interval J ⊂ [0, 1] we have (|J | is the length of J)

f(J) ∩ {an}∞n=1 = ∅ ⇒ |f2(J)| > |J |,
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where {an}∞n=1 is the sequence of fixed points defined in Lemma 4.4. Obvi-
ously for some n0,

fn0(J) ∩ {an}∞n=1 6= ∅
and then by Lemma 4.4(iii) even fn1(J) = I for some n1 > n0. This shows
that f is transitive.

By Lemma 3.13, f exhibits A; let f have a cycle P and P ∈ A. Notice
that P does not contain a1 = 0 ∈ Fix(f), the left endpoint of the domain of
f . Using the definition of the entropy of P , Lemma 2.10 and Corollary 2.11,
we obtain

ent(f) = logα(k) > log r(AP (f)) ≥ log r(AP (fP )) = ent(P ) = ent(A).

This proves Theorem B.

Appendix: On strictly monotone solutions of difference equa-
tions. In this appendix we prove a necessary and sufficient condition for
the existence of a strictly monotone solution of an mth order difference
equation with real coefficients. The asymptotic behaviour of solutions of
difference equations in partially ordered Banach spaces has been studied by
means of spectral analysis in [13].

For m ∈ N fixed and n ≥ 0 let

(A1) a0γn+m + a1γn+m−1 + . . .+ am−1γn+1 + amγn = 0

be an mth order difference equation, where all the coefficients ai are real
numbers; the characteristic equation of (A1) is

(A2) a0λ
m + a1λ

m−1 + . . .+ am−1λ+ am = 0.

Denoting all different roots of (A2) as λ1, . . . , λk, where k ≤ m and each λj
has a multiplicity mj , a general solution {γn}n≥0 of (A1) can be expressed
as

(A3) γn =
k∑

j=1

mj−1∑

l=0

cj,ln
lλnj ,

where the complex coefficients cj,l are uniquely determined by an initial
condition for the values γ0, . . . , γm−1. In particular, the trivial solution (the
sequence of zeros) is given by the zero coefficients. Recall that {γn} is real if
and only if for all coefficients we have cj(1),l = cj(2),l whenever λj(1) = λj(2)
(see [17]). We will prove the following.

Theorem Ap.1. There exists a strictly monotone solution of (A1) if
and only if either 1 is a root of (A2) with multiplicity at least 2 or (A2)
has a positive root different from 1.
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When proving our theorem we will need a general result on a topological
dynamical system which describes the connection between minimality and
strong recurrence; then this result will be applied to particular maps of the
torus.

As usual, by a topological dynamical system we mean a pair (X, f), where
X is a compact (metric) space and f is a continuous map of X into itself.

Minimality. We say that the topological dynamical system (X, f) is min-
imal if {f i(x)}i≥0 = X for every x ∈ X.

Strong recurrence. Let (X, f) be a topological dynamical system. We say
that x ∈ X is strongly recurrent if for any open neighbourhood U(x) of x
there is a positive integer N0 such that for each j ∈ N,

{f i(x)}j−1+N0
i=j−1 ∩ U(x) 6= ∅.

The close connection between strong recurrence and minimal sets is
brought out in the following result, which was first proved in 1912 by G. D.
Birkhoff.

Proposition Ap.2 ([6]). If the topological dynamical system (X, f) is
minimal , then any point x ∈ X is strongly recurrent.

Now we are going to recall some results on translations on the torus. For
more detailed information, see [18].

Using additive notation, for j ∈ N consider as phase space the j-dimen-
sional torus

T j = R/Z× . . .× R/Z︸ ︷︷ ︸
j times

= Rj/Zj

and for ω = (ω1, . . . , ωj) ∈ T j , the translation Tω,j has the form

Tω,j(x1, . . . , xj) = (x1 + ω1, . . . , xj + ωj) (mod 1).

If all coordinates of ω are rational numbers, then Tω,j is periodic. Con-
cerning the properties of Tω,j , we have the following result. Note that the
0-dimensional torus is given by a single point.

Proposition Ap.3 ([18]). For any translation Tω,j and any x ∈ T j the
closure

{T iω,j(x)}
i≥0

of the orbit of x is a finite union of tori of dimension k, 0 ≤ k ≤ j, and the
restriction of Tω,j to {T iω,j(x)}

i≥0
is minimal.
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Proposition Ap.4. For any non-trivial (ω 6≡ 0 (mod 1)) translation
(rotation) Tω,1 of a circle T = T 1 and any x ∈ T we have

lim
m→∞

1
m

m−1∑
n=0

cos 2πTnω,1(x) = 0.

P r o o f. For a non-trivial ω ∈ T , this follows from the elementary equal-
ities

m−1∑
n=0

exp(i2πTnω,1(x)) = exp(i2πx)
m−1∑
n=0

exp(i2πTnω,1(0))

= exp(i2πx)
exp(i2πTmω,1(0))− 1

exp(i2πTω,1(0))− 1
.

Proof of Theorem Ap.1. Suppose that (A2) has a positive root λ+ differ-
ent from 1. Then it follows from (A3) that the strictly monotone sequence
{γn = λn+}n≥0 is a solution of (A1). Similarly, if 1 is a root of (A2) with
multiplicity at least 2, then again from (A3) we can see that the increasing
sequence {γn = n}n≥0 is a solution of (A1).

On the other hand, consider the equation (A1) such that (A2) either has
1 as a simple root or has no positive root, and let {γn}n≥0 be a fixed real
non-trivial solution of (A1) given by (A3), i.e.

γn =
k∑

j=1

mj−1∑

l=0

cj,ln
lλnj =

∑

(j,l)∈S
cj,ln

lλnj ,

where S =
⋃k
j=1{j}×{0, 1, . . . ,mj−1}. It follows from (A3) that the mono-

tonicity of {γn} depends on the maximal efficient roots in its expression (of
maximal modulus with non-zero coefficients) and 1 as a simple root of (A2)
has no effect on it. Define S0 ⊂ S as S0 = {(j, l) : λj is efficient for {γn}},
and for L = max(j,l)∈S0 l define S1 ⊂ {1, . . . , k} by S1 = {j : (j, L) ∈ S0}.
In the sequel we will need another solution {δn}n≥0 of (A1) given by

δn =
∑

j∈S1

cj,Ln
Lλnj .

Note that {δn} is a real solution again, i.e. cj(1),L = cj(2),L whenever λj(1) =
λj(2).

Now we will distinguish two cases.

Case I. First, we will prove the conclusion of our theorem for the solution
{δn}n≥0, i.e. we will show that {δn} is not strictly monotone. We can then
write for λ = |λj |, j ∈ S1,

δn = nLλn
∑

j∈S1

cj,L exp(i2πnωj),
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and if we set S2 = {j ∈ S1 : ωj ∈ (0, 1/2]}, then also

δn = nLλn
∑

j∈S2

aj,L cos(2πnωj)− bj,L sin(2πnωj)(A4)

= nLλn
∑

j∈S2

√
a2
j,L + b2j,L cos 2π(xj,L + nωj),

where aj,L = cj,L if ωj = 1/2 (then bj,L = 0), aj,L = 2<(cj,L), bj,L =
2=(cj,L) for ωj ∈ (0, 1/2) and

cos 2πxj,L =
aj,L√

a2
j,L + b2j,L

.

Since all the coefficients cj,L are non-zero, {δn} is not a trivial solution
of (A1).

To show that {δn} is not strictly monotone, we will use the notation
l = cardS2 and

(A5) V (n, x) =
∑

j∈S2

√
a2
j,L + b2j,L cos 2π(xj,L + nωj),

which can be rewritten as V (n, x) = V (0, Tnω,l(x)) for x, ω ∈ T l and the
translation Tω,l : T l → T l. Define

M+(x, ω) = {n ∈ N ∪ {0} : V (0, Tnω,l(x)) > 0}
and M−(x, ω) analogously; by (A4), it is sufficient to show that both these
sets are non-empty. Suppose to the contrary that M−(x, ω) = ∅ and notice
that combining Proposition Ap.2, Proposition Ap.3 and the continuity of
the cosine map, we can find a positive integer N0 and a positive real ε such
that for each j ∈ N,

(A6) {V (0, Tnω,l(x))}j−1+N0
n=j−1 ∩ (ε,∞) 6= ∅,

hence we immediately get

lim inf
m→∞

1
m

m−1∑
n=0

V (0, Tnω,l(x)) ≥ ε

N0
.

On the other hand, Proposition Ap.4 gives us

lim
m→∞

1
m

m−1∑
n=0

V (0, Tnω,l(x))

= lim
m→∞

1
m

m−1∑
n=0

∑

j∈S2

√
a2
j,L + b2j,L cos 2π(xj,L + nωj)
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=
∑

j∈S2

√
a2
j,L + b2j,L lim

m→∞
1
m

m−1∑
n=0

cos 2πTnωj ,1(xj,L) = 0.

The last evaluations yield an obvious contradiction: M−(x, ω) 6= ∅ and sim-
ilarly for M+(x, ω). By (A4) and (A5), the solution {δn} is not strictly
monotone.

Case II. To finish the proof for the solution {γn}n≥0, we define

N({δn}) = {n ∈ N : δn 6= 0}.
Notice that by (A4) and (A6), the set N({δn}) is infinite. We show that

(A7) lim
n∈N({δn})

γn/δn = 1.

Really, for n ∈ N({δn}) we have

γn
δn

=

∑
(j,l)∈S cj,ln

lλnj∑
j∈S1

cj,LnLλnj
=

∑
(j,l)∈S\(S1×L) cj,ln

lλnj +
∑
j∈S1

cj,Ln
Lλnj∑

j∈S1
cj,LnLλnj

=

∑
(j,l)∈S\(S1×L) cj,ln

l−L(λj/λ)n +
∑
j∈S1

cj,L exp(i2πnωj)∑
j∈S1

cj,L exp(i2πnωj)

=

∑
(j,l)∈S\(S1×L) cj,ln

l−L(λj/λ)n∑
j∈S1

cj,L exp(i2πnωj)
+ 1 = A(n) + 1,

where λ = |λj | for j ∈ S1; since the numerator of A(n) is a finite sum and
by the definition of S1, for (j, l) ∈ S \ (S1 × L), we have the implication

|λj | = λ⇒ l < L,

we also have
lim

n∈N({δn})
A(n) = 0,

hence (A7) holds. Of course, this means that the sequence {γn} is not strictly
monotone, and our theorem is proved.
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