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New examples of effective formulas
for holomorphically contractible functions

by

MAREK JARN I CK I (Kraków) and P ETER PF LUG (Oldenburg)

Abstract. Let G ⊂ Cn and B ⊂ Cm be domains and let Φ : G → B be a surjective
holomorphic mapping. We characterize some cases in which invariant functions and pseu-
dometrics on G can be effectively expressed in terms of the corresponding functions and
pseudometrics on B.

0. Introduction. It is well known that holomorphically contractible
families of functions or pseudometrics give very useful and powerful tools in
complex analysis. Recall that a family (dG)G of functions dG : G × G →
R+ (where G runs through all domains in Cn with arbitrary n) is called
holomorphically contractible if

• tanh dE = the hyperbolic distance on the unit disc E,
• dG2(F (a), F (z)) ≤ dG1(a, z) for all F ∈ O(G1, G2) and a, z ∈ G1.

A family (δG)G of pseudometrics δG : G × Cn → R+ (i.e. δG(a;λX) =
|λ|δG(a;X), a ∈ G ⊂ Cn 3 X, λ ∈ C) is called holomorphically con-
tractible if

• δE = the hyperbolic pseudometric on E,
• δG2(F (a);F ′(a)(X)) ≤ δG1(a;X) for all F ∈ O(G1, G2) and a ∈ G1 ⊂

Cn1 3 X.

For simplicity, each dG (resp. δG) will be called an invariant function
(resp. invariant pseudometric); cf. [Jar-Pfl].

Frequently, the following problem appears. We are given a holomorphi-
cally contractible family (dG)G of functions (e.g. the family of the pluricom-
plex Green functions). We want to verify certain holomorphic properties of
a domain G via corresponding properties of dG. Consequently, we have to
check whether dG satisfies some conditions, e.g. whether dG has a restricted
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growth near the boundary. However, for a given domain G, it is in general
difficult to describe dG by an effective formula. Therefore, usually one could
proceed as follows. First, we approximate G by more elementary domains
G′ such that dG′ can be calculated. Next, using limit procedures, we try to
estimate dG. It is clear that what we need for such an approach is a large (up
to a biholomorphic equivalence) class of “elementary” domains for which at
least some of the invariant functions and pseudometrics can be calculated.

Recall that in the case of one complex variable the formulas are known
only in the case of the unit disc or an annulus (cf. [Jar-Pfl], Ch. V). In the
case of several variables the formulas are known for example for all norm
balls in Cn with transitive group of automorphisms (i.e. the unit polydisc
En, the Euclidean ball Bn, and the Lie ball Ln; cf. [Jar-Pfl], §8.3). Besides
these classical domains, the only class for which effective descriptions of
invariant functions are known, is the class of elementary Reinhardt domains
of the form

G := {(z1, . . . , zn) ∈ Cn : |z1|α1 · . . . · |zn|αn < 1},

where α1, . . . , αn > 0 (cf. [Jar-Pfl], §4.4, [Pfl-Zwo], [Edi-Zwo 2]).
The aim of the paper is to generalize results of [Jar-Pfl] and to obtain a

larger class of domains for which we can produce effective formulas. More
precisely, suppose that Φ : G → B is a surjective holomorphic mapping,
where B ⊂ Cm is a domain for which dB is known. We are interested
(Theorem 1) in those cases in which

dG(a, z) = (dB(Φ(a), Φ(z)))1/r(a),

where r(a) := orda(Φ−Φ(a)) denotes the order of vanishing. In the special
case where B = B1×. . .×Bm we also discuss (Proposition 3) some situations
in which

dG(a, z) = max{(dBj
(Φj(a), Φj(z)))1/rj(a) : j = 1, . . . ,m},

where rj(a) := orda(Φj − Φj(a)), j = 1, . . . ,m.
We also present (Propositions 4 and 5) some characterizations of proper

and biholomorphic mappings between domains from Theorem 1.

1. Notation. Let G ⊂ Cn be a domain. We will consider the following
invariant functions and pseudometrics (cf. [Jar-Pfl]).

The kth Möbius function:

m
(k)
G (a, z) := sup{|f(z)|1/k : f ∈ O(G, E), orda f ≥ k},

a, z ∈ G, k ∈ N.
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The kth Reiffen pseudometric:

γ
(k)
G (a;X) := sup

{∣∣∣∣ 1
k!

f (k)(a)(X)
∣∣∣∣1/k

: f ∈ O(G, E), orda f ≥ k

}
,

a ∈ G, X ∈ Cn, k ∈ N.

The pluricomplex Green function with poles P and weights ν (cf. [Lel]):

gG(P ; ν; z) := sup{u(z) : log u ∈ PSH(G, [−∞, 0)),
∃M>0 : u(w) ≤ M‖w − a‖ν(a), (a,w) ∈ P ×G}, z ∈ G,

where P is a finite subset of G, and ν : P → (0,∞).
The pluricomplex Green function:

gG(a, z) := gG({a}; 1; z), a, z ∈ G.

The Azukawa pseudometric:

AG(a;X) := lim sup
0 6=λ→0

gG(a, a + λX)
|λ|

, a ∈ G, X ∈ Cn.

Let V be an analytic subset of an open set Ω ⊂ Cn. Recall that an upper
semicontinuous function u : V → [−∞,∞) is said to be plurisubharmonic if
for any holomorphic mapping φ : E → V the function u ◦ φ is subharmonic
on E (cf. [For-Nar]).

We say that V has the plurisubharmonic Liouville property if any func-
tion plurisubharmonic and bounded from above on V is constant.

Observe that if V has the plurisubharmonic Liouville property, then V
has the Liouville property , i.e. any function holomorphic and bounded on
V is constant.

2. Main results. The main result of the paper is the following theorem.

Theorem 1. Let Ω ⊂ Cn be open, Φ ∈ O(Ω, Cm) (m < n), and let B ⊂
Φ(Ω) be a domain. Put G := Φ−1(B). For a ∈ G let r(a) := orda(Φ−Φ(a)).
Assume that there exists a thin relatively closed subset S of B such that for
any ξ ∈ B \ S,

(C1) Φ−1(ξ) has the plurisubharmonic Liouville property ,
(C2) ∃a∈Φ−1(ξ) : rankΦ′(a) = m.

Then G is a domain and the following formulas hold :
(a) We have

m
(1)
G (a, z) = m

(1)
B (Φ(a), Φ(z)), a, z ∈ G,(1)

γ
(1)
G (a;X) = γ

(1)
B (Φ(a);Φ′(a)(X)), a ∈ G, X ∈ Cn.(2)

(b) If a ∈ G is such that the analytic set dimension satisfies

(∗) dim({X ∈ Cn : Φ(r)(a)(X) = 0}) = n−m,
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where r := r(a), then

m
(k)
G (a, z) = (m(`)

B (Φ(a), Φ(z)))`/k, z ∈ G,(3)

γ
(k)
G (a;X) =


(

γ
(k/r)
B

(
Φ(a);

1
r!

Φ(r)(a)(X)
))1/r

if k/r ∈ N,

0 if k/r 6∈ N,

(4)

X ∈ Cn, k ∈ N,

gG(a, z) = (gB(Φ(a), Φ(z)))1/r, z ∈ G,(5)

AG(a;X) =
(

AB

(
Φ(a);

1
r!

Φ(r)(a)(X)
))1/r

, X ∈ Cn,(6)

where ` = `(a, k) := µ(k/r) and µ(t) := −(the integer part of (−t)).
(c) If P ⊂ G is a finite set such that (∗) is satisfied for every a ∈ P ,

then

(7) gG(P ; ν; , z) = gB(Φ(P ); ν̃;Φ(z)), z ∈ G,

where

ν̃(ξ) := max{ν(a)/r(a) : a ∈ P ∩ Φ−1(ξ)}, ξ ∈ Φ(P ).

Conditions (C1), (C2), (∗) are always satisfied if m = 1 and Φ is a
primitive polynomial (cf. Remark 7). Consequently , if Φ is a primitive
polynomial , then formulas (1)–(7) are true.

The proof of Theorem 1 will be given in §3.

Remark 2. (a) The case where Φ is a monomial and B = E has been
studied in [Jar-Pfl], §4.4, and [Edi-Zwo 2].

(b) If rankΦ′(a) = m or m = 1, then (∗) is satisfied.
(c) If (∗) is not satisfied, then formulas (3)–(7) need not be true (cf. Prop-

osition 3).

Let αj = (αj,1, . . . , αj,n) ∈ (Z+)n \ {0}, j = 1, . . . ,m (m ≥ 2), and

G := {z ∈ Cn : |zαj | < 1, j = 1, . . . ,m}.

Fix an a ∈ G with aαj = 0, j = 1, . . . ,m. Assume that

a = (a1, . . . , as, 0, . . . , 0)

with a1 . . . as 6= 0 and 1 ≤ s ≤ n− 1. Put

A := [αj,k] j=1,...,m
k=1,...,n

=

 α1
...

αm

 , Ã := [αj,k] j=1,...,m
k=s+1,...,n

=

 β1
...

βm

 .

Notice that rj := orda zαj = |βj | > 0, j = 1, . . . ,m.
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Proposition 3. The following conditions are equivalent :

(i) rankA = rank Ã;
(ii) gG(a, z) = max{|zαj |1/rj : j = 1, . . . ,m}, z ∈ G;
(iii) gG(a, z) = sup{|zα|1/r : α ∈ (Z+)n, |zα| < 1 in G,

r = orda zα > 0}, z ∈ G;
(iv) gG(a, (z′, λz′′)) = |λ|gG(a, z), z = (z′, z′′) ∈ G ⊂ Cs × Cn−s, λ ∈ E;

(v) ∀k∈N :
{

(z′, z′′) ∈ G : lim sup
θ→0+

1
θ
m

(k)
G (a, (z′, θz′′)) < ∞

}
is not thin.

The proof of Proposition 3 will be given in §4.
Recall that a bounded domain D ⊂ Cn is called hyperconvex if it admits

a negative plurisubharmonic exhaustion function.

Proposition 4. Let Ωj ⊂ Cnj , Φj ∈ O(Ωj , Cmj ), and Sj ⊂ Bj ⊂
Φj(Ωj) be such that (Φj , Bj , Sj) satisfies (C1) and (C2) from Theorem 1
and Bj is bounded. Put Gj := Φ−1

j (Bj), j = 1, 2, and let F : G1 → G2 be a
holomorphic mapping. Then there exists a holomorphic mapping F̃ : B1 →
B2 such that

Φ2 ◦ F = F̃ ◦ Φ1.

Moreover ,

• if F is biholomorphic, then so is F̃ ;
• if n1 = n2 =: n, m1 = m2 =: m, B1 is hyperconvex , and F is proper ,

then F̃ is proper.

The case where Φj is a monomial and Bj = E, j = 1, 2, has been studied
in [Edi-Zwo 2].

Proposition 5. Let Φj = (Qj,1, . . . , Qj,m) : Cn → Cm be a homogeneous
polynomial with deg Qj,1 = . . . = deg Qj,m =: dj ≥ 2. Let Sj ⊂ Bj ⊂
Φj(Cn) be such that (Φj , Bj , Sj) satisfies (C1) and (C2) (for example, m = 1
and Φj is a primitive homogeneous polynomial), Bj is bounded , and 0 ∈ Bj.
Put Gj := Φ−1

j (Bj), j = 1, 2.

(a) If G1 and G2 are biholomorphic, then the following conditions are
equivalent :

(i) for any biholomorphic mapping F : G1 → G2 we have F (0) = 0;
(ii) orda(Φ2 − Φ2(a)) < d2 for any a 6= 0.

(b) Assume additionally that B1 and B2 are balanced (consequently , G1

and G2 are balanced). Then the following conditions are equivalent :

(i) G1, G2 are biholomorphic;
(ii) there is a linear isomorphism L : Cn → Cn such that L(G1) = G2.
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In particular , if Φ1(z) = zα, Φ2(z) = zβ are primitive monomials,
G1 := {|zα| < 1}, and G2 := {|zβ | < 1}, then G1 and G2 are biholomorphic
iff α = β up to permutation (cf. [Edi-Zwo 2]).

The proofs of Propositions 4 and 5 will be given in §5.

3. Proof of Theorem 1

Proposition 6. (a) Let D ⊂ Cd be a domain having the plurisubhar-
monic Liouville property and let V be a connected pure d-dimensional ana-
lytic subset of D × Cn−d such that the natural projection

V 3 (z, w) π7→ z ∈ D

is proper. Then V has the plurisubharmonic Liouville property.
(b) Any connected pure d-dimensional algebraic subset of Cn has the

plurisubharmonic Liouville property.

P r o o f. (a) We may assume that V is irreducible. Let u be plurisub-
harmonic on V with c0 := supV u < ∞. Define

ũ(z) := max{u(z, w) : (z, w) ∈ V }, z ∈ D.

Using the standard methods (cf. [For-Nar], the proof of Lemma 5.1), we
prove that ũ ∈ PSH(D). Since D has the plurisubharmonic Liouville prop-
erty, ũ = const = c0.

To prove that u ≡ const it suffices to show that u = c0 on a dense subset
of V . Let ∆ ⊂ D be an analytic set such that π : V \ π−1(∆) → D \∆ is a
holomorphic covering. We show that u = c0 on V0 := V \ π−1(∆). Notice
that V0 = Reg(V ) \ π−1(∆), where Reg(V ) denotes the set of all regular
points of V . We know that Reg(V ) is connected (because V is irreducible).
Thus V0 is connected.

Let Ṽ0 := {(z, w) ∈ V0 : u(z, w) = c0}. Then Ṽ0 6= ∅ and Ṽ0 is closed
in V0. Moreover, by the maximum principle, Ṽ0 is open. Thus Ṽ0 = V0, i.e.
u = c0 on V0.

(b) follows from (a) and the fact that for an algebraic subset V of Cn,
after a linear change of coordinates, the projection π is proper; cf. [Chi].

Remark 7. (a) Recall that a polynomial P of n complex variables is
primitive iff P cannot be represented in the form P = f(Q), where f is a
polynomial of one complex variable of degree ≥ 2 and Q is a polynomial of
n complex variables (cf. [Cyg]).

In particular, a homogeneous polynomial P is primitive iff P cannot be
written as P = Qp, where p ≥ 2 and Q is a homogeneous polynomial.

A monomial zα, where α = (α1, . . . , αn) ∈ Nn, n ≥ 2, is primitive iff the
numbers α1, . . . , αn are relatively prime.
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(b) It is known (cf. [Cyg]) that if P is a primitive polynomial, then the
fibers P−1(ξ) are connected except for a finite number of ξ.

(c) If P is a polynomial, then the set P ({z ∈ Cn : P ′(z) = 0}) is finite.
(d) Properties (b) and (c) and Proposition 6(b) show that if Φ is a

primitive polynomial, then (C1), (C2) are satisfied with a finite set S ⊂ B.
(e) Let Φ : Cn → Cm (m < n),

Φ(z1, . . . , zm, zm+1, . . . , zn) = Φ(z1, . . . , zm, z′) := (z1(z′)β1 , . . . , zm(z′)βm),

where β1, . . . , βm ∈ (Z+)n−m. Then for any ξ = (ξ1, . . . , ξm) ∈ (C∗)m

(C∗ := C \ {0}) we have the global parametrization

(C∗)n−m 3 λ 7→ (ξ1/λβ1 , . . . , ξm/λβm , λ) ∈ Φ−1(ξ).

Hence, (C1) and (C2) are satisfied with S := {(ξ1, . . . , ξm) : ξ1 · . . . · ξm

= 0}.

Proof of Theorem 1. First we prove that G is a domain. Observe that

G = Φ−1(B \ S) ∪ Φ−1(S) =: G0 ∪ S0.

Since S0 is a thin relatively closed subset of G, it suffices to prove that G0

is a domain. Suppose that G0 = U1 ∪ U2, where U1, U2 are open, disjoint,
and non-empty. Let Bj := {ξ ∈ B \ S : Φ−1(ξ) ⊂ Uj}, j = 1, 2. By (C1)
we have B1 ∪ B2 = B \ S. Obviously, B1, B2 are disjoint and non-empty.
Fix ξ0 ∈ Bj . By (C2) there exists a ∈ Φ−1(ξ0) such that rank Φ′(a) =
m. We may assume that rank[∂Φj/∂zn−m+k(a)]j,k=1,...,m = m. By the
implicit mapping theorem, the equation Φ(z′, z′′) = ξ (where (z′, z′′) ∈
Cn−m × Cm) is equivalent in a neighborhood of (a, ξ0) to z′′ = φ(z′, ξ),
where φ is holomorphic. In particular, (a′, φ(a′, ξ)) ∈ Uj ∩Φ−1(ξ) for ξ in a
neighborhood W of ξ0. Hence, by (C1), W ⊂ Bj . Consequently, Bj is open,
j = 1, 2; a contradiction.

Formulas (2), (4), and (6) follow from (1), (3) and (5), respectively,
and from properties of γ

(k)
G and AG (cf. [Jar-Pfl], §4.2). Formula (5) follows

from (7). In formulas (1), (3), and (7) the inequalities ≥ follow directly from
the definitions. Therefore we only need to prove the opposite inequalities.

Let f ∈ O(G, E), orda f ≥ k. By (C1) there exists a function f̃ :
B \ S → E such that f = f̃ ◦ Φ on G \ Φ−1(S). Condition (C2) and the
implicit mapping theorem imply that f̃ ∈ O(B \ S). Now, by the Riemann
theorem, f̃ extends holomorphically to B (we denote the extension by the
same symbol) and f = f̃ ◦ Φ in G. Obviously, f̃(Φ(a)) = 0. In particular, if
k = 1, then we get (1).

Assume that (∗) is satisfied.



226 M. Jarnicki and P. Pflug

Let L be an m-dimensional vector subspace of Cn such that

L ∩ {X ∈ Cn : Φ(r)(a)(X) = 0} = {0}.
It is clear that there exist % > 0 and C > 0 such that

(+) ‖Φ(a + X)− Φ(a)‖ ≥ C‖X‖r, X ∈ L ∩B(%).

Now one can easily prove that there exist neighborhoods U ⊂ B(%) of 0 and
V ⊂ Cm of Φ(a) such that the mapping L ∩ U 3 X 7→ Φ(a + X) ∈ V is
proper (in particular, surjective).

For ξ ∈ V let X(ξ) ∈ L∩U be such that Φ(a+X(ξ)) = ξ. Then, by (+),
we get

|f̃(ξ)| = |f(a + X(ξ))| ≤ const ‖X(ξ)‖k ≤ const ‖Φ(a + X(ξ))− Φ(a)‖k/r

= const ‖ξ − Φ(a)‖k/r, ξ ∈ V.

Hence ordΦ(a) f̃ ≥ µ(k/r), and therefore,

m
(`)
B (Φ(a), Φ(z)) ≥ |f̃(Φ(z))|1/` = |f(z)|1/`,

which implies that

m
(`)
B (Φ(a), Φ(z)) ≥ (m(k)

G (a, z))k/`,

and so the proof of (1) and (3) is complete.
We turn to the proof of (7). Let u : G → [0, 1) be such that log u ∈

PSH(G) and u(w) ≤ M‖w − a‖ν(a) for any (a,w) ∈ P ×G. By (C1) there
exists a function ũ : B\S → [0, 1) such that u = ũ◦Φ on G\Φ−1(S). Condi-
tion (C2) and the implicit mapping theorem imply that log ũ ∈ PSH(B\S).
Now, by the Riemann type theorem for plurisubharmonic functions, ũ ex-
tends to a log-plurisubharmonic function on B (we denote the extension by
the same symbol). By the identity principle for plurisubharmonic functions
we get u = ũ ◦ Φ in G.

Fix a ∈ P , let r := r(a), ν := ν(a), and let X(ξ), ξ ∈ V , be as above.
Then

ũ(ξ) = u(a + X(ξ)) ≤ M‖X(ξ)‖ν ≤ const ‖Φ(a + X(ξ))− Φ(a)‖ν/r

= const ‖ξ − Φ(a)‖ν/r, ξ ∈ V.

Hence
ũ(ξ) ≤ M̃ |ξ − ξ0|ν̃(ξ0), (ξ0, ξ) ∈ Φ(P )×B.

Thus
gB(Φ(P ); ν̃;Φ(z)) ≥ ũ(Φ(z)) = u(z),

which implies that

gB(Φ(P ); ν̃;Φ(z)) ≥ gG(P ; ν; z).

The last part of the theorem follows from Remark 7(d).
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4. Proof of Proposition 3. (i)⇒(ii). Let

L(z) := gG(a, z), R(z) := max{|zαj |1/rj : j = 1, . . . ,m}, z ∈ G.

The inequality L ≥ R follows from the definition of gG. To prove that L ≤ R
it suffices to show that L(z) ≤ R(z) for any z ∈ G0 := G ∩ ((C∗)s × Cn−s).

By (i), for any k = 1, . . . , s, the system of equations

αj,s+1xs+1 + . . . + αj,nxn = −αj,k, j = 1, . . . ,m,

has a rational solution (Qs+1,k/µk, . . . , Qn,k/µk) with Qs+1,k, . . . , Qn,k ∈ Z,
µk ∈ N. Put Qk,k := µk and Qj,k := 0, j, k = 1, . . . , s, j 6= k. Then

(†) αj,1Q1,k + . . . + αj,nQn,k = 0, j = 1, . . . ,m, k = 1, . . . , s.

Let
Qj := (Qj,1, . . . , Qj,s) ∈ Zs, j = 1, . . . , n.

Define F : (C∗)s × Cn−s → (C∗)s × Cn−s by

F (ξ, η) := (ξQ1 , . . . , ξQs , ξQs+1η1, . . . , ξ
Qnηn−s)

= (ξµ1
1 , . . . , ξµs

s , ξQs+1η1, . . . , ξ
Qnηn−s),

(ξ, η) = (ξ1, . . . , ξs, η1, . . . , ηn−s) ∈ (C∗)s × Cn−s.

Observe that F is surjective. Indeed, for z = (z1, . . . , zn) ∈ (C∗)s × Cn−s,
take an arbitrary ξj ∈ (zj)1/µj , j = 1, . . . , s, and define ηj := zs+j/ξQs+j ,
j = 1, . . . , n− s.

Moreover, if z = F (ξ, η), then by (†) we get

(‡) zαj = ξαj,1Q1+...+αj,nQnηβj = ηβj , j = 1, . . . ,m.

Let
D := {η ∈ Cn−s : |ηβj | < 1, j = 1, . . . ,m}.

Using (‡) we get the equality F ((C∗)s ×D) = G0.
Fix a ξ0 ∈ (C∗)s such that a = F (ξ0, 0). Then, for any z = F (ξ, η) ∈ G0,

we have
gG(a, z) = gG(F (ξ0, 0), F (ξ, η))

≤ g(C∗)s×D((ξ0, 0), (ξ, η)) = gD(0, η)

= max{|ηβj |1/rj : j = 1, . . . ,m}
= max{|zαj |1/rj : j = 1, . . . ,m}.

The implications (ii)⇒(iii)⇒(iv)⇒(v) are trivial.
(v)⇒(i). Suppose that rank Ã < rank A. We may assume that

2 ≤ t := rankA = rank

α1
...

αt

 , rank

β1
...
βt

 < t.
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Then there exist c1, . . . , ct ∈ Z such that c1β1 + . . . + ctβt = 0 and |c1| +
. . .+ |ct| > 0. We may assume that c1, . . . , cu ≥ 0, cu+1, . . . , ct < 0 for some
1 ≤ u ≤ t− 1. Let

d := ac1α1+...+ctαt ,

r := c1r1 + . . . + curu = −(cu+1ru+1 + . . . + ctrt),

f(z) :=
zc1α1+...+cuαu − dz−(cu+1αu+1+...+ctαt)

1 + |d|
, z ∈ G.

Observe that f ∈ O(G, E), orda f ≥ r + 1, and f 6≡ 0 (because α1, . . . , αt

are linearly independent). Fix b = (b′, b′′) ∈ G ⊂ Cs × Cn−s with f(b) 6= 0.
Observe that f(b′, θb′′) = θrf(b), 0 ≤ θ ≤ 1. Thus we get

1
θ
m

(r+1)
G (a, (b′, θb′′)) ≥ 1

θ
|f(b′, θb′′)|1/(r+1)

= θ−1/(r+1)|f(b)|1/(r+1)−−−→
θ→0+

∞;

a contradiction.

5. Proofs of Propositions 4 and 5

Proof of Proposition 4. By (C1) (for (Φ1, B1, S1)) there exists a mapping
F̃ : B1 \ S1 → B2 such that Φ2 ◦ F = F̃ ◦ Φ1. By (C2), F̃ is holomorphic.
The Riemann extension theorem implies that F̃ extends holomorphically to
a mapping F̃ : B1→B2 (we use the same symbol for the extension). By the
identity principle we have Φ2 ◦F = F̃ ◦Φ1 on B1. In particular, F̃ : B1→B2.

It is clear that if F is biholomorphic, then so is F̃ .
Now, assume that B1 is hyperconvex and F is proper. Since F is proper,

there exists b ∈ G2 such that

• Φ′2(b) 6= 0,
• rank F ′(a) = n for any a ∈ P := F−1(b) (note that P is finite),
• rank Φ′1(a) = m for any a ∈ P .

By (7) and [Lár-Sig] (see also [Edi-Zwo 1]) we get∏
ξ0∈Φ1(P )

gB1(ξ0, Φ1(z)) ≤ gB1(Φ1(P ); 1; Φ1(z))

= gG1(P ; 1; z) = gG2({b}; 1; F (z))
= gG2(b, F (z)) = gB2(Φ2(b), Φ2(F (z)))

= gB2(Φ2(b), F̃ (Φ1(z))), z ∈ G1.

Hence, since B1 is hyperconvex, we obtain

lim inf
ξ→∂B1

gB2(Φ2(b), F̃ (ξ)) ≥ 1,

which implies that F̃ is proper.
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Remark 8. Under the assumptions of Proposition 4 let F : G1 → G2 be
biholomorphic. Let ξ ∈ B1 and let η := F̃ (ξ). Then Φ−1

1 (ξ) satisfies (C1)
(resp. (C2)) iff Φ−1(η) satisfies (C1) (resp. (C2)).

In particular, a set S1 ⊂ B1 is singular for (Φ1, B1) iff F̃ (S1) is singular
for (Φ2, B2).

Moreover, for any a ∈ G1 we have

orda(Φ1 − Φ1(a)) = ordF (a)(Φ2 − Φ2(F (a))).

Remark 9. Observe that if Q is a homogeneous polynomial of n com-
plex variables and Q(k)(a) = 0, then by the Euler identity, Q(k−1)(a) = 0,
. . . , Q(a) = 0.

Let Q = (Q1, . . . , Qm) : Cn → Cm be a homogeneous polynomial map-
ping with deg Q1 = . . . = deg Qm =: d ≥ 2,

Q(z) =
∑
|α|=d

aαzα.

Then the following conditions are equivalent:

∃a∈Cn\{0} : Q(z + a) = Q(z), z ∈ Cn;(i)
∃a∈Cn\{0} : orda(Q−Q(a)) = d;(ii)

∃a∈Cn\{0} : Q(d−1)(a) = 0;(iii)
rank[(β + ek)!aj,β+ek

] |β|=d−1, j=1,...,m
k=1,...,n

< n,(iv)

where
ek := (0, . . . , 0, 1

kth position
, 0, . . . , 0), k = 1, . . . , n.

Moreover, conditions (i), (ii), and (iii) are also equivalent when the point
a is fixed.

Proof of Proposition 5. (a) Suppose that F0 : G1 → G2 is a fixed
biholomorphic mapping.

Assume that (i) holds (in particular, F0(0) = 0) and suppose that
orda(Φ2 − Φ2(a)) = d2 for some a 6= 0. We may assume that a ∈ G2.
Hence, by Remark 9, the translation z

T7→ z + a maps G2 onto G2. Then
F := T ◦ F0 : G1 → G2 is a biholomorphic mapping with F (0) = T (0) =
a 6= 0; a contradiction.

Now, assume that (ii) holds and suppose that F : G1 → G2 is a biholo-
morphic mapping with a := F (0) 6= 0. Then, by Remark 8, we get

orda(Φ2 − Φ2(a)) = ord0 Φ1 = d1

≥ ordF−1(0)(Φ1 − Φ1(F−1(0))) = ord0 Φ2 = d2;

a contradiction.
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(b) It is known (cf. [Jar-Pfl], Corollary 3.5.7) that if F (0) = 0, then
the mapping L := eiϑF ′(0) (with a suitable ϑ ∈ R) satisfies the required
condition.

Assume that a := F (0) 6= 0. Then by (a) we have orda(Φ2−Φ2(a)) = d2.
Hence, by Remark 9, the translation z

T7→ z + a maps G2 onto G2. Taking
T ◦ F , we reduce the problem to the case F (0) = 0.
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