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Distributional fractional powers of the Laplacean.
Riesz potentials

by

CELSO MARTINEZ, MIGUEL SANZ
and FRANCISCO PERIAGO (Valencia)

Abstract. For different reasons it is very useful to have at one’s disposal a duality
formula for the fractional powers of the Laplacean, namely, ((—A)%u, ¢) = (u, (—A)%¢),
a € C, for ¢ belonging to a suitable function space and u to its topological dual. Unfortu-
nately, this formula makes no sense in the classical spaces of distributions. For this reason
we introduce a new space of distributions where the above formula can be established. Fi-
nally, we apply this distributional point of view on the fractional powers of the Laplacean
to obtain some properties of the Riesz potentials in a wide class of spaces which contains
the LP-spaces.

1. Introduction. Throughout this paper we consider complex func-
tions defined on R™. We denote by D the space of functions of class C'*°
with compact support and by S the Schwartz space, both endowed with
their usual topologies. Given a topological vector space Y, its topological
dual will be denoted by Y'. If T': D(T) C Y — Y is a linear operator and
X CY is a linear subspace of Y, we denote by T'x the operator in X with
domain D(T'x) = {x € X N D(T) : Tx € X} and defined by T'xx = Tz for
z € D(Tx). If X = LP we write T}, instead of Tr».

It is known that the restriction of the negative distributional Laplacean,
—A, to LP-spaces is a non-negative operator. Hence, we can calculate its
fractional powers in these spaces. However, just as the duality identity

(Au, @) = (u, Ap) for ¢ € D and u € D’

gives a meaning to Af for a non-classically differentiable function, it would
be desirable that the fractional power of exponent «, with Re« > 0, of this
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operator satisfied an analogous relation, namely
((=4)%u, ¢) = (u, (—4)%¢)

for ¢ belonging to a suitable function space 7 and wu to its topological
dual 7’. The distributional space 7’ must include the LP-spaces, 1 < p <
oo, and the fractional power (—A)* must be understood in the sense of
the classical theory of fractional powers developed by A. V. Balakrishnan
and H. Komatsu in Banach spaces and by C. Martinez, M. Sanz and V.
Calvo in locally convex spaces. We solve this problem in Section 3. It
is not possible to take 7 =D or 7 = S. For this reason we introduce an
appropriate function space.

For a complete theory of fractional powers and its applications we refer
the reader to [1, 3-5, 8-13, 18], for instance. In Section 2 we establish,
in locally convex spaces, some specific facts of this theory that we need
later.

In Section 4 we apply this distributional point of view on the fractional
powers of —A to the study of Riesz potentials. Given a complex number «
such that 0 < Rea < n/2, the Riesz potential R, acting on a function f
locally integrable on R™ is defined by

(R f)(a) = —01/2— )

w2950 (o) Ve =yl f(y) dy

RTL
whenever this convolution exists. This always happens if f € LP with 1 <
p < n/(2Rea), since the function

Yo(r) = |$]2°‘_", xe€R" x#0,

belongs to L' + L4 for n/(n — 2Rea) < q < o0o.
If we take the Fourier transform of the Riesz potential R, with 0 <
Rea < n/2, we find that

(Raf)(x) = (2nfa]) ™2 f(z) for f€S.

On the other hand, since ((—A)f)"(z) = (2r|z|)2f(x), it is natural to think
that a “good” definition of the fractional power of —A has to satisfy

(—A)* )"(@) = 2m]z])> f(z)

for f € § and Rea # 0. For this reason it is common to identify the
operator R, with the fractional power (—A)~%. However, the identity
R.f = (—A)~*f has only been proved for f € S and therefore, the identity
R, = (—A)~* (as operators in LP) has only a “formal” meaning.

In this paper we study the operator (—A)~“ in the context of the clas-
sical theory of fractional powers and we obtain a relationship between this

operator and R, in the context of the duality (7,7").
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As a consequence, we deduce some interesting properties of the operator
[Ra]p. Moreover, our distributional point of view on Riesz potentials allows
us to obtain some properties of R, in other spaces.

Finally, we introduce the operator B, ., € > 0, by

1

(4m)eT () | <O§O€_”'y'2/ e AT ) (e — ) dy

R 0

(Baef)(x) =

which is similar to the Bessel potential (where € = 1). We prove that

-lim|B,, = [Ralp, 1 .
5—3019[ ’E]p [ ]p <P< 2Re o

2. Previous results on fractional powers. In this section, X will be
a sequentially complete locally convex space endowed with a directed family
B of seminorms. The following definition was introduced in [13].

DEFINITION 2.1. We say that a closed linear operator A : D(A) C X —
X is non-negative if |—o00,0[ is contained in the resolvent set o(A) and the
set {A\(\+ A)~! : X\ > 0} is equicontinuous, i.e., for all p € P there is a
seminorm po(p) € P and a constant M = M (A, p) > 0 such that
p(MA+N)"12) < Mpo(z), A>0, z€X.

We denote by D(A) the domain of A and by R(A) the range of A. From
now on, « will be a complex number such that Rea > 0.
It is not hard to show that if A is a non-negative operator then

(1) 1i%l+ A"(A+p) "z =2 for x € R(A) and n € N.
n—

Consequently, R(A) = R(A™). This identity can be extended to exponents
a € C with Rea > 0.

LEMMA 2.1. We have the identity
R(A) = R(A~), Rea>0.

Proof. It is known (see [8] and [12]) that if 0 < Rea < n, n integer,
then the fractional power A% is given by

Lﬂ) a—1 —1 nx . "
Fa)F(n—a)(S))‘ [(A+A)A"zd), @€ D(A™).

(2) A% =

(
Moreover, in [12, Theorem 4.1] we proved that
DAY ={z e X : A“(1+ A) "z e D(A™)}
and

(3) A% = (1+A)"A“(1+ A) "z for xz € D(A®).
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From (2) it follows that R(A*[(1 + A)~']*) c R(A). Hence, by (3) we
conclude that R(A%) C R(A).

On the other hand, by additivity (see [13]) we find that R(A%) D R(A™)
and consequently R(A%) = R(A). m

REMARK 2.1. Balakrishnan and Komatsu defined the fractional power
of exponent « of A as the closure of the operator given by (2). Therefore,
the range of this fractional power is included in D(A) N R(A), which is a
proper subspace of R(A) if D(A) is non-dense. So, the property given in
the previous lemma is a specific property of the concept of fractional power
given by the authors in [11, 13].

From (1) one deduces that if R(A) is dense, then A is one-to-one. More-
over, the operator Ar has dense range in R(A) (we write Ag instead of
Am). Since Ag is non-negative in R(A) (as (4 + \) "' (R(A)) C R(A),
A > 0), it easily follows that Ag is one-to-one. It is also evident that if A
is a one-to-one, non-negative operator (with not necessarily dense range),

then A~! is non-negative. In this case, the fractional power A% is given
by A% = (A~1)*. The operator A~ is closed since A% is (see [12]).

DEFINITION 2.2. Given n > Rea > 0, x = A"y € R(A™), y € D(A"),
we define

T = F(n) T n—a—1 fnx
(4) Ao = Fr—rmi—— DT ) § A (A + A)""zd.

From (2) one deduces that A_,A"y = A" %y. Moreover, with the
change A — A~!in (4), it is very easy to show that if A is one-to-one, then
A_,x =A% for x € R(A™). In this case, A* is one-to-one and

(5) (A7) 71 = A7

That is because A*A~%x = z for x € R(A™), and A~ %A% = x for x €
D(A™). By (3) these identities also hold for x € D(A™%) and = € D(A?%),
respectively.

PROPOSITION 2.2. A_,, is closable and its closure is given by
(6) Ao = (Agr)™"

Consequently, if A is one-to-one, then A~ is an extension of A_,. The
identity A—* = A_,, holds if and only if R(A) is dense.

Proof. Given x = A"y € R(A™) and pu > 0 we get
Alp+A) A 2 =A_A(p+ A) '
= (AR)—aAlp+A) 'z = (Ag) “A(p+ A) "'z
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and taking limits as p — 0, as (Ar)~* is closed, we conclude that z €
D[(Agr)~ %] and (Agr) “x = A_,z. Hence, A_, is closable and (Agr)~ is
an extension of A_,,.

Let now z € D[(Ag)~ %] and p > 0. As A"(A+ p) "z € R[(Ar)"] it

follows that
AM(pu+ A)""(AR) Yz = (AR) “A™(u+ A) "z = A_ A" (n+ A) "z
and taking limits as u — 0 we conclude that € D(A_,) and A_,z =
(Agr)~“z. This proves (6).
If A is one-to-one and R(A) is not dense, by choosing ¢ R(A), it is
evident that (A~1)"(A~! + 1) "z ¢ R(A). By additivity one deduces that
Z R(A).

ATCAT T (A+1) "2 & R( Consequently, A~ is a proper extension of
(AR)ia. |

From (1) it is easy to show that if z € R(A), then
(7) lim p"(A4+p) "z =0.
u—07+
This result can be improved in this way:

PROPOSITION 2.3. The operators A*(u+A)~% and p*(pu+A)~* are uni-
formly bounded for p > 0. Moreover, given x € X, the following assertions
are equivalent:

(i) z € R(A).
(i) lm,,_o+ p®(p+A)~ %z = 0.
(iii) lim, o+ A*(p + A) 2z =2

Proof. First note that since (A + p)~* is bounded, so is (A + p) ™.
Moreover, since D[(A + w)®] = D(A®) (see [13]) one deduces that
D(A*(p+A)~ ) =X.

By additivity, we can restrict the proof of the first assertion to the case
0 < Rea < 1. In this case, given p € P, as

. 00
S o

(8) (u+A) %z = - S AN YN+ p+A)zd\, zeX,
0

we find that

9) pllu+A)~%a] < p~ Fe%%(a)Mpo(z), =€ X,

Hence, the operators pu®(pu + A)~“, p > 0, are uniformly bounded. In a
similar way, from (2), with n = 1, one deduces that A* — (u + A)* can be
extended to a bounded operator, T, on X which satisfies

(10) p(Tz) < p%k(M,a)p,(z), =€ X and p; € P.
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From (9) and (10) it follows that
(1) A%(p+ A =1=[A"=(p+A)(k+A)" p>0,

are uniformly bounded.

Let us now prove that (iii) implies (i). It is evident that (iii) implies that
x € R(A%) = R(A), according to Lemma 2.1.

To prove that (i) implies (ii) suppose that z = Ay € R(A) and 0 <
Rea < 1. From (8) we obtain

(12) pl(n+ A)~ 2] < ho(a)Mpo(z) + hi(e)(M + 1)p2(y),

where pg, p2 € °B.

Therefore, lim,,_o+ p*(p+ A)~ %z = 0. As p*(u + A)~“ are uniformly
bounded for i > 0, by additivity, this property also holds for = € m and
Rea > 1.

Let us finally prove that (ii) implies (iii). If 0 < Rea < 1, by applying
the operator p'~*(u + A)~'* we find that lim, o+ p(p + A) "tz = 0.

Therefore z € R(A), since z = A(u+ A) "'z + p(p+ A)~1z. By (10)-(12) it

easily follows that (iii) holds for z € R(A) and by density, also for z € R(A).
Finally, if Rea > 1 we take m € N such that f = Rea/m < 1 and from

A+ A) Oz —x = [1 Y At A)*jﬁ] [AP (i + A) Pz — 2]

1<j<m-—1

we deduce that lim, o+ A%(u+ A) "z =z. m

PROPOSITION 2.4. The operator A_,, satisfies

(13) s-lim(A +p) = A_,.

p—0+
Proof. Set T' = s-lim,_o+ (A + p)~*. If x € D(T), then
lim p*(A+p) %z =0,

p—0+

and by Proposition 2.3 we conclude that € R(A). Also by Proposition 2.3,
taking into account that R(A) = R(Ag) and (Ar + p) % = (A + p) %=z,
we have

lim (Ag)*(Ar +p) “z =z.
u—07+
Therefore, as (Ag)® is closed, we deduce that T'r € D[(Ar)®] and (Ar)*Tx
= z. Hence, by (5) it follows that x € D[(Ar) " =A_,] and A_,z =Tz.
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Conversely, if # € D(A_,) then x = (Ag)®y for some y € D[(Agr)®]. By
Proposition 2.3 we obtain

lim (A Yz = lim (A “Y(AR)%y =y.
Jim (A4 )% = lim (Ap+ )" (Ar)"y =y
Therefore, x € D(T') and the proof is complete. m

According to [3], if A has dense domain and range and 7 € R, the
imaginary power A'" is the closure of the closable operator

(14) Ajyx = ATy o= Ay € D(A) N R(A).
It is evident that A" and (A + 1)~! commute.

PROPOSITION 2.5. Let A be a non-negative operator with dense domain
and range and T € R. Then A*T'T is an extension of A™A*.

Proof. Let n > Rea be a positive integer. Given x € D(A%) such that

A“x € D(A'), by (14) and additivity we have
A(A+1) AT A = ATAAY(A+1) "z = ATTTAY(A 4+ 1) "
= AA“TT(A4 1) "2
and, as A is one-to-one,
(A+1) AT A% = A“TIT(A + 1) "z,

The identity (3) now implies that z € D(A*T7) and A7z = A" A%, =

As a straightforward consequence, we find that if A*" is bounded, then
D(A*TT) = D(A%).

We conclude this section with a result which states that restriction to

subspaces commutes with fractional powers.

PROPOSITION 2.6. Let Y be a sequentially complete locally convex space
and A: D(A) CY — Y be a non-negative operator. Let X CY be a linear
subspace of 'Y with the same topological properties of Y (but not necessarily
a topological subspace of Y') and suppose that the restricted operator Ax is
non-negative in X. If there exists a positive integer n > Re « such that

(15) A% = (Ax)*z  for all x € D[(Ax)"],
then
(16) [A%]x = (Ax)".

In particular, (16) holds if the topology of X has the following property:

(p)  If (xn)nen C X converges to xq in the topology of X and also con-
verges to x1 in the topology induced by Y, then ro = x1.
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Proof. It is evident that (1 + Ax) "z = (1 + A) "« for all z € X.
Therefore, given x € D([A%]x) we have

(Ax)*(1+ Ax) "z = A%(1 + A) "z = (1 + A)~"A%.

Taking into account that A%z € X one deduces that (Ax)*(1+ Ax) "z €
D[(Ax)"]. Hence, by (3) we conclude that z € D[(Ax)%] and (Ax)%x =
A%x.

In a similar way, given x € D[(Ax)®], as

A1+ A) "e = (Ax)*1+Ax) "o =(14+ Ax) "(Ax)%

it follows easily that x € D(A®) and A%z = (Ax)%x € X.

If X has the property (p), then it is evident that (15) holds. Therefore
(16) also holds. m

3. Distributional fractional powers of —A. From now on, if YV is
a vector space included in the general space of distributions, we denote by
Ay the restriction to Y of the distributional Laplacean, i.e., Ayu = Au for
ueDAy)={ueY : AucY}. IfY = LP, we write A, instead of App».

PROPOSITION 3.1. Neither —Ap nor —Ags are non-negative.

Proof. Let ¢ : R™ — ]0,00], ¢ € D, be non-identically vanishing. Given
A > 0, if the operator A — Ap : D — D were surjective, then the function

(= Ap)Hg)(2) = | e (K, * 0)(a) dt
0

o

= | (Ve muta — ) dt) o) dy

R 0

would vanish outside a compact set. However, for all z € R™ this function
is positive and therefore (A — Ap)~t¢ ¢ C5°. Here we have denoted by K,
the heat kernel, i.e.,

1

= lzlP/) n
(47rt)”/2e , xeR" t>0.

Ky(z) =

On the other hand, also by means of the Fourier transform, it is very

easy to show that, for A > 0, the operator A — Ag : § — § is bijective and
its inverse (A — Ag)~! is continuous. Moreover, if ¢ € S and x € R"™ then

1

E el

(A= As)" 1] (@)
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Consequently, if —Ags were a non-negative operator, then given « € C such
that 0 < Rea < 1, by (2) we would obtain

. 00
S a7

(490 @) = (22T [ 490 - A9) o) (o)

0

sinar T
= 2 P As) (A - As) ] @) d
0
_ (sinar T, 4n?|z|? ~
_< . (S))\ Py dX\ ) é(z)

= (4n*|z|*)* p(=),
where we have used the fact that the Fourier transform is a continuous
operator from S to itself and that the convergence in the usual topology of
S implies uniform convergence. R
Therefore, the function (472|z|?)*¢(z) would belong to S, which in gen-
eral is not true. m

This proposition justifies the introduction of a new space, to study the
Laplacean, instead of the spaces D or S.

DEFINITION 3.1. We denote by 7 the space of functions ¢ : R” — C of
class C* such that any partial derivative belongs to L' N L>. We endow
this space with the natural topology defined by the seminorms

|Gl = max{||D%¢||1, | D¢l : €N, |8] <m}, ¢€T, meN.

REMARK 3.1. It is very easy to show that 7 endowed with the increasing
countable family {|-|,, : m € N} of seminorms is a Fréchet space. However,
this space is non-normable. If it were normable, there would be an index m
and a constant k,,, > 0 such that [¢|me+1 < kmg|@|m, for all ¢ € T. Thus,
if we take a multi-index 3 such that |3| = mo+ 1 and a function ¢ € 7 with
DP4) non-identically vanishing, for ¢(x) = (rz) (r > 1 constant) we have

DY = D lloc < Kimoldlimg < kimo™™ [$lmo,

and taking limits as r — oo we conclude that |D”v|s = 0, which is a
contradiction.

REMARK 3.2. It is evident that 7 C LP (1 < p < oo) and also that
S C 7. Moreover, it is very easy to show that the induced topology of
S is weaker than the usual topology of this space, and that D is dense in

(T, |m,m € N). It is also easy to prove that, for all multi-indices [,
lim| 4o DPp(x) = 0 for ¢ € 7.

LEMMA 32. If f € LP (1 < p < o0) and ¢ € T, then the convolution
[ * & exists, belongs to C*> and satisfies DP(f  ¢) = f * DP¢ for all multi-
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indices 3. In particular, the convolution R, = g * ¢ is well defined if
0 < Rea < n/2 and ¢ € T. Moreover, Ro¢p € C®. If f € L', then
f*¢ €T and the operator ¢ — f x ¢ is continuous in 7T .

Proof. This is an immediate consequence of the Hdlder and Young
inequalities. The convolution R,¢ = ¥, * ¢ exists since 1, can be decom-
posed as Yo = flq + Vo, Where pio = YaXB(0,1) € Lt (XB(0,1) denotes the
characteristic function of the ball of radius 1, centered at the origin) and
Vo = VYo — o € LY with n/(n —2Rea) < g < oo. m

THEOREM 3.3. The operator Ar, restriction of the Laplacean to the space
T, is continuous and it is also the infinitesimal generator of the heat semi-

group, which is a contractive semigroup of class Cy. Consequently, —Ax is
a non-negative operator.

Proof. It is evident that A+ is continuous. On the other hand, as
K; € L' and ||K;||; = 1, from the preceding lemma one deduces that Py¢ =
Kiyx¢peT forall p €T, and

|Pedlm < [[Killi[@lm = [¢lm, m=0,1,2,...
Now, by the theorem on approximations to the identity we conclude that
T-limy o Pop = ¢.
A simple calculation shows that, for ¢,s > 0,

PiPp = K% (Ksx¢) = (K % Kg) k¢ = Ky s % ¢ = Py

Hence, we conclude that {P; : t > 0} is a contractive semigroup of class Cy.
Let A be its infinitesimal generator. We now prove that A = A7. Given
to > 0 and ¢ € D(A) we have

7;-_1}6n[571(Pt0+5¢ — Py¢) — Py Agl =0
and hence,

0
5 (Po)(z)] = (P, Ag)(z) for all x € R™.
t=to
On the other hand, as the function u(x,t) = (P;¢)(z) is a solution of the
heat equation,

% _ [(Pi)(x)] = (AP, 0)(x) = (P, Ad)(x).
=to
So, we deduce that P, A¢p = P;, A¢, and taking limits as ¢ty — 0 we conclude
that A¢ = Ag.
As in Banach spaces, it is not hard to show (see [20, Th. 1, p. 240]) that
if A is the infinitesimal generator of an equicontinuous semigroup of class
Cp, then — A is a non-negative operator.
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Finally, we prove that D(A) = 7. To do this it is sufficient to prove that
1 — A7 is one-to-one. Indeed, for every ¢ € T there exists ) € D(A) such
that (1 — A)y = (1 — A7)¢, since 1 — A is surjective, due to the fact that
—A is non-negative. Since ¥ € D(A),

(1-A=0-Ar)p=01-A7)¢
and as 1 — A7 is one-to-one we conclude that ¢ = ¢ € D(A).

To prove that 1 — A7 is one-to-one it is sufficient to take Fourier trans-
forms since if (1 — A7)¢ = 0 then

(1= )¢ (z) = (1+47%[2[>)p(x) =0 for all z € R"
and hence gg = 0, which implies ¢ = 0.

REMARK 3.3. By means of Fourier transforms it is also very easy to show
that Az is one-to-one. However, this operator has non-dense range. To
prove this, consider the linear form w : ¢ — {,, #(z) dz which is continuous
and non-identically vanishing. However, (u, A¢) = 0 for all ¢ € 7, by the
density of D in 7.

Now consider the topological dual space of 7, denoted by 7’. Note that
as the topology that 7 induces on S is weaker than the usual topology of
this space, we find that if u € 7’ then u can be identified as a tempered
distribution. Moreover, as S is dense in 7, u is completely determined by
its restriction to S.

We endow 7' with the topology of uniform convergence on bounded
subsets of 7, i.e., the topology defined by the seminorms

lulp = sup |(u,¢)|, w€T', BCT abounded set.
¢EB

In 77 the two main requirements that we need hold: the negative of the
Laplacean is a non-negative operator and the spaces LP (1 < p < co) are
included in 7.

REMARK 3.4. Since 7 is non-normable, no countable family of bounded
sets exists such that every bounded set in 7 is contained in this family.
Hence, 7’ is non-metrizable. However, by the Banach—Steinhaus theorem
(see [16, p. 86]), this space is sequentially complete. So, we have a non-trivial
example of a sequentially complete locally convex space where it will be very
useful to apply the theory of fractional powers developed in [12, 13].

PROPOSITION 3.4. For all 1 < p < oo, LP C T’ and the induced topology
of L? is weaker than the usual topology of this space.

Proof. Consider f € LP and a bounded set B C 7, and
k = sup{[|¢]|1, |$]loc },
¢eB
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which is finite since B is a bounded set. From the Holder inequality, if ¢ is
the conjugate exponent of p, it follows that

Sup‘ V f(@)o(x) de| < sup{|[8llq | fllp} < FlI£llp,
¢eEB R PpEDB

and thus f € 77 and |f|gp < k| f]l,. =

Derivation and convolution in T'. Given u € 7' and a multi-index £,
the distributional derivative DPu can be extended to an element (that we
also denote by DPu) that belongs to the dual space 7’ and which is defined
by

(D%u,¢) = (u, (-)"'D%), ¢€T.
In particular, the Laplacean operator in 7', A7/, acts as

(AT’U7 Qb) = (u” AQS), ¢ €T.

Given f € L' and u € 7', we define the convolution u * f as the linear
form

o (u.fxe), oeT,
where f(x) = f(—z). From Lemma 3.2 it follows that u* f € 7".

THEOREM 3.5. —Axs is a continuous and non-negative operator but it
15 not one-to-one.

Proof. Given a bounded set B C 7 and u € 7', as the set £ = {A¢ :
¢ € B} is also bounded, from

|Azrulp = sup [(Azru, )| = sup [(u, Ad)| = [u|p
peB ¢EB

it follows that A4 is continuous.

Let now A > 0 and u € 7'. It is very easy to prove that the linear form
v (u,(A— Ar)~19) is continuous and (A — Az/)v = u. Therefore,
A — A7 is surjective.

On the other hand, let u € 7" be such that (A — Az )u = 0. Then, for
all p € T,

(A= A7)u,¢) = (u, (A = A7)9) = 0,
and thus v = 0 (as R(A — A7) = 7, due to the fact that —Az is a non-
negative operator).

For every bounded set B C 7 and u € 7', since —A7 is non-negative,
the set F' = {u(p — Ar)~*¢ : ¢ € B, u > 0} is also bounded and thus, for
A >0,

IAA = Az)"rulp = sup [(AA — Agr) ", )
$€B

= sup |(u, AA = A7) 7' ¢)| < |ulp.
¢€B

We now conclude that — A7 is a non-negative operator.
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Finally, as the constant functions belong to 7’ and obviously their Lap-
lacean is null we find that Az is not one-to-one. m

In the next theorem we point out a dual relationship between the oper-
ators (—A7)* and (—Ag)?.

THEOREM 3.6. For ¢ € T, u € T’ and Rea > 0, we have the duality
formula

((=47)%, ¢) = (u, (=A1)"9).

Proof. Let m > Rea > 0 be a positive integer, ¢ € 7 and u € 7.
Since Az is continuous,

I'(a)I'(m — «) B
T((_AT/ u, ) =

o0

f A AT/)(A—AT/)*l]”LudA,qS)
A=A\ = Ar) 7™, ¢) dA

u AT 1 AT)()\ AT) ] (ﬁ)d)\

(i

J(

0

|

0

= (w f 2 =An 0 - Ao )
0

_ I(@)In o),
I'(m)

where the first and last identities follow from (2); the second one is a con-
sequence of the fact that the convergence in 7’ implies weak convergence;
the third one can be justified by the duality relations between (A — Az/)~1
and (A — A7)~!; and, finally, the fourth one is an immediate consequence
of the continuity of u. m

u, (=A7)%9),

4. Riesz potentials. In this section we obtain a relationship be-
tween the Riesz potentials and the fractional powers of the negative of the
Laplacean operator in the spaces 7 and 7'. As a consequence, we deduce
some interesting properties of the operator R.

LEMMA 4.1. If 0 < Rea < n/2 and ¢ € T, then
(17) (—A7)"" %9 = Ra(=A)"¢ = (—A)"Rao.
Proof. By (2),

oo

W A= AD) (= A7) ¢ dA.
0

(=A7)""% = F( I'(n—a)
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On the other hand, as (A — A7)~! is the Laplace transform of the heat
semigroup Py, it easily follows (see [20, p. 242]) that

1
(n—1)!

e MKy xyp)dt, ¢eT.
0

(A= A7) 1"y =

If v = (—A7)"¢, as the T-convergence implies pointwise convergence, we
have

((=47)""9)(x)
1 00 00

T (@)l (n—a) e "o MKy x ) (2
- I'(@)I'(n—a) éA (gt (K¢ = )( )dt>d)\

for all z € R™. Interchanging the order of integration gives

(- A7) ) (z) = ﬁ [ 451 (K, ) (@) dt,
0

since I'(n —a) ™! Sgo AT le=At g\ = t@=n_ Note that we can apply the
Tonelli-Hobson theorem since 0 < Rea < n/2 and
1

(K =) (@)] < [[Ktllooll¥ollh = CORE [l
[(Ke #+9)(@)] < [ Kell1[¥]loc = 9]0
In a similar fashion
J ot s )@y de = § (§ e K y) de)le - y)dy
0 R™ 0
since
T I'(n/2 —
|t Ky (y) dt = 7(22£ﬂn/2a) Jy[>* .
0

This proves the first identity. The second one follows from Lemma 3.2. =

It is known that if 1 < p < oo, then —A, is non-negative, with dense
domain and range.

PrROPOSITION 4.2. If 1 < p < n/(2Rea), then Rof € R(Az/) for all
f € LP. Moreover

(18) (=A7)""f = (=A)"Ra f.

Proof. Let us first prove that LP C R(Az/) for 1 < p < oc.

If 1 < p < oo, we know that L? is the LP-closure of R(A,) which by
Proposition 3.4 is included in the 7’-closure. Thus, LP C R(Az/). More-
over, as LP is dense in L! one also deduces that L' C R(A7/).
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Let f € LP. By the Young inequality, the condition 1 < p < n/(2Re«)
implies that R, f can be decomposed as R, f = g+ h, where g € LP, h € L"
and r > 0 is such that 1/r < 1/p — 2Rea/n. Therefore R, f € R(Az).

By Theorem 3.6 and (17), the proof of (18) reduces to proving that for
felLr,

| (Rof)(@)p(z)dz = | f(2)(Rag)(x)dz forall ¢ € T,

R R
and this identity easily follows from the Tonelli-Hobson theorem. m

In the following result, Ar denotes the restriction of the distributional
Laplacean to R(Az).

THEOREM 4.3. If 1 <p < n/(2Rea), then LP C D[(—ARr)~ %] and
(19) (—AR)"%f =Rof forall feLP.

Proof. Let f € LP. By applying (A — A7)~ (A > 0) to both sides of
(18) and taking into account that (—Az/)" ™% commutes with this operator
we obtain

A=Ap) (A7) f = (A7) a(-AT)" N = Ar) 7" f
— ()\ — AT/)in(—AT/)nRaf.

Since f and R, f belong to R(—A7), taking limits as A — 0 we conclude
that f € D((—A7/)-o) and (=Az/)_of = Rof. Finally, from (6) one
deduces (19). m

COROLLARY 4.4 (Additivity). If Rea > 0, Ref8 > 0 and Re(a + ) <
n/(2p), then

(20) RgRof = Roypf forall f € LP.

Proof. Let f € LP. The existence of R,y5f and R,f is evident.
Moreover, from Theorem 4.3 one deduces that R,f = (—Agr)~*f and
Roypf = (_AR)iaiﬁf-

As we have already seen in the proof of Proposition 4.2, R,f = g + h,
with g € L and h € L", for all » > 0 such that 1/r < 1/p —2Rea/n. It is
clear that Rgg exists and, if we take 1/r > 2Re 3/n, so does Rgh. Hence,
RgR, [ exists.

Theorem 4.3 implies that RgR,f = (—Agr) PR, f. From the additivity
of the fractional powers we now deduce (20). m

COROLLARY 4.5. Let X C L*+LP (1 < p < o) be a sequentially complete
locally convex space which has property (p) of Proposition 2.6 with Y = T".
Then, if the operator —Ax is non-negative, the identity

(21) (—Ax) " *=[Ra]lx, O0<Reac< %,
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holds. In particular,
(22) (_Ap)_a = [Ra]p'

Proof. This is an immediate consequence of Theorem 4.3 and Proposi-
tion 2.6. m

REMARK 4.1. The identity (21) can be applied in some interesting spaces
such as
X=L"+L°% 1<r<s<p,
with its usual norm, or

X={fel"+L*:Af e L™+ L%}, 1<r,<s,<p, k=1,2,

with the graph norm.
Another consequence of (21) is that R, is one-to-one in L' + LP.

From the general properties of the fractional powers of —A, we deduce
the following results:

COROLLARY 4.6. The following properties hold:
(i) If a, B € C are such that 0 < Rea < Re 8 < n/(2p), then
D([Rslp) C D([Ralp)-
(i) If 1 <p<n/(2Rea), 8 € C and Rea = Re 3, then
(23) D([Ra]p) = D([Rﬁ]p)-

Proof. The first assertion follows from (22) and the additivity of the
fractional powers.

On the other hand, it is known (see [15]) that if 1 < p < co and 7 € R,
then (—A,)" is bounded. Therefore, Proposition 2.5 yields (23). m

Following [7] we introduce the notion of w-sectoriality. Given w € ]0, 7],
we say that a closed linear operator A : D(A) C X — X is w-sectorial if
the spectrum of A satisfies

o(A)C S, ={z€C\{0}:|argz| < w} U{0}

and the operators z(z — A)~! are uniformly bounded for z ¢ S,,. Kato and

Hille proved (see [6, p. 384] and [7]) that if A is w-sectorial, 0 < w < 7/2,
then — A is the infinitesimal generator of an analytic semigroup of amplitude
m/2 —w. Conversely, if {T'(z) : z € S, \ {0}}, 0 < 7 < 7/2, is an analytic
semigroup and —A is its infinitesimal generator, then A is (7/2 — 7 + ¢)-
sectorial for 0 < e < 7.

It is known (see [2]) that if 1 < p < oo, then the operator A, is the
infinitesimal generator of the heat semigroup, which is analytic. Hence, —A,,
is (/2 — 6 + €)-sectorial for § = arctan L and 0 < e < 6. If 1 < p < oo,
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by means of the Mikhlin multiplier theorem it can be proved (see [15]) that
—A, is e-sectorial for all € > 0.

COROLLARY 4.7 (Sectoriality). If 1 < p < oo and 0 < a < n/(2p), then
[Ra]p is e-sectorial for all € > 0. Moreover

o([Ralp) = [0, 00[.
Consequently, —[R,], is the infinitesimal generator of an analytic semigroup
of amplitude /2.

— 1 ;
If0<5.<5—arctanﬁ and0<a<m1n{2,
a non-negative operator.

T 5+e} then —[R,]1 is

Proof. It is known (see [7, Th. 2]) that if A is w-sectorial and 0 <
a < 7/w, then A% is aw-sectorial. On the other hand, from the identity
2(z+A)7 = Azt + A)~1 it follows that if A is a one-to-one, w-sectorial
operator, then A~1 is also w-sectorial. Hence, by (22) we deduce the sector-
iality properties of [R,],.

The identity o([Ra]p) = [0, 00o[ follows from (22) and the spectral map-
ping theorem for fractional powers (see, for instance, [12]). Finally, from
[7] one deduces that —[R,], is the infinitesimal generator of an analytic
semigroup of amplitude 7/2. m

REMARK 4.2. Note that —[R,]; does not generate any strongly Cjy-
semigroup since its domain is not dense.

COROLLARY 4.8 (Multiplicativity). If 1 < p < o0, 0 < a < n/(2p),
Be€C and 0 < aRefl <n/(2p), then

([Ralp)” = [Raplp-
Ifo<e<é= arctan%, 0<ac< min{%,m}, 6 € Cand 0 <
aRef < n/2, then
([Ra]1)” = [Ragh.
Proof. The proof is an immediate consequence of (22) and the multi-

plicativity of the fractional powers (see, for instance, [19] and [14]). =

Given o € C; and € > 0 we consider the function

oo
S e—ﬂ|z|2/te—5t/(47r)t—n/2+o¢—1 dt, = Rn’ T ?é 0.
0

Ga
@) = Ter@ ar
It is easy to check that G . € L' and that its Fourier transform is éavg(:ﬂ) =
(e + 4n?|z|?)~« (see, for instance, [17, p. 131]).

The Bessel potential of degree « acting on a function f locally integrable
on R" is defined by the convolution B, .f = G * f, if this convolution
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exists. As a consequence of the Young inequality, the operator
[Ba,a]p : LP — pr f = Ga,a * f7
is bounded.
THEOREM 4.9. If 1 <p < o0, e >0 and Rear > 0, then
(e —Ap)"* = [Baelp-
Moreover, if 1 <p <n/(2Rea), then
(24) s-im[Bq clp = [Ralp-
e—0+t

The operator [Ry]1 is a proper extension of s-lim. g+ [Ba,e)1-
Proof. The Fourier transforms satisfy
(25)  [(e—A,) " f\x) = (e +4x%[x>) " F(z), ae zeR", feS.

Since (¢ — A,)~* and [B, ], are both bounded, by density, from (25) one
deduces that (¢ — A,)™" = [Baclp-

Finally, (24) is an immediate consequence of Propositions 2.2 and 2.4,
taking into account (22). m
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