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WEAK HÖLDER CONVERGENCE OF

PROCESSES WITH APPLICATION TO THE

PERTURBED EMPIRICAL PROCESS

Abstract. We consider stochastic processes as random elements in some
spaces of Hölder functions vanishing at infinity. The corresponding scale of
spaces Cα,0

0 is shown to be isomorphic to some scale of Banach sequence
spaces. This enables us to obtain some tightness criterion in these spaces.
As an application, we prove the weak Hölder convergence of the convolution-
smoothed empirical process of an i.i.d. sample (X1, . . . ,Xn) under a natural
assumption about the regularity of the marginal distribution function F of
the sample. In particular, when F is Lipschitz, the best possible bound
α < 1/2 for the weak α-Hölder convergence of such processes is achieved.

1. Introduction. The weak convergence of a sequence (ξn, n ≥ 1) of
stochastic processes is classically studied in the Skorokhod spaces for pro-
cesses having jumps or else in some space C(T ) of continuous functions. In
many usual cases, the paths of ξn and of the limiting process ξ exhibit more
regularity than the bare continuity. For instance, the Donsker–Prokhorov
invariance principle establishes the C(0, 1)-weak convergence to the Brown-
ian motion W of the random polygonal lines ξn interpolating the (centered
and normalized) partial sums of an i.i.d. sequence. Here the paths of W are
(with probability one) of Hölder regularity α for any α < 1/2 and those of
ξn are of Hölder regularity 1. This remark was exploited by Lamperti [11] to
prove the same invariance principle in the space Hα(0, 1) of α-Hölder con-
tinuous functions for any α < 1/2. As pointed out by Lamperti, this is an
improvement on the C(0, 1)-invariance principle since Hα(0, 1) is topologi-
cally imbedded in C(0, 1). Roughly speaking, if X is some space of functions
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on T , embedded in C(T ), there are more continuous functionals on X than
on C(T ), so X -weak convergence is a stronger result than C(T ) convergence.
Clearly, when X belongs to some scale of function spaces, the best result
which can be expected in this direction is the weak convergence in the space
of the scale whose elements have the best common regularity shared by the
paths of ξn and ξ.

Unfortunately, this is not always possible. In [8], Hamadouche considers
the (centered, normalized) frequencies polygon of a sample (U1, . . . , Un) of
independent uniformly [0, 1]-distributed random variables. He proves the
weak convergence of ξn to the Brownian bridge B in the space Hα(0, 1) of
α-Hölder functions for any α < 1/4. This bound is shown to be optimal.
Still, the Brownian bridge has (with probability one) α-Hölderian paths for
any α < 1/2. Another smoothing procedure based on convolution kernels
is proposed in [8] for the uniform empirical process and allows reaching the
expected bound α < 1/2 for the weak Hölder convergence to the Brownian
bridge.

Nevertheless, from the statistical point of view, it should be noticed that
the smoothing by convolution of the usual empirical process does not com-
mute with the change of variable Ui = F (Xi) where F is the marginal distri-
bution function of an i.i.d. sample (X1, . . . ,Xn). So the last result, on weak
Hölder convergence for any α < 1/2, cannot be applied to the smoothed
empirical process of (X1, . . . ,Xn) and the Hölder weak convergence of this
process should be studied directly.

The aim of this paper is to provide a rather general framework for the
study of Hölder weak convergence of processes indexed by the real line. To
this end we introduce a scale of spaces Cα

0 of functions with global Hölder
regularity of order α and vanishing at infinity. For separability reasons we
also consider the subspaces Cα,0

0 (precise definitions are given in Section 2).
All these spaces are analysed by triangular Schauder functions and shown
to be isomorphic to some Banach sequence spaces. Using a general result of
Suquet [16], we give in Section 3 several conditions for the Cα,0

0 tightness of
a sequence of stochastic processes. As an application we treat in Section 4
the problem of weak Hölder convergence for the convolution smoothed em-
pirical process ξn. In particular, when the marginal distribution function
F of the sample is smooth enough, ξn converges weakly in Cα,0

0 (R) to a
centered Gaussian process ξ with covariance F (x ∧ y) − F (x)F (y) for any
α < 1/2.

This method of studying stochastic processes via sequence spaces goes
back at least to Ciesielski [3], [4]. The analytical part of our results is an
extension of Ciesielski’s results [3] about the spaces Hα(0, 1). Recent devel-
opments involving this method can be found in the paper [5] by Ciesielski,
Kerkyacharian and Roynette.
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2. The functional framework. For any 0 < α < 1, define Cα
0 (R) as

the space of functions f such that

lim
|x|→∞

f(x) = 0 and(1)

‖f‖α := ‖f‖∞ + wα(f, 1) <∞,(2)

where ‖f‖∞ := sup{|f(x)| : x ∈ R} and, for δ > 0,

(3) wα(f, δ) := sup
−∞<s,t<∞
0<|t−s|≤δ

|f(t)− f(s)|
|t− s|α .

Remark. The functional wα(f, 1) is a priori only a seminorm. But here
f vanishes at infinity, so wα(f, 1) = 0 if and only if f = 0 and wα(f, 1)
is a norm on Cα

0 . The presence of the extra term ‖f‖∞ in (2) should
look rather artificial at first sight. In fact, the situation is quite different
from the Hölder space Hα(0, 1) studied by Ciesielski and this extra term is
really useful, as shown by the following example. Consider the triangular
function fn with nodes at the points (0, 0), (n,

√
n) and (2n, 0). We have

wα(fn, 1) = n−1/2 while ‖f‖∞ = n1/2, hence the two norms ‖f‖α and
wα(f, 1) are not equivalent. Moreover this shows that the convergence in Cα

0

endowed with the norm wα(·, 1) does not imply even pointwise convergence.

It is easily verified that Cα
0 (R) equipped with the norm ‖ ‖α is a Banach

space. Its analysis by some triangular Schauder functions to be developed
below will show that Cα

0 (R) contains a subspace isomorphic to ℓ∞(N) and
hence is not separable. To remedy this drawback, we introduce the closed
subspace Cα,0

0 (R) defined by

(4) f ∈ Cα,0
0 (R) if and only if f ∈ Cα

0 (R) and lim
δ→0

wα(f, δ) = 0.

For simplicity, from now on we abbreviate Cα
0 (R) and Cα,0

0 (R) to Cα
0

and Cα,0
0 .

For any f ∈ Cα
0 and each j ∈ N, let Ejf be the polygonal line in-

terpolating f at the points of abscissas rj,k = k2−j , k ∈ Z. Elementary
computations give the estimates

‖Ejf − f‖∞ ≤ 21−jαwα(f, 2
−j),(5)

wα(Ejf − f, 1) ≤ 4wα(f, 2
−j),(6)

from which the separability of Cα,0
0 easily follows.

We now prove that Cα,0
0 is Schauder decomposable, that is, there is some

sequence (Xi : i ∈ N) of closed subspaces such that

(7) Cα,0
0 =

⊕

i∈N

Xi,
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where the direct sum is topological (i.e. the canonical projections on the
Xi’s are continuous). For the general theory of Schauder decompositions, we
refer to Singer [14]. This decomposition is useful to obtain the isomorphism
between Cα,0

0 and some Banach sequence space and to study the tightness
of processes with paths in Cα,0

0 by the method of [16].

The proof is based on the analysis of Cα,0
0 by two scales of triangular

functions constructed as follows. First define

(8) ∆∗(t) =

{
1 + t if −1 ≤ t ≤ 0,
1− t if 0 ≤ t ≤ 1,
0 elsewhere

and

(9) ∆∗
k(t) = ∆∗(t− k), t ∈ R, k ∈ Z.

The second scale is the classical Faber–Schauder one obtained by transla-
tions and dyadic changes of scales from the triangular function

(10) ∆(t) =





2t if 0 ≤ t ≤ 1/2,
2(1 − t) if 1/2 ≤ t ≤ 1,
0 elsewhere,

putting

(11) ∆j,k(t) = ∆(2jt− k), t ∈ R, j ∈ N, k ∈ Z.

To explain the respective roles played by these two scales, let us recall the
Faber–Schauder algorithm of decomposition of the space C(0, 1). If f is a
continuous function on [0, 1] with f(0) = f(1) = 0, its projection P1f on (the
vector line spanned by) ∆ is simply the linear interpolation of f between the
points 0, 1/2 and 1. Next, f−P1f vanishes at these points and the projection
P2f of f on the space spanned by ∆1,0, ∆1,1 is the linear interpolation of
f − P1f at the points 0, 1/4, 1/2, 3/4, 1, and so on. The initialization of
the algorithm for general elements f of C(0, 1) (not necessarily vanishing at
0 and 1) requires introducing to the scale {∆j,k : j ∈ N, 0 ≤ k < 2j} two
extra functions h−1(x) = 1 and h0(x) = x such that f − P0f vanishes at 0
and 1, where P0 is the projection given by P0f = f(0)h−1+(f(1)−f(0))h0.
Geometrically speaking, the initialization step consists in subtracting the
segment interpolating f at the boundary points 0 and 1.

This method cannot be applied directly to Cα,0
0 (R), since the boundary

points are moved to infinity. The idea is then to subtract the polygonal line
E0f interpolating f at the integers. This is precisely the work assigned to
the scale {∆∗

k : k ∈ Z}, since the projection of f ∈ Cα,0
0 on the subspace

generated by this scale is E0f . Next, f−E0f vanishes at each integer k ∈ Z

and can be treated locally on each interval [k, k+1] by the Faber–Schauder
algorithm using the scale {∆j,k : j ∈ N, k ∈ Z}. It should be noticed here
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that the scale {∆∗
k : k ∈ Z} does not coincide with {∆−1,k : k ∈ Z}. In

particular, the supports of ∆∗
k and ∆∗

k+1 overlap.

Theorem 1. The space Cα,0
0 has the Schauder decomposition

(12) Cα,0
0 = V0 ⊕

⊕

j∈N

Wj

where V0 is the closed subspace of Cα
0 spanned by {∆∗

k : k ∈ Z} and , for
j ≥ 0, Wj is the closed subspace of Cα

0 spanned by {∆j,k : k ∈ Z}. The

projections E0 on V0 and Dj on Wj are given by :

E0f =
∑

k∈Z

f(k)∆∗
k,(13)

Djf = (Ej+1 − Ej)f =
∑

k∈Z

cj,k(f)∆j,k, j ≥ 0,(14)

where

(15) cj,k(f) = f
((
k + 1

2

)
2−j

)
− 1

2
{f(k2−j) + f((k + 1)2−j)}.

The series (13) and (14) converge in the strong topology of Cα
0 .

The proof relies on the following lemma which shows that the sequence
of triangular functions spanning V0 orWj is in fact a Schauder basis of these
spaces.

Lemma 2. (i) The function g belongs to V0 if and only if g =
∑

k∈Z
ak∆

∗
k

for some sequence (ak) such that lim|k|→∞ ak = 0. This representation is

unique, the ak’s are given by ak = g(k) and the convergence of the series

holds in the strong topology of Cα
0 .

(ii) For j ≥ 0, g belongs to Wj if and only if g =
∑

k∈Z
aj,k∆j,k for some

sequence (aj,k) such that lim|k|→∞ aj,k = 0. This representation is unique,
the aj,k’s are given by aj,k = g((k + 1/2)2−j) and the convergence of the

series holds in the strong topology of Cα
0 .

P r o o f. If g ∈ V0, then g is the uniform limit on R of some sequence
of functions gn which are affine on each interval [l, l + 1] (l ∈ Z). Hence
g is itself affine on such intervals. Observing that ∆∗

k(l) = δk,l (Kronecker
symbol), we obtain the decomposition

g(x) =
∑

k∈Z

g(k)∆∗
k(x), x ∈ R,

with (at least) pointwise convergence. Due to the values of the ∆∗
k(l)’s, such

a decomposition is obviously unique.
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Conversely, for any sequence (ak)k∈Z vanishing at infinity, consider the
series

h(x) =
∑

k∈Z

ak∆
∗
k(x), x ∈ R,

and its partial sums

hn(x) =
∑

|k|≤n

ak∆
∗
k(x).

For fixed x there are at most two non-null terms in the series (recall that
the supports of ∆∗

k and ∆∗
k+1 overlap), so pointwise convergence is obvious

and the function h is well defined. Clearly,

(16) ‖h− hn‖∞ ≤ 2 max
|k|>n

|ak|.

Moreover, for any x, y ∈ R,

|(h− hn)(x)− (h− hn)(y)| ≤
∑

|k|>n

|ak| · |∆∗
k(x)−∆∗

k(y)|(17)

≤ 4|x− y| max
|k|>n

|ak|,(18)

since for fixed x and y there are at most four non-null terms on the right
hand side of (17). It follows that

(19) wα(h− hn, δ) ≤ 4δ1−α max
|k|>n

|ak|.

This estimate together with (16) gives the convergence of hn to h in the
norm topology of Cα

0 . Hence h belongs to V0 and (i) is established.
The proof of (ii) is similar, the only differences being the dyadic change

of scale and the non-overlapping of the supports of ∆j,k and ∆j,k+1.

Remark. As a by-product of (i) and (ii), the following geometric de-
scription of the spaces V0 and Wj is worth noticing.

• V0 is the space of polygonal lines vanishing at infinity, with nodes at
the integers k ∈ Z.

• Wj is the space of polygonal lines vanishing at infinity, with nodes at
the points l2−j−1 (l ∈ Z) and vanishing at the points k2−j (k ∈ Z).

• For j ≥ 1, the direct sum Vj := V0 ⊕ (
⊕j−1

i=0 Wi) is the space of
polygonal lines vanishing at infinity, with nodes at the points k2−j (k ∈ Z).

Proof of Theorem 1. Let f ∈ Cα,0
0 . Recall that Ejf is the linear inter-

polation of f with nodes at the rj,k = k2−j . By the geometrical description
above, we clearly have E0f ∈ V0 and (Ej+1 − Ej)f ∈Wj . Now

(20) Ej+1f = E0f +

j∑

i=0

(Ei+1 − Ei)f
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and, by (5) and (6), this expression converges to f . This gives the decom-
position

(21) f = E0f +

∞∑

j=0

(Ej+1 − Ej)f (strong convergence in Cα
0 ).

The decomposition (13) of E0f is obvious by Lemma 2(i). Applying (ii) of
the same lemma to g = Djf = (Ej+1−Ej)f , we find that the corresponding
coefficients aj,k(g) are

aj,k(g) = Ej+1f
((
k + 1

2

)
2−j

)
− Ejf

((
k + 1

2

)
2−j

)

= f
((
k + 1

2

)
2−j

)
− 1

2{f(k2−j) + f((k + 1)2−j)},
since Ejf is affine on the segment [k2−j , (k + 1)2−j ]. So (14) is verified.
Finally, from (6) we get the estimate

(22) ‖Ejf‖α ≤ 6‖f‖α, f ∈ Cα,0
0 ,

from which the continuity of the projections Ej and Dj = Ej+1 − Ej fol-
lows.

We now turn to the characterization of the spaces Cα
0 and Cα,0

0 by their
isomorphism with some sequence spaces.

Theorem 3. Define Sα as the space of doubly indexed sequences u =
(uj,k : j ≥ −1, k ∈ Z) such that for all j ≥ −1, lim|k|→∞ uj,k = 0 and

(23) ‖u‖ := sup
j≥−1

2(j+1)α sup
k∈Z

|uj,k| <∞.

Then the operator T : Cα
0 → Sα defined by Tf = u, where

u−1,k = f(k), k ∈ Z,

uj,k = f
((
k + 1

2

)
2−j

)
− 1

2
{f(k2−j) + f((k + 1)2−j)}, j ≥ 0, k ∈ Z,

is an isomorphism of Banach spaces.

P r o o f. First, T maps continuously Cα
0 into the Banach space (Sα, ‖ ‖).

This clearly follows from the estimates |u−1,k| ≤ ‖f‖∞ and, for any j ≥ 0,
|uj,k| ≤ 2−(j+1)αwα(f, 2

−j−1), which give ‖Tf‖ ≤ ‖f‖α.
Next, the natural candidate to invert T is the operator R given formally

by

(24) (Ru)(x) =
∑

k∈Z

u−1,k∆
∗
k(x) +

∞∑

j=0

∑

k∈Z

uj,k∆j,k(x), u ∈ Sα, x ∈ R.

Write |u| for the sequence obtained by replacing each term of u by its abso-
lute value. Since for fixed x there are at most two non-vanishing ∆∗

k(x) and
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one ∆j,k(x) (for each j), we get

R|u|(x) ≤ 2 sup
k∈Z

|u−1,k|+
∞∑

j=0

2−(j+1)α sup
k∈Z

2(j+1)α|uj,k|

≤ 2 sup
k∈Z

|u−1,k|+
1

2α − 1
sup
j≥0

sup
k∈Z

2(j+1)α|uj,k|.

From this it follows at once that the function Ru is well defined, continuous
on R and vanishes at infinity. Moreover,

(25) ‖Ru‖∞ ≤ 2

2α − 1
‖u‖.

To check the Hölder regularity of Ru, fix x, y ∈ R such that 0< |x−y|<1
and write

(26) |Ru(x)−Ru(y)| ≤
∑

k∈Z

|u−1,k| · |∆∗
k(x)−∆∗

k(y)|+
∞∑

j=0

Aj

with

(27) Aj =
∑

k∈Z

|uj,k| · |∆j,k(x)−∆j,k(y)|.

The first series on the right hand side of (26), having at most four non-
vanishing terms, can be bounded by

(28)
∑

k∈Z

|u−1,k| · |∆∗
k(x)−∆∗

k(y)| ≤ 4 sup
k∈Z

|u−1,k| · |x− y|.

Since 0 ≤ ∆j,k ≤ 1 and the maximal slope of ∆j,k is 2j+1, the estimates

(29) |∆j,k(x)−∆j,k(y)| ≤ min(1, 2j+1|x− y|), k ∈ Z,

provide the bound

(30) Aj ≤ 2 sup
k∈Z

|uj,k|min(1, 2j+1|x− y|).

Let j0 be the integer defined by 2−j0−1 ≤ |x−y| < 2−j0 . Splitting the series∑
j≥0Aj in two sums indexed by j ≤ j0 and j > j0 and using (29) we obtain

∞∑

j=0

Aj ≤ 2 sup
i≤j0, k∈Z

2(i+1)α|ui,k|
j0∑

j=0

2(j+1)(1−α)|x− y|(31)

+ 2 sup
i>j0, k∈Z

2(i+1)α|ui,k|
∞∑

j=j0+1

2−(j+1)α.
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The elementary bounds

j0∑

j=0

2(j+1)(1−α) ≤ 22−α

2− 2α
|x− y|α−1

and
∞∑

j=j0+1

2−(j+1)α ≤ 1

2α − 1
|x− y|α

give

(32)

∞∑

j=0

Aj ≤
(

8

2− 2α
+

2

2α − 1

)
‖u‖ · |x− y|α.

Finally from (25), (28) and (32) we get

(33) ‖Ru‖α ≤
(
4 +

8

2− 2α
+

4

2α − 1

)
‖u‖.

Hence the function Ru belongs to Cα
0 , the operator R is continuous and

since R ◦ T is the identity of Cα
0 , this completes the proof.

Remark. It is now easy to see that Cα
0 is not separable. For instance,

it contains the closed subspace

L :=

{
f =

∞∑

j=0

vj
2(j+1)α

∆j,0 : (vj)j≥0 ∈ ℓ∞(N)

}
,

which is isomorphic to ℓ∞(N).

Theorem 4. Cα,0
0 is isomorphic via T to the subspace Sα,0 of Sα defined

by

(34) Sα,0 := {u ∈ Sα : lim
j→∞

2jα sup
k∈Z

|uj,k| = 0}.

P r o o f. By Theorem 3, it suffices to prove the inclusions T (Cα,0
0 ) ⊂ Sα,0

and R(Sα,0) ⊂ Cα,0
0 . If u = Tf with f ∈ Cα,0

0 , then by the definition of uj,k
we have

|uj,k| ≤ 2−(j+1)αwα(f, 2
−j−1), k ∈ Z,

from which the first inclusion follows.
Conversely, for any u ∈ Sα,0, consider the function f = Ru. By (34),

the sequence (εj)j≥0 defined by

εj := 2(j+1)α sup
k∈Z

|uj,k|

vanishes at infinity. To verify that wα(f, δ) decreases to zero with δ, there
is no loss of generality in assuming δ of the form 2−l. For x, y ∈ R such that
0 < |x − y| < δ, let j0 be the integer such that 2−j0−1 ≤ |x − y| < 2−j0 .
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Using (28) and (29) with the same splitting as in the proof of Theorem 3
we obtain

|f(x)− f(y)|
|x− y|α ≤ 4 sup

k∈Z

|u−1,k| · |x− y|1−α(35)

+ 2

j0∑

j=0

εj2
(j+1)(1−α)|x− y|1−α

+ 2

∞∑

j=j0+1

εj2
−(j+1)α|x− y|−α

≤ 4‖u‖δ1−α + 4

j0∑

j=0

εj2
(j−j0)(1−α) + 2

∞∑

j=j0+1

εj2
(j0−j)α

≤ 4‖u‖δ1−α + 4vj0 +
4

2α − 1
sup
j≥j0

εj ,

with

vj0 :=

j0∑

i=0

εj0−i2
i(α−1).

By the Lebesgue dominated convergence theorem for series, limj0→∞ vj0
= 0. Taking the supremum over x, y in the above estimates we obtain
(recalling that δ = 2−l)

(36) wα(f, δ) ≤ 4‖u‖δ1−α + 4 sup
j≥l

vj +
4

2α − 1
sup
j≥l

εj .

Hence wα(f, δ) decreases to zero with δ. The inclusion R(Sα,0) ⊂ Cα,0
0 is

proven and hence also the theorem.

We end this section by exploiting the isomorphism with sequence spaces
to find some representations of the topological dual of Cα,0

0 .

Lemma 5. Set I = ({−1} ∪ N) × Z. Then ψ is a continuous linear

functional on Sα,0 if and only if , for some z ∈ ℓ1(I),

(37) ψ(u) =
∑

j≥1

∑

k∈Z

2(j+1)αuj,kzj,k, u ∈ Sα,0.

This representation is unique.

P r o o f. One can verify that the family {e(α)j,k : (j, k) ∈ I} defined by

e
(α)
j,k (i, l) =

{
2−(j+1)α if (i, l) = (j, k),
0 otherwise,
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is an unconditional basis of Sα,0. From this point on, the proof follows the
same lines as the classical proof of the duality between c0(N) and ℓ

1(N) at
the cost of some slight complications due to the double indexation.

Lemma 5 and the isomorphism between Cα,0
0 and Sα,0 give a sequential

characterization of the dual of Cα,0
0 :

Theorem 6. The functional ϕ belongs to the topological dual of Cα,0
0 if

and only if , for some z ∈ ℓ1(I),

(38) ϕ(f) =
∑

j≥−1

∑

k∈Z

2(j+1)αzj,kuj,k(f), f ∈ Cα,0
0 ,

where the linear functionals uj,k(f) are given by the isomorphism T of The-

orem 3. This representation is unique.

Finally, we can give a more intrinsic representation of the dual.

Theorem 7. ϕ is a continuous linear functional on Cα,0
0 if and only if

there exist a signed measure µ on R and a signed measure ν on R × [0, 1]
such that

ϕ(f) =
\
R

f(x)µ(dx)(39)

+
\

R×[0,1]

2f(x)− f(x+ y)− f(x− y)

yα
ν(dx, dy),

where the second integrand is defined to be 0 when y = 0, which amounts to

an extension by continuity since f ∈ Cα,0
0 .

P r o o f. Clearly, if ϕ is defined by (39), then

|ϕ(f)| ≤ ‖f‖∞|µ|(R) + 2wα(f, 1)|ν|(R × [0, 1])

≤ {|µ|(R) + 2|ν|(R × [0, 1])}‖f‖α.

Conversely, if ϕ is a linear continuous functional on Cα,0
0 , then using the

representation (38) and choosing

µ =
∑

k∈Z

z−1,kδk and ν =
∑

j≥0

∑

k∈Z

1

2
zj,kδk2−j ⊗ δ2−j−1

we directly obtain (39).

3. Tightness in Cα,0
0 . We present here some conditions for tightness

of sequences of stochastic processes with paths in Cα,0
0 . Our main tool is

the following theorem which is a generalization of Prokhorov’s theorem [12]
about tightness in Hilbert spaces.
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Theorem 8 (Suquet [16]). Let X be a separable Banach space having

a Schauder decomposition

X =
∞⊕

i=0

Xi (topological direct sum).

Write

Vj =

j⊕

i=0

Xi, j = 0, 1, . . . ,

and denote by Ej the continuous projection from X onto Vj. Let F be a

family of probability measures on X and EjF = {µ ◦ E−1
j : µ ∈ F}. Then

F is tight if and only if :

(i) EjF is tight for j = 0, 1, . . . ,
(ii) for each positive ε,

lim
j→∞

sup
µ∈F

µ(f ∈ X : ‖f − Ejf‖ > ε) = 0.

Remark. It is easily seen that K is compact in Vj if and only if πiK is
compact in Xi (0 ≤ i ≤ j) where πi is the canonical projection on Xi. Thus
condition (i) can be replaced by the following one which is more convenient
in our setting:

(i′) πiF is tight for i = 0, 1, 2, . . .

Our first result is a necessary and sufficient condition for tightness, based
on the isomorphism between Cα,0

0 and the sequence space Sα,0.

Theorem 9. Let (ξn : n ≥ 1) be a sequence of random elements in Cα,0
0 .

Define the random variables uj,k(ξn) (j ≥ −1, k ∈ Z) by

u−1,k(ξn) = ξn(k),

uj,k(ξn) = ξn
((
k + 1

2

)
2−j

)
− 1

2
{ξn(k2−j) + ξn((k + 1)2−j)}, j ≥ 0.

Then (ξn : n ≥ 1) is tight in Cα,0
0 if and only if the following three conditions

are satisfied :

lim
A→∞

sup
n≥1

P (|ui,k(ξn)| ≥ A) = 0, i ≥ −1, k ∈ Z,(40)

lim
q→∞

sup
n≥1

P ( sup
|k|>q

|ui,k(ξn)| ≥ ε) = 0, i ≥ −1, ε > 0,(41)

lim
j→∞

sup
n≥1

P (sup
i≥j

2(i+1)α sup
k∈Z

|ui,k(ξn)| ≥ ε) = 0, ε > 0.(42)

P r o o f. By the Schauder decomposition (12) from Theorem 1 and the
isomorphism T , (42) appears as a simple rephrasing of condition (ii) of
Theorem 8. To see that condition (i′) for X = Cα,0

0 is equivalent to (40)
and (41) it suffices to apply again Theorem 8 but to the space T (V0) or
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T (Wi−1) (i ≥ 1), the Schauder decomposition being in this case given by
the canonical Schauder basis of the corresponding space.

From Theorem 9, we can deduce the following characterization of tight-
ness which has a more intrinsic form.

Theorem 10. A sequence (ξn : n ≥ 1) of random elements in Cα,0
0 is

tight if and only if the following two conditions are satisfied :

(a) For any positive ε, limA→∞ supn≥1 P (sup|t|≥A |ξn(t)| ≥ ε) = 0.

(b) For any positive ε, limδ→0 supn≥1 P (wα(ξn, δ) ≥ ε) = 0.

P r o o f. Obviously, (a) implies (41). By the estimates (5), (6) and the
isomorphism T , (42) follows from (b). Let us see how (40) follows from (a)
and (b). The case i ≥ 0 is obvious since

|ui,k(ξn)| ≤ 2wα(ξn, 2
−i−1)2−(i+1)α.

To handle the case i = −1, fix η > 0. With ε = 1 in (a), we get, for some t0
in R,

sup
n≥1

P (|ξn(t0)| ≥ 1) < η.

By (b) there is some δ > 0 such that

P (wα(ξn, δ) < 1) ≥ 1− η (n ≥ 1).

For each k in Z let N be the integer defined by (N − 1)δ ≤ |k − t0| < Nδ.
By chaining we obtain

P (|ξn(k)− ξn(t0)| ≤ Nδα) ≥ 1− 2η (n ≥ 1).

Hence for A = 1 +Nδα we have

P (|ξn(k)| ≥ A) ≤ 3η (n ≥ 1),

which ends the verification of the case i = −1.

So conditions (a) and (b) are sufficient for the tightness of (ξn : n ≥ 1)
in Cα,0

0 . To prove their necessity, we use the following

Lemma 11 (Suquet [16]). Let F be a compact family (in the topology of

weak convergence) of probability measures on the separable metric space S.
Let (Fl : l ∈ N) be a sequence of closed subsets of S decreasing to ∅. Define

the functions ϕl (l ∈ N) by ϕl : F → R
+, P 7→ ϕl(P ) = P (Fl). Then the

sequence (ϕl) converges to zero uniformly on F .

Now consider two sequences Al ↑ ∞, δl ↓ 0 and define, for fixed ε > 0,

F
(a)
l := {f ∈ Cα,0

0 : sup
|s|≥Al

|f(s)| ≥ ε},

F
(b)
l := {f ∈ Cα,0

0 : wα(f, δl) ≥ ε}.
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By the obvious continuity on Cα,0
0 of the functionals involved in their defi-

nitions, these sets are closed, so applying Lemma 11 we obtain the necessity
of conditions (a) and (b) for the tightness of (ξn : n ≥ 1).

We now give a sufficient condition of practical use for the tightness in Cα
0 .

Theorem 12. Let (ξn : n ≥ 1) be a sequence of random elements in

Cα,0
0 and suppose that the following conditions are satisfied :

(i) For each k ∈ Z, limA→∞ supn≥1 P (|ξn(k)| ≥ A) = 0.

(ii) For each ε > 0, limq→∞ supn≥1 P (sup|k|>q |ξn(k)| ≥ ε) = 0.

(iii) There is a sequence of non-decreasing bounded functions Gn and

some constants γ ≥ 1, δ > 0 such that

P (|ξn(t)− ξn(s)| ≥ λ) ≤ |t− s|δ(Gn(t)−Gn(s))

λγ

for any λ > 0 and −∞ < s < t ≤ s+ 1 <∞.

(iv) M := supn≥1(Gn(∞)−Gn(−∞)) <∞.

(v) The series
∑

l∈Z
(Gn(l + 1)−Gn(l)) converge uniformly in n ≥ 1.

Then (ξn : n ≥ 1) is tight in Cα,0
0 for any 0 < α < δ/γ.

P r o o f. We check conditions (40)–(42) of Theorem 9. Conditions (i)
and (ii) are a simple rephrasing of (40) and (41) in the special case i = −1.

Since for non-negative i,

ui,k(ξn) =
1

2

[
ξn

(
k + 1/2

2i

)
− ξn

(
k

2i

)]
− 1

2

[
ξn

(
k + 1

2i

)
− ξn

(
k + 1/2

2i

)]
,

condition (iii) provides the estimates

(43) P (|ui,k(ξn)| ≥ A) ≤ 1

2Aγ2(i+1)δ

[
Gn

(
k + 1

2i

)
−Gn

(
k

2i

)]
.

The Gn’s being non-decreasing, condition (iv) gives the crude but sufficient
inequality

(44) P (|ui,k(ξn)| ≥ A) ≤ M

2(i+1)δ
A−γ ,

which provides the verification of (40).

Next, to verify (41), we can assume without loss of generality that the
integer q has the form q = m2i wherem is a positive integer going to infinity.
Using the estimates (43) we obtain

(45) P ( sup
|k|>q

|ui,k(ξn)| ≥ ε)

≤ 1

εγ2(i+1)δ
{[Gn(∞)−Gn(m)] + [Gn(−m)−Gn(−∞)]}.
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By condition (v), this bound goes to zero uniformly in n as m→ ∞. Hence
(41) is verified.

Finally, to verify (42), the same method leads via (iv) to the upper bound

sup
n≥1

P (sup
i≥j

2(i+1)α sup
k∈Z

|ui,k(ξn)| ≥ ε) ≤
∑

i≥j

2(i+1)(γα−δ)

εγ
M,

which goes to zero as j → ∞, subject to γα− δ < 0.

Comments. Of course, conditions (i) and (ii) can be replaced respec-
tively by the following moment versions with some exponent τ > 0:

(i′) For each k ∈ Z, supn≥1 E|ξn(k)|τ <∞.
(ii′) The series

∑
k∈Z

E|ξn(k)|τ converge uniformly in n ≥ 1.

When dealing with random elements in Cα,0
0 generated by discontinuous

processes via some smoothing procedure, condition (iii) seems sometimes
too strong a requirement. Fortunately, it can be relaxed in the following
way.

Corollary 13. Suppose the sequence (ξn : n ≥ 1) of random elements

in Cα,0
0 satisfies

(46) lim
n→∞

wα(ξn, 2
−j(n)) = 0 in probability ,

where j(n) is some sequence of integers increasing to infinity. Then Theo-

rem 12 remains valid with condition (iii) satisfied only for 1 ≥ t−s ≥ 2−j(n).

P r o o f. Consider the auxiliary processes ξ̃n = Ej(n)ξn. Since ui,k(ξ̃n) =

0 for i > j(n), the proof of Theorem 12 gives the tightness of (ξ̃n : n ≥
1). Now, by (5), (6) and (46), ξ̃n − ξn → 0 in probability. Hence for

any subsequence (ξ̃nl
: l ≥ 1) converging in distribution in Cα,0

0 , (ξnl
:

l ≥ 1) converges to the same limit. The result follows by the sequential
characterization of tightness.

4. Application. We now present an application to the weak Hölder
convergence of the so-called perturbed empirical process. Let (Xn)n≥1 be
a sequence of independent identically distributed real-valued random vari-
ables with marginal distribution function F . Write Fn for the empirical
distribution function

(47) Fn(t) =
1

n

n∑

i=1

1[Xi,∞)(t), t ∈ R,

and

(48) ξn(t) =
√
n(Fn(t)− F (t)), t ∈ R,
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for the empirical process of the sample (X1, . . . ,Xn). We introduce a se-
quence of convolution kernels Kn(t) = c−1

n K(t/cn) where K is a probability
density on the line and the parameter cn decreases to zero at a rate to be
made precise later. The sequence (Kn : n ≥ 1) is an approximate identity,
that is, \

R

Kn(t) dt = 1, n ≥ 1,(49)

lim
n→∞

\
|t|≥ε

Kn(t) dt = 0, ε > 0.(50)

The corresponding perturbed empirical process ζn is then defined by

(51) ζn =
√
n(Fn − F ) ∗Kn.

We will impose some extra conditions on Kn to ensure that any path

of ζn belongs to C
1/2
0 and so to all the Cα,0

0 for α < 1/2 (since we do not
expect more regularity for the limiting process of ζn). These conditions are
provided by the following

Lemma 14. Let f be a bounded (possibly discontinuous) measurable func-

tion vanishing at infinity and K a convolution kernel satisfying , for some

constants 0 < ̺ ≤ 1 and a(K),

K ∈ L1(R) ∩ L1−̺(R),(52)

|K(x)−K(y)| ≤ a(K)|x− y|, x, y ∈ R.(53)

Then f ∗K belongs to C̺
0 .

P r o o f. By standard arguments, f ∗ K is bounded and vanishes at
infinity. The obvious estimate

(54) |f ∗K(x)− f ∗K(y)| ≤ 2‖f‖∞a(K)̺
\
R

K(u)1−̺ du |x− y|̺

gives w̺(f ∗ K, 1) < ∞. In the special case ̺ = 1, L0(R) denotes here
the space of bounded measurable functions vanishing outside some compact
set.

Remark. In fact, we could completely avoid imposing conditions like
(52) and (53). This would require an adaptation of the theorems of Section
3 to make them into conditions for a given random function to have paths
in Cα

0 with probability one. For simplicity we do not go further this way and
keep our initial point of view of stochastic processes considered as random
elements in some function space Cα

0 and therefore with each path in Cα
0 .

Theorem 15. Assume that the marginal distribution function F of

the i.i.d. sequence (Xi : i ≥ 1) satisfies, for some constants C > 0 and
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0 < r ≤ 1,

(55) |F (x)− F (y)| ≤ C|x− y|r, x, y ∈ R.

Define the kernels Kn(t) = c−1
n K(t/cn) where the probability density K

satisfies (52) with some 1/2 ≤ ̺ ≤ 1 and (53). Suppose moreover that for

0 < α < r/2, cn = cn(α) decreases to zero in such a way that

(56) nα/̺−1 = o(cn).

Then the sequence (ζn : n ≥ 1) of perturbed empirical processes defined by

(51) is tight in Cα,0
0 for any α < r/2.

P r o o f. We shall use Corollary 13 with the sequence j(n) given by
2j(n) ≤ n < 2j(n)+1. We need to verify (i) to (v) of Theorem 12 (only the
relaxed version for (iii)).

First, (i) follows from (i′) which holds for τ = 2. Indeed, by Jensen’s
inequality and Fubini’s theorem we get

E

∣∣∣
\
R

ξn(t− u)Kn(u) du
∣∣∣
2

≤
\
R

E|ξn(t− u)|2Kn(u) du(57)

= H ∗Kn(t), t ∈ R,

where H = F (1− F ). Now, with Hn = H ∗Kn, we obviously have

(58) E|ζn(t)|2 ≤ Hn(t) ≤ 1, t ∈ R, n ≥ 1.

To verify (ii), let us introduce χn, the [0, 1]-indexed empirical process of
the F (Xi)’s, and χ̃n, the polygonal empirical process obtained by replacing
the empirical distribution function of (F (X1), . . . , F (Xn)) by the cumulative
empirical frequencies polygon (see for instance Billingsley [2], p. 104). We
shall bound ζn(t) in terms of χ̃n in order to exploit the known tightness of the
sequence (χ̃n) on C[0, 1]. Noting that ξn(t) = χn(F (t)) and ‖χ̃n − χn‖∞ ≤
n−1/2 we have

|ζn(t)− χ̃n(F (t))| ≤
1√
n
+
\
R

|χ̃n(F (t− u))− χ̃n(F (t))|Kn(u) du

≤ 1√
n
+

1\
−1

|χ̃n(F (t− u))− χ̃n(F (t))|Kn(u) du

+ 2‖χ̃n‖∞
\

|u|≥1

Kn(u) du

≤ 1√
n
+ w0(χ̃n, F (t+ 1)− F (t− 1))

+ 2‖χ̃n‖∞
\

|u|≥1

Kn(u) du,
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where w0 denotes the classical modulus of continuity on C[0, 1]. Since χ̃n

vanishes at 0 and 1, we have χ̃n(F (t)) ≤ min(w0(χ̃n, F (t)), w0(χ̃n, 1−F (t))),
so finally

(59) max
|t|≥q

|ζn(t)| ≤ 2w0(χ̃n, δq) +
1√
n
+ 2‖χ̃n‖∞

\
|u|≥1

Kn(u) du,

where δq = max(F (−q + 1), 1 − F (q − 1)). The tightness of (χ̃n) on C[0, 1]
then gives the boundedness in probability of the sequence (‖χ̃n‖∞ : n ≥ 1)
and the uniform convergence in probability to zero of w0(χ̃n, δq) as q → ∞.
This together with (50) and the almost sure vanishing at infinity of the paths
of each ζn gives (ii).

Since 1/n ≤ 2−j(n) < 2/n, Corollary 13 allows us to verify (iii) only for
1 ≥ t− s ≥ 1/n, provided that we can prove the convergence in probability
to zero of wα(ζn, 2/n). To begin with, Rosenthal’s inequality gives for any
γ > 2 a constant Cγ such that

(60) E|ζn(t)− ζn(s)|γ ≤ Cγ [n
1−γ/2

E|Y1|γ + (EY 2
1 )

γ/2],

with the i.i.d. bounded centered random variables Yi defined as

(61) Yi =
\
R

(1(s−u,t−u](Xi)− E1(s−u,t−u](Xi))Kn(u) du.

By Jensen’s inequality, Fubini’s theorem and elementary estimates of the
moments of centered Bernoulli random variables, we obtain, for s < t and
p ≥ 2,

E|Y1|p ≤
\
R

E|1(s−u,t−u](Xi)− E1(s−u,t−u](Xi)|pKn(u) du(62)

≤
\
R

(F (t− u)− F (s− u))Kn(u) du

≤ F ∗Kn(t)− F ∗Kn(s).

Writing G̃n for the distribution function F ∗Kn and going back to (60), we
get

(63) E|ζn(t)− ζn(s)|γ

≤ Cγ [n
1−γ/2 + (G̃n(t)− G̃n(s))

γ/2−1](G̃n(t)− G̃n(s)).

Now, since the Kn’s are probability densities, the G̃n’s inherit the r-Hölder
regularity of F (see (55)) with the same constant C independent of n. More-
over, for 1 ≥ t− s ≥ 1/n, we have n1−γ/2 ≤ (t− s)γ/2−1 ≤ (t − s)r(γ/2−1).
Hence for 1 ≥ t− s ≥ 1/n,

(64) E|ζn(t)− ζn(s)|γ ≤ C ′
γ |t− s|r(γ/2−1)(G̃n(t)− G̃n(s)),
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with C ′
γ = Cγ(1+C

γ/2−1). So the relaxed version of (iii) is satisfied for any
γ > 2 with δ = r(γ/2− 1) and

Gn := C ′
γF ∗Kn.

Since the F ∗Kn are distribution functions, (iv) is obviously satisfied.

To check (v), we drop the constant C ′
γ and observe that for m ∈ N,

∑

l≥m

(F ∗Kn(l + 1)− F ∗Kn(l)) = (1− F ) ∗Kn(m),(65)

∑

l≤−m

(F ∗Kn(l)− F ∗Kn(l − 1)) = F ∗Kn(−m).(66)

The sequence (Kn) being an approximate identity, (1−F ) ∗Kn and F ∗Kn

converge uniformly on R to 1−F and F respectively. Hence the convergence
to 0 as m → ∞ of the right hand sides of (65) and (66) is uniform in n.
This completes the verification of condition (v).

To complete the proof it remains to show the convergence in probability
to zero of wα(ζn, 2/n). For any pair s < t we have

|ζn(t)− ζn(s)|
|t− s|α ≤

\
R

|ξn(u)|
|Kn(t− u)−Kn(s− u)|̺

|t− s|α

× (Kn(t− u) +Kn(s− u))1−̺ du

≤ a(K)̺
|t− s|̺−α

c2̺n
(1 + ‖χ̃n‖∞)

×
\
R

(Kn(t− u)1−̺ +Kn(s− u)1−̺) du

≤ 2a(K)̺
\
R

K(v)1−̺ dv (1 + ‖χ̃n‖∞)
|t− s|̺−α

c̺n
.

Recalling that ̺−α is positive and taking the supremum over |t− s| ≤ 2/n,
we obtain, with an obvious constant C̺,K ,

wα(ζn, 2/n) ≤ C̺,K(1 + ‖χ̃n‖∞)
nα−̺

c̺n
.

By the tightness of (‖χ̃n‖∞ : n ≥ 1) and (56), this last upper bound goes
to zero in probability.

Finally, by Corollary 13, for any α < r(γ/2 − 1)/γ, the sequence (ζn :
n ≥ 1) is tight in Cα,0

0 . As there is no upper bound on the choice of γ in the
moment inequality (60) and γ is not involved in the constraints on cn, the
tightness holds for any α < r/2 (of course, subject to the constraint (56) on
the sequence (cn)).
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Theorem 16. Under the assumptions of Theorem 15 the sequence (ζn :
n ≥ 1) of perturbed empirical processes defined by (51) is weakly convergent

in Cα,0
0 for any 0 < α < r/2 to a centered Gaussian process ζ with covariance

function

(67) Γ (s, t) = F (s) ∧ F (t)− F (s)F (t), s, t ∈ R.

P r o o f. By Theorem 15, (ζn : n ≥ 1) is tight in Cα,0
0 for any 0 < α < r/2.

To check the convergence of the finite-dimensional distributions of ζn, write

(68) ζn = ξn + (ξn ∗Kn − ξn)

and recall that the finite-dimensional distributions of ξn converge to those
of ζ by the multinomial central limit theorem. So it suffices to prove that
for each t, (ξn ∗Kn − ξn)(t) → 0 in probability. By Jensen’s inequality,

(69) |ξn ∗Kn(t)− ξn(t)|2 ≤
\
R

|ξn(t− u)− ξn(t)|2Kn(u) du.

Hence we have the variance estimates

E|ξn ∗Kn(t)− ξn(t)|2 ≤
\
R

E|ξn(t− u)− ξn(t)|2Kn(u) du(70)

≤
\
R

|F (t)− F (t− u)|Kn(u) du.

Now F is uniformly continuous on R, as a continuous distribution function
(this also follows from the stronger assumption (55)). By (50), the right
hand side of (70) goes to zero as n→ ∞.

Remark. From the expression (67) it is clear that ζ has the same
distribution as (B(F (t)), t ∈ R), where B is the classical Brownian bridge
indexed by [0, 1]. This is useful to check the optimality of the Hölderian
regularity order obtained in the conclusion of Theorem 16. To this end,
consider the special distribution function

F (t) =

{
0 if t ≤ 0,
tr if 0 < t ≤ 1,
1 if t > 1,

which obviously satisfies (55). For the corresponding limiting process ζ, we
have

sup
|t−s|≤1

|ζ(t)− ζ(s)|
|t− s|r/2 ≥ lim sup

t→0+

|ζ(t)|
tr/2

and

lim sup
t→0+

|ζ(t)|
tr/2

= lim sup
t→0+

|B(F (t))|
F (t)1/2

(in distribution)

= lim sup
u→0+

W (u)

u1/2
= ∞ a.s.,
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by a classical result of Lévy on the Brownian motionW (see for instance [9]).

Hence with probability one the paths of ζ do not belong to C
r/2,0
0 and the

conclusion of Theorem 16 cannot be improved.
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[4] —, Hölder conditions for realizations of Gaussian processes, Trans. Amer. Math.

Soc. 99 (1961), 403–413.
[5] Z. Cies ie l sk i, G. Kerkyachar ian et B. Roynette, Quelques espaces fonction-
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