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On the limiting probability distribution
on a compact topological group
by
K Urba_mik_ (Wroclgw}

I Let & be a compact (not necessarily commutative) topological
group. A regular completely additive measure x defined on the class
of all Borel subsets of & with u(@)=1, will be called a probability dis-
tribution. A sequence of probability distributions HysMsy... 15 said to be
weakly convergent to a probability distribution p if

tim [ £(2) ol die)= [ () p(d0)
n—>00 ;3 G

for any complex-valued continuous function 7 defined on G
Let X,,X,,... be a sequence of independent G-valued random va-
riables with the probability distributions uy,u,,... Put

1) Y,=X, X, X, (n=1,2,..),

where the product is taken in the sense of group multiplication in G.
Let us denote by », the probability distribution of the random variable ¥,,.
It is well known thag

Vp=p * ¥ ikl o (R=1,2,..),
where the convolution x is defined by the formula:

v % A(B) = [ v(B-2-Y) (dx).

G I

The limiting distribution of the sequence of random variables Y, is the
weak limit of the sequence of the probability distributions u, % u,% ... % u,.
We say that the sequence of probability distributions wu,us,... is
normal (by an analogy with normal nimbers in the sense of Borel), if
for every -integer k .exists a sequence of integers n, <n, <... such that

./‘szl‘n;ﬂ (8=1,2,..,k j=1,2,. )

In particular, the sequence p= p,= ... is norma.l
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The aim of this paper is to find the class of all possible limiting dis-
tributions of (1) and the conditions of convergence when the sequence
of probability distributions p,u,,... is normal. This is an answer to
a problem raised by A. Rényi (see [6]).

For the case of the additive group of real numbers modulo 1 and
the finite commutative group the results are known (ef. [1], [5], and [8]).
The results of this paper are connected te some extent with the work
of Kawada and Ito [4], who discussed the convergence of probability
distributions and stable distributions for the case of a compact sepa-
rable group.

II. Let X, where u is a probability distribution on &, denote the
class of all compact subsets B of @ such that “(B)=1. Put A,= N\ E.

E¢K,
It is easy to see that 4, is & compact subset of G. We shall prove that

(2) pld)=1.
Let V be an arhitrary open set containing A,. Then, since

VoU@\B)=6G

Eek),

and ¢ is a compact set, there exists a finite covering of @:
n
Vo U(\E)=6,
=1

where B, e K,. Consequently, u(V)=u(G)=1. Then, according to the
regularity of u, the equality

u(4,) =infu(V)=1

is true. The formula (2) is thus proved. Tt ig easy to see that the values
u(4) for ACA, determine the measure .

[E] will denote the smallest closed subgronp of @ containing B.
We shall nse the following notation:

AB={my: xeA, yeB}, A7'={ xecd}.

The following theorems will be proved:

~ TEeorEM 1. Let py,u,,... be a normal sequence of probability distri-
butions. If the sequence p, % py % ... * thn Weakly converges to v, them v is the

Haar measure of the subgroup A,=[ GA
n=1

#al-
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THEBOREM 2. Let py,ps,... be a normal sequence of probability distri-
butions. The sequence pu % s % ... % u, converges if and only if the equality

oo o
() [ 4] = Ay A A7) AT AT
holds.
In particular, for the case p,=p (n=1,2,...) we find that:
The sequence g, w% p, p*p* p, ... converges if and only if the equality

[4,]=[4,4."]
holds. The limiting distribution is the Haar measure of the subgroup [4,].

HI. Before proving the Theorems we shall give some elementary
properties of the characteristic funetion of the probability distribution.

A(G) will denote the class of all continuous finitely dimensional
unitary representations of the group @ (see [7], chapter IV). ¥ (&) will
denote the subset of A(G) containing all the irreducible representations
Us£1l. The matrix-valued funetion

Pl U)=[ U(@)u(dz) (U A(@))

ig called the characteristic funetion of the probability distribufion wp. If T
is the unit representation: U=1, then @,(U)=1. It is easy to prove that

Pux A U) =0 (U)-,(U).

Let B be the Banach space of all continuous complex-valued funq«
tions f in G with the norm |f|=max |f(x)|. The general form of linear
x€G

functionals in & satisfying following conditions:
L(fy=0 for f(o)>0, L(1)=1,
is given by the formula

L{f) =Lf) = [ f (=) u(d) ,
(e

where u is the uniquely determined probability distribution (see [3],
D. 247, 248). The weak convergence of functionals I, is equivalent to
the weak convergence of distributions u,.

D will denote the set of all linear combinations of matrix elements
of UeWyG) and U=1. According to the theorem of Peter-Weyl (see [7],
§ 21, 22) D is a dense subset of B. Hence the equality ¢, (U)=¢,(U)
for U e U (@) implies L,(f)=L,(f) for fe D, and, consequently, u=». Thus
the probability distribution is uniquely determined by the values of .the
characteristic function on A (G). Obviously, if the sequence of distribu-
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tions p,ps, ... weakly converges to the distribution w, then the sequence
of characteristic functions Pu(U); 9w U), ... converges to g, (U)." Con-
versely, if @, (U}, gu(U), ... converges to ¢ (U) for U ey (GF), then the
- sequence of linear functionals L, (f), L,(f), ... converges to L,(f) for f ¢ D
and, according to the density of P in B, the sequence L, ,L,,... weakly
converges to L,. We see that the weak convergence of the sequence of
probability distributions is equivalent to the convergence of the sequence
of characteristic functions for U ¢ %,(@). "

IV. The norm of matrix B=

{b;) will be dsfined by the following
well known formula: . :

121 = (max Vlbul)”‘

1<jsn ;o )
| || is the submultiplicative norm. By e iwe shall denote the unit ele-
ment of G. )
LeMMA 1. Let u be a probability distribution and

(3) ecd,.
If UeU([4,]) and |
(4) ) ”{/7;4( U) “ =1 ’

then U ¢ Ay([4,.]).
Proof. Let U(r)=
equality

There is an integer % such that the

(i),

(5) ‘ lo T = Dt [ il iy [

i=1 A,

is true. Since U(z) is a unitary matrix, then

Dllunmp =1 for me[d,].
i=1
Hence, according to (4) and (),
H jv(,k(r (dr)# - ]'u,k 2)|? dr) =0,

l—l A“

Since wy(x) are continuous functions, then the last oqlmllty implies
(@)= const for x e 4,. From condition (3) it follows that the cqualities

Ui ) = i€ )_(S,k for zed,, i=1,2,..,n,

are’ satisfied.” Then (61k,52L, ,8a> s the invariant vector under the
transformations U/ (x) for ’I'eA,,, and consequently for re[A,L] The lemma
is thus proved.
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LevmMa 2. The formula

Apyo=A4,-4,
is true for every probability distributions u and ».
Proof. The formulas

pxv(A,-4,) {
A, 4,x71D4, for
imply the inequality
pxv(A,-4 )> {/z

A,

A,‘ A,y (dx)

and )
red,
wldz)=1.

Thus wxv(4, 4,)=1. Since 4,-4, is the compact subset of @, there-

Jfore we obtain the following inclusion:

(6) A CA,-4,.
The equality

T= o (Auyy) = fﬂ e @) 2(d2)
implies

pldygz ) =1 for wred, N,
where
(7) : v =

Bince 4,,,x-1 is the compact subset of &, therefore we obtain
Apox 104, for red, N.

This implies

(8) Ay 34, (ANN).

From the formula (7) and the definition of the set A4, it follows that
A,= A N. Consequently, in view of (8), we obtain

A DA, A,

Then it follows from (6) that Apyy=4,-4,. The lemma is thus pr{dife@.
Lemma 3. TIf the sequence of probability distributions v,,vs,... weakly
converges to v, then

4,c104,].

n=1

If vym= iy % g % .00 % where iy, fis,... 18 & normal sequence, then v¥xv=y and
n== 1 ¥ [y Hon s fas Hay { g !

A= [UA4,]-
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Proof.

of @. Then, for arbitrary ¢ >0, there is a continuous funetion f satisfying
the following conditions:

(=]
y is a regular measure and [{J4,,] is a compact subset
n=1

j@)=1 for me[QA,n],
(9) ([ A, > [ 1(@)»(dm)—e.
=1 frl

Since 4,,C [GA»,,], we have f f(x)v(dx)y=1, and consequently
n=1

v(dz)=1

tim [/ (@)v.(da)= ff

n-+00 ¢

According to (9),
o
v([U4,]) =1

1. The first part of the lemma is thus proved.

u

Then A,C[LJA
=1

Let v,=pty % py % ... %y, Where gy, p,,... i a normal sequence. Let
fy <y <.. be a sequence of integers such that

Lk o R UL [l % g2 ¥ oo % gy (=1,2,..).
Then the equalitios
lhnv,,ﬂ_k:v,
hmv,,ﬁk—hmv,,,*,ul*,ug* KTV R g R Yy K ¥ i
imply a
(10) V=V % g ¥ o ¥ e ¥ fi
Hence

V=0 % N pg % g % oos X p=v % .

k>0
From Lemma 2 it follows that 4,=A4,-4,. Hence 4, is a compact semi-
group. Thus in view of the theorem of Iwasawa (see [2]) 4, is a sub-
group of G. Bquality (10) implies »=» % u, for every n. Consequently

A,=4,-4,, (n=1,2,.).
Sinee 4, is a subgroup of @, we have
4,24, (n=1,2,..)
and, consequently,
A,J[g 4,1
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The last inclusion and

== o0
A" c [”k;{ Aﬂl*lla-)(wxﬂn] c [ L_JlA,:,‘]
imply -
oo
4,=] !1 A4,
The lemma is thus proved.

Proof of Theorem 1. Let » he a limiting distribution of a se-
(UENCO [y % ty¥ ... % iy From Lemma 3 it follows that »xv=» and

4,=104,,].
Hence
U)oU) =
and consequently
(11) le D) < Nl

Let U e Uy(4,). Then, in view of Lemma 1, |¢(U)||< 1. Hence, according
o (11),

{12) @ (U)=0 for

U) for UeU(4,),

for UeA(4,)

UeWUy(d,).

Let 1 be the Haar measure of the group 4,, with A(4,)=1. It is well
known that the equality

U eUo(4,)

@(U)=[ U(@)M(dz)=0 for
Ai‘
holds (see [7]). From (12) it follows that
e D)=@T) for UeU(4,),

and consequently »=2. Theorem 1 is thus proved.
Proof of Theorem 2. Let

Yned, A

1 1a e

A, (n=1,2,..).
Then following formula

AlllAlla e Ay CA;:I-AM A,,_:.. A—I.A -1

1)

Cld A Ayl (n=1,2,..)
is satisfied. Hence
[ Ao A1 = [ Al A ALY ALY,
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Put
m=|t <D
Lo it y7¢B,
Ty T iy ® fly ¥ e ¥y % Ay (n=1,2,..).
Then
Any=Ap Ay A a
and consequently

(13) [ Aa) = Ay Ao AT
Moreover,
(14) Pl U) = Pry syl U) U(?/n_l) (n=1,2,...).

The necessity of the condition («). Let a sequence u; % py % ... %
weakly converge to ». From Theorem 1 it follows that » iz the Haar
measure of the subgroup

(18) A= [L_JIA,:,.]-
Moreover,
Py xrnxeximl U)o U)=0 dor T eWy(4,)
Then. formula (14) implies .
IP2l O < 1P gpaosesinl U0~ for T Uy (A,).
Hence .
P U)=>0=¢,(U) for U eAy4,),

and consequently the sequence =, weakly converges to ». Then in view
of Lemma 3 it follows that

(16) 4,004,
. ‘n=1

The formulas (13), (15) and (16) imply the condition (x).

The sufficiency of the condition (). Suppose that the con-
dition (x) is satisfied. Then, according to (13),

(17) [U1A""] =[U4,].
n= . ne=1
Let U ([ U An)). I |pn(U) || =1 for every m, then, aeoordmg to

Ué‘)lo([A,,n]) for every n. Since (47,10 [44,], we have
lTéﬁlo([JHA",])--for every ‘n, and consequently - U ¢Q1‘0([C)A,,’]). Hence,
- . i =

Lemma 1,
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according to (17), Ué%Io([UIA,,n]). Therefore, if U s“l[(,([Lch,,"]), then
n= n+l
there is such an integer % that |, (U)| <1 and by (14)

(18_) N Pussnassmd O <1
Let ny,na,.. be a gequence of integers such that .
H % o % cee K flie == e ¥ Pl % oo K gk (J——1;~: 9
ny+k<ng  (J=1,2,...).
It is easy to see thatb
(PRI CY 3 ORI ) R S ETRS S8

Then, according 60 (18), PuvmxmgmlT)—>0  for T WUy [UA,,,,]

n=1

The convergence of the sequence of characteristic functions

¢/‘1*l‘2)€---*lln( U) for U e W[ L:J 4,1

is equivalent to the.weak convergence of the sequence of pmbabmtv
distributions g, % gy % ... % u,. Theorem 2 i3 thus proved.

Note added in probt: The results of this paper were obtained,
by a different method, at the same time by B. M. Kloss (see Loxzaas
Agax, Hayx. CCCP 109, No 3 (1956), p. 453-455).
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