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Abstract. For forward-backward stochastic differential equations (FBSDEs, for short), under
certain conditions, one has the existence and uniqueness of an adapted L2-solution. A natural
question is whether such a uniquely existed adapted L2-solution is actually an adapted Lp-
solution for some p > 2, under proper conditions? Such a result has its own interest in the
theory of FBSDEs and it also has some important applications in optimal stochastic control
theory of FBSDEs. This paper addresses such an issue in certain extent and poses some open
questions.

1. Introduction. Let (Ω,F ,F,P) be a filtered complete probability space on which a
d-dimensional standard Brownian motion W (·) is defined with F ≡ {Ft}t>0 being its
natural filtration augmented by all the P-null sets in F . Consider the following coupled
forward-backward stochastic differential equation (FBSDE, for short):

dX(t) = b(t,X(t), Y (t), Z(t)) dt+ σ(t,X(t), Y (t), Z(t)) dW (t), t ∈ [0, T ],
dY (t) = −g(t,X(t), Y (t), Z(t)) dt+ Z(t) dW (t), t ∈ [0, T ],
X(0) = x, Y (T ) = h(X(T )).

(1.1)

In the above, we suppose

b : [0, T ]×Rn×Rm×Rm×d × Ω→Rn, σ : [0, T ]×Rn×Rm×Rm×d×Ω→ Rn×d,

g : [0, T ]×Rn×Rm×Rm×d×Ω→ Rm, h : Rn × Ω→ Rm,
(1.2)
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are some suitable maps. We call {b, σ, g, h} the generator of FBSDE (1.1). By an adapted
solution of (1.1), we mean a triple (X(·), Y (·), Z(·)) of F-adapted processes satisfying the
following in the usual Itô’s sense:

X(t) = x+
∫ t

0
b(s,X(s), Y (s), Z(s)) ds+

∫ t

0
σ(s,X(s), Y (s), Z(s)) dW (s), t∈ [0, T ],

Y (t) = h(X(T )) +
∫ T

t

g(s,X(s), Y (s), Z(s)) ds−
∫ T

t

Z(s) dW (s), t ∈ [0, T ]. (1.3)

Under proper conditions, for any x ∈ Rn, FBSDE (1.1) admits a unique adapted solution
(X,Y, Z) such that

E
[

sup
t∈[0,T ]

|X(t)|2 + sup
t∈[0,T ]

|Y (t)|2 +
∫ T

0
|Z(t)|2 dt

]
6 K(1 + |x|2), (1.4)

hereafter K > 0 stands for a generic constant which could be different from line to
line. We refer to the above (X,Y, Z) as an adapted L2-solution to FBSDE (1.1), and
refer to the corresponding study as the L2-theory of FBSDEs. For relevant details, see,
for examples, [16, 26, 28] and references cited therein. In some applications, especially
in the derivation of Pontryagin type maximum principle for stochastic optimal controls
with recursive utilities (see [26, 13, 14, 8, 9]), one would like to have adapted solution
(X,Y, Z) such that

E
[

sup
t∈[0,T ]

|X(t)|p + sup
t∈[0,T ]

|Y (t)|p +
(∫ T

0
|Z(t)|2 dt

)p/2]
6 K(1 + |x|p), (1.5)

for some p > 2 (in particular, p > 4). We refer to such a triple (X,Y, Z) as an adapted
Lp-solution to FBSDE (1.1), and refer to the relevant study as the Lp-theory of FBSDEs.
The purpose of this paper is to revisit some known results and explore further conditions
under which the adapted L2-solution (X,Y, Z) to FBSDE (1.1) is actually its adapted
Lp-solution. Our goal is to summarize what are known, to explore further in some extent,
and to pose some challenging open questions. We will see from our presentation that
the problem under investigation is closely related to quite a few interesting aspects of
stochastic (partial) differential equations and stochastic optimal control theory.

The rest of the paper is organized as follows. In Section 2, we will look at the gen-
eral situation, for which, two results will be presented: When the generator is bounded,
then any adapted L2-solution (on any time duration) will be automatically an adapted
Lp-solution for any p > 2; under proper conditions, adapted Lp-solution will uniquely
exist in small time duration. Section 3 is concerned with the situation of sub-linear gener-
ators, for which any adapted L2-solution (on any time duration) will be automatically an
adapted Lp-solution for some p > 2. In Section 4, we look at the so-called global decou-
pling which is a general version of the so-called four-step scheme (introduced in [15], see
also [16]). The case of linear FBSDEs are investigated in Section 5. This is closely related
to the linear-quadratic stochastic optimal control and Riccati equation (see [20, 19, 21]).
In Section 6, we look at the case that the terminal function h(·) is either bounded or very
weakly unbounded, allowing the generator of the backward equation having (diagonally)
quadratic growth. Finally, some conclusion remarks will be collected in Section 7.
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2. Some general considerations. In this section, we will make a general consideration
on FBSDE (1.1). To begin with, let us introduce some spaces: Let H be a Euclidean space
(which could be Rn, Rm×d, etc.) whose norm is denoted by | · |. Let p, q > 1.

LpF(Ω;Lq(0, T ;H)) =
{
ϕ : [0, T ]× Ω→ H |ϕ(·) is F-progressively measurable,

E
(∫ T

0
|ϕ(s)|q ds

)p/q
<∞

}
,

LpF(Ω;C([0, T ];H)) =
{
ϕ : [0, T ]×Ω→ H |ϕ(·) is F-adapted, t 7→ ϕ(t) is continuous,

E
(

sup
t∈[0,T ]

|ϕ(t)|p
)
<∞

}
.

We can similarly define L∞F (Ω;Lq(0, T ;H)), LpF(Ω;L∞(0, T ;H)), and so on. For the case
p = q, we denote LpF(0, T ;H) = LpF(Ω;Lp(0, T ;H)). Further, in the case H = R, we omit H,
say, LpF(Ω;Lq(0, T )), for simplicity. We also define

Hp[0, T ] = LpF(Ω;C([0, T ];Rm))× LpF(Ω;L2(0, T ;Rm×d)),
Mp[0, T ] = LpF(Ω;C([0, T ];Rn))× LpF(Ω;C([0, T ];Rm))× LpF(Ω;L2(0, T ;Rm×d)).

We will see that Hp[0, T ] andMp[0, T ] are the spaces to which (Y, Z) and (X,Y , Z) will
belong, respectively. Note that in the above definition, we may replace [0, T ] by any [a, b]
with 0 6 a < b 6 T .

Before going further, let us present the following example.
Example 2.1. Let a, b, c ∈ R. Consider the following FBSDE on [0, T ]:

dX(t) = [aZ(t) + b] dW (t),
dY (t) = Z(t) dW (t),
X(0) = x, Y (T ) = cX(T ).

(2.1)

Suppose (X,Y, Z) is an adapted solution. Then

Y (t) = cX(T )−
∫ T

t

Z(s) dW (s)

= cx+ c

∫ T

0
[aZ(s) + b] dW (s)−

∫ T

t

Z(s) dW (s)

= cx+ bcW (T ) + ac

∫ t

0
Z(s) dW (s) + (ac− 1)

∫ T

t

Z(s) dW (s), t ∈ [0, T ].

Now, if
ac− 1 = 0, bc 6= 0, (2.2)

then the above Y is not F-adapted. Hence, in such a case, FBSDE (2.1) does not admit
an F-adapted solution. On the other hand, if

ac− 1 = 0, b = 0, (2.3)
then (2.1) becomes the following:

dX(t) = aZ(t) dW (t),
dY (t) = Z(t) dW (t),
X(0) = x, Y (T ) = cX(T ).

(2.4)
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Therefore, for any Z ∈ LpF(Ω;L2(0, T )), by defining

X(t) = x+
∫ t

0
aZ(s) dW (s), Y (t) = cx+

∫ t

0
Z(s) dW (s), t ∈ [0, T ],

one infers that (X,Y, Z) is an adapted solution of FBSDE (2.4), which means that adapted
solutions are not unique.

Finally, if
ac− 1 6= 0, (2.5)

then from

Y (t) = cx+ c

∫ t

0
[aZ(s) + b] dW (s) +

∫ T

t

[
(ac− 1)Z(s) + bc

]
dW (s),

we see the following must be true:

Z(t) = bc

1− ac ,

so that

X(t) = x+
∫ t

0
[aZ(s) + b] dW (s) = x+ b

1− ac W (t),

Y (t) = cx+ c

∫ t

0
[aZ(s) + b] dW (s) = cx+ b

1− ac W (t).

Then (X,Y, Z) is the unique adapted solution of FBSDE (2.1), which is inMp[0, T ] for
any p > 1.

In the above,
σz = a, hx = c, hxσz = ac.

Thus, (2.1) admits a unique adapted solution if and only if hxσz 6= 1, regardless the size
of the time horizon T , namely, no matter how small T > 0 is, one still needs condition
like hxσz 6= 1.

We now introduce the following basic assumption.

(H0) The maps

b : [0, T ]× Rn × Rm × Rm×d × Ω→ Rn,
σ : [0, T ]× Rn × Rm × Rm×d × Ω→ Rn×d,
g : [0, T ]× Rn × Rm × Rm×d × Ω→ Rm×d,
h : Rn × Ω→ Rm,

are measurable such that

(t, ω) 7→ (b(t, x, y, z, ω), σ(t, x, y, z, ω), g(t, x, y, z, ω)) is F-progressively measurable,

for every (x, y, z) ∈ Rn × Rm × Rm×d, and h(x, ·) is FT -measurable for each x ∈ Rn.
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Let us recall the Burkholder–Davis–Gundy’s inequalities: There are constants
0 < Kp < Kp only depending on p > 0 such that

KpEt
(∫ T

t

|Z(s)|2 ds
)p/2

6 Et
(

sup
r∈[t,T ]

∣∣∣∫ r

t

Z(s) dW (s)
∣∣∣p)
6 KpEt

(∫ T

t

|Z(s)|2 ds
)p
, (2.6)

for any Z ∈ LpF(Ω;L2(0, T ;Rm×d)), where Et[ · ] = E[ · | Ft]. For p > 1, one possible choice
of constants Kp and Kp is (see [7], p. 285):

Kp = (7 + 4
√

2)−pp−(p+1), Kp = (2
√

6)ppp+1.

Also, it is known that K2 = 1, K2 = 4.
Now, we present the following first basic result.

Theorem 2.2. Let (H0) hold and let
|b(t, x, y, z)| 6 Lb0(t), |σ(t, x, y, z)| 6 Lσ0(t),
|g(t, x, y, z)| 6 Lg0(t), |h(x)| 6 Lh0,

(2.7)

for all (t, x, y, z) ∈ [0, T ]× Rn × Rm × Rm×d, with

Lb0, Lg0 ∈ LpF(Ω;L1(0, T )), Lσ0 ∈ LpF(Ω;L2(0, T )), Lh0 ∈ LpFT (Ω), (2.8)

for some p > 2. Let (X,Y, Z) ∈ M2[0, T ] be an adapted L2-solution to FBSDE (1.1).
Then it is actually an adapted Lp-solution of (1.1), and∥∥(X,Y, Z)

∥∥p
Mp[0,T ] ≡ E

[
sup
t∈[0,T ]

|X(t)|p + sup
t∈[0,T ]

|Y (t)|p +
(∫ T

0
|Z(s)|2 ds

)p/2]
6 KE

[
|x|p + Lph0 +

(∫ T

0
Lb0(s) ds

)p
+
(∫ T

0
Lσ0(s)2 ds

)p/2
+
(∫ T

0
Lg0(s) ds

)p]
. (2.9)

Proof. Suppose that (X,Y, Z) is an adapted L2-solution of (1.1). From the FSDE

X(t) = x+
∫ t

0
b(s,X(s), Y (s), Z(s)) ds+

∫ t

0
σ(s,X(s), Y (s), Z(s)) dW (s), t ∈ [0, T ],

we obtain

E
[

sup
t∈[0,T ]

|X(t)|p
]
6 3p−1E

[
|x|p +

(∫ T

0
Lb0(s) ds

)p
+ sup
t∈[0,T ]

∣∣∣∫ t

0
σ(s,X(s), Y (s), Z(s)) dW (s)

∣∣∣p]
6 3p−1E

[
|x|p +

(∫ T

0
Lb0(s) ds

)p
+Kp

(∫ T

0
Lσ0(s)2 ds

)p/2]
,

where Kp > 0 is the constant appearing in the Burkholder–Davis–Gundy’s inequalities
(2.6). Next, from the BSDE

Y (t) = h(X(T )) +
∫ T

t

g(s,X(s), Y (s), Z(s)) ds−
∫ T

t

Z(s) dW (s), t ∈ [0, T ],
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we have

|Y (t)| =
∣∣∣Et[h(X(T )) +

∫ T

t

g(s,X(s), Y (s), Z(s)) ds
]∣∣∣

6 Et
[
|h(X(T ))|+

∫ T

t

|g(s,X(s), Y (s), Z(s))| ds
]
6 Et

[
Lh0 +

∫ T

0
Lg0(s) ds

]
.

Then, by Doob’s maximal inequality,

E
[

sup
t∈[0,T ]

|Y (t)|p
]
6 E

{
sup
t∈[0,T ]

∣∣∣Et[Lh0+
∫ T

0
Lg0(s) ds

]∣∣∣p} 6
( p

p− 1

)p
E
(
Lh0+

∫ T

0
Lg0(s) ds

)p
.

This yields (with use of (2.6))

E
(∫ T

0
|Z(s)|2 ds

)p/2
6 K−1

p E
[

sup
t∈[0,T ]

∣∣∣∫ t

0
Z(s) dW (s)

∣∣∣p]
6 K−1

p E
[

sup
t∈[0,T ]

∣∣∣∫ T

0
Z(s) dW (s)−

∫ T

t

Z(s) dW (s)
∣∣∣p]

6 2pK−1
p E

[
sup
t∈[0,T ]

∣∣∣∫ T

t

Z(s) dW (s)
∣∣∣p]

= 2pK−1
p E

[
sup
t∈[0,T ]

∣∣∣Y (t)− h(X(T ))−
∫ T

t

g(s,X(s), Y (s), Z(s)) ds
∣∣∣p]

6 2p · 3p−1K−1
p E

[
sup
t∈[0,T ]

|Y (t)|p + Lph0 +
(∫ T

0
Lg0(s) ds

)p]
6 KE

[
Lph0 +

(∫ T

t

Lg0(s) ds
)p]

.

Then combining the above, we obtain our conclusion.

The above result shows that as long as the generator is bounded in the sense of (2.7)–
(2.8), any adapted L2-solution of (1.1) (on [0, T ]) must also be an adapted Lp-solution.

For general situations, we introduce the following hypothesis.

(H1) Let (H0) hold and for all t ∈ [0, T ], x, x′ ∈ Rn, y, y′ ∈ Rm, z, z′ ∈ Rm×d,
|b(t, x, y, z)− b(t, x′, y′, z′)| 6 Lbx(t)|x−x′|+ Lby(t)|y−y′|+Lbz(t)|z−z′|,
|σ(t, x, y, z)− σ(t, x′, y′, z′)| 6 Lσx(t)|x−x′|+ Lσy(t)|y−y′|+ Lσz(t)|z−z′|,
|g(t, x, y, z)− g(t, x′, y′, z′)| 6 Lgx(t)|x−x′|+ Lgy(t)|y−y′|+Lgz(t)|z−z′|,

|h(x)− h(x′)| 6 Lhx|x− x′|.

(2.10)

for some processes Lbx(·), Lby(·), Lbz(·), Lσx(·), Lσy(·), Lσz(·), Lgx(·), Lgy(·), Lgz(·), and a
random variable Lhx. Also, we set

|b(t, 0, 0, 0)| = b0(t), |σ(t, 0, 0, 0)| = σ0(t), |g(t, 0, 0, 0)| = g0(t), |h(0)| = h0. (2.11)
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Under (H1), one has for all (t, x, y, z) ∈ [0, T ]× Rn × Rm × Rm×d:
|b(t, x, y, z)| 6 b0(t) + Lbx(t)|x|+ Lby(t)|y|+ Lbz(t)|z|,
|σ(t, x, y, z)| 6 σ0(t) + Lσx(t)|x|+ Lσy(t)|y|+ Lσz(t)|z|,
|g(t, x, y, z)| 6 g0(t) + Lgx(t)|x|+ Lgy(t)|y|+ Lgz(t)|z|,

|h(x)| 6 h0 + Lhx|x|.

(2.12)

We have the following general result.

Theorem 2.3. Let (H1) hold with
b0(·) ∈ LpF(Ω;L1(0, T )), Lbx(·), Lby(·) ∈ L1(0, T ), Lbz(·) ∈ L2(0, T ),
σ0(·) ∈ LpF(Ω;L2(0, T )), Lσx(·), Lσy(·) ∈ L2(0, T ), Lσz(·) ∈ L∞(0, T ),
g0(·) ∈ LpF(Ω;L1(0, T )), Lgx(·), Lgy(·) ∈ L1(0, T ), Lgz(·) ∈ L2(0, T ),
h0 ∈ LpFT (Ω), Lhx ∈ (0,∞),

(2.13)

and moreover,

K
1/p
p

( p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)
Lhx‖Lσz(·)‖∞ < 1. (2.14)

Then (1.1) admits a unique adapted Lp-solution (X,Y, Z) ∈ Mp[0, T ], as long as T > 0
is sufficiently small.

As we pointed out right after Example 2.1, unlike FSDEs or BSDEs, the time duration
T being sufficiently small does not even guarantee the existence and uniqueness of adapted
(L2-)solution. Hence, condition (2.14) imposed in the above theorem should be acceptable.
Theorem 2.3 is comparable with that in [23]. Note that by [28], when p = 2, condition
(2.14) can be replaced by

Lhx‖Lσz(·)‖∞ < 1. (2.15)

Also, from Example 2.1, we see that such a condition is very close to a necessary condition.

Proof. First of all, for any x(·) ∈ LpF(Ω;C([0, T ];Rn)), by (2.13), the following hold:
E|h(x(T ))|p 6 E

(
h0 + Lhx|x(T )|

)p
6 2p−1E

(
hp0 + Lphx|x(T )|p

)
<∞,

and
E
(∫ T

0
|g(t, x(t), 0, 0)| dt

)p
6 E

[∫ T

0

(
g0(t) + Lgx(t)|x(t)|

)
dt
]p

6 2p−1E
[(∫ T

0
g0(t) dt

)p
+
(∫ T

0
Lgx(t)|x(t)| dt

)p]
6 2p−1

[
E
(∫ T

0
g0(t) dt

)p
+
(∫ T

0
Lgx(t) dt

)p
E
(

sup
t∈[0,T ]

|x(t)|p
)]
<∞.

Hence, making use of (2.13) again, by [2] (see also [6]), we may let (Y, Z) to be the unique
adapted solution to the following BSDE:

Y (t) = h(x(T )) +
∫ T

t

g(s, x(s), Y (s), Z(s)) ds−
∫ T

t

Z(s) dW (s), t ∈ [0, T ],

for which

E
[

sup
t∈[0,T ]

|Y (t)|p +
(∫ T

0
|Z(t)|2 dt

)p/2]
6 KE

[
|h(x(T ))|p +

(∫ T

0
|g(t, x(t), 0, 0)| dt

)p]
.
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With such a pair (Y,Z), we set:

X(t) = x+
∫ t

0
b(s, x(s), Y (s), Z(s)) ds+

∫ t

0
σ(s, x(s), Y (s), Z(s)) dW (s),

t ∈ [0, T ]. (2.16)

By (2.13), one has

E
(∫ T

0
|b(t, 0, Y (t), Z(t))| dt

)p
6 E

[∫ T

0

(
b0(t) + Lby(t)|Y (t)|+ Lbz(t)|Z(t)|

)
dt
]p

6 3p−1
[
E
(∫ T

0
b0(t) dt

)p
+
(∫ T

0
Lby(t) dt

)p
E
(

sup
t∈[0,T ]

|Y (t)|p
)

+
(∫ T

0
Lbz(t)2 dt

)p/2
E
(∫ T

0
|Z(t)|2 dt

)p/2]
<∞,

and

E
(∫ T

0
|σ(t, 0, Y (t), Z(t))|2 dt

)p/2
6 E

[∫ T

0

(
σ0(t) + Lσy(t)|Y (t)|+ Lσz(t)|Z(t)|

)2
dt
]p/2

6K
[
E
(∫ T

0
σ0(t)2 dt

)p/2
+
(∫ T

0
Lσy(t)2 dt

)p/2
E
(

sup
t∈[0,T ]

|Y (t)|p
)

+ ‖Lσz(·)‖p∞E
(∫ T

0
|Z(t)|2 dt

)p/2]
<∞.

Hence,

E
[

sup
t∈[0,T ]

|X(t)|p
]
6 KE

[
|x|p +

(∫ T

0
|b(s, 0, Y (s), Z(s))| ds

)p
+
(∫ T

0
|σ(s, 0, Y (s), Z(s))|2 ds

)p/2]
<∞.

Through the above, we have defined a map x(·) 7→ X, from LpF(Ω;C([0, T ];Rn)) to itself.
Now, let i = 1, 2, xi(·) ∈ LpF(Ω;C([0, T ];Rn)) be given and let (Yi, Zi) be the corre-

sponding adapted Lp-solution to the following BSDE ([2, 6]):

Yi(t) = h(xi(T )) +
∫ T

t

g(s, xi(s), Yi(s), Zi(s)) ds−
∫ T

t

Zi(s) dW (s).

Also, let Xi(·) be defined by

Xi(t) = x+
∫ t

0
b(s, xi(s), Yi(s), Zi(s)) ds+

∫ t

0
σ(s, xi(s), Yi(s), Zi(s)) dW (s).

Let

x̂(·) = x1(·)− x2(·), X̂ = X1(·)−X2(·),

Ŷ = Y1(·)− Y2(·), Ẑ = Z1(·)− Z2(·).
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Then

X̂(t) =
∫ t

0

[
b(s, x1(s), Y1(s), Z1(s))− b(s,X2(s), Y2(s), Z2(s))

]
ds

+
∫ t

0

[
σ(s, x1(s), Y1(s), Z1(s))− σ(s,X2(s), Y2(s), Z2(s))

]
dW (s)

=
∫ t

0

[
bx(s)x̂(s) + by(s)Ŷ (s) + bz(s)Ẑ(s)

]
ds

+
∫ t

0

[
σx(s)x̂(s) + σy(s)Ŷ (s) + σz(s)Ẑ(s)

]
dW (s),

(2.17)

and

Ŷ (t) = h(x1(T ))−h(x2(T )) +
∫ T

t

[
g(s, x1(s),Y1(s),Z2(s))−g(s, x2(s),Y2(s),Z2(s))

]
ds

−
∫ T

t

[
Z1(s)− Z2(s)

]
dW (s)

= hxx̂(T ) +
∫ T

t

(
gx(s)x̂(s) + gy(s)Ŷ (s) + gz(s)Ẑ(s)

)
ds−

∫ T

t

Ẑ(s) dW (s),

(2.18)

where

bx(s) =
[
b(s, x1(s), Y1(s), Z1(s))−b(s, x2(s), Y2(s), Z2(s))

]>
|x1(s)− x2(s)|2

[
x1(s)−x2(s)

]
1{x1(s)6=x2(s)},

which is Rn×n-valued. All other coefficients by(s), bz(s), and so on are defined similarly.
It follows that

|Ŷ (t)|p =
∣∣∣Et[hxx̂(T ) +

∫ T

t

(
gx(s)x̂(s) + gy(s)Ŷ (s) + gz(s)Ẑ(s)

)
ds
]∣∣∣p.

Consequently,

Et
(

sup
r∈[t,T ]

|Ŷ (r)|p
)
6 Et

{
sup
r∈[t,T ]

∣∣∣Er[Lhx|x̂(T )|

+
∫ T

t

(
Lgx(s)|x̂(s)|+ Lgy(s)|Ŷ (s)|+ Lgz(s)|Ẑ(s)|

)
ds
]∣∣∣p}

6
( p

p− 1

)p
Et
[
Lhx|x̂(T )|+

∫ T

t

(
Lgx(s)|x̂(s)|+ Lgy(s)|Ŷ (s)|+ Lgz(s)|Ẑ(s)|

)
ds
]p
.

Hence,[
Et
(

sup
r∈[t,T ]

|Ŷ (r)|p
)]1/p

6
p

p− 1

{
Et
[
Lhx|x̂(T )|+

∫ T

t

(
Lgx(s)|x̂(s)|+ Lgy(s)|Ŷ (s)|+ Lgz(s)|Ẑ(s)|

)
ds
]p}1/p

6
p

p− 1

{[
Et
(
Lhx|x̂(T )|

)p]1/p +
[
Et
(∫ T

t

Lgx(s)|x̂(s)| ds
)p]1/p

+
[
Et
(∫ T

t

Lgy(s)|Ŷ (s)| ds
)p]1/p

+
[
Et
(∫ T

t

Lgz(s)|Ẑ(s)| ds
)p]1/p}

.
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Next,

Et
(∫ T

t

|Ẑ(s)|2 ds
)p/2

6 K−1
p Et

(
sup
r∈[t,T ]

∣∣∣∫ r

t

Ẑ(s) dW (s)
∣∣∣p)

= K−1
p Et

(
sup
r∈[t,T ]

∣∣∣∫ T

t

Ẑ(s) dW (s)−
∫ T

r

Ẑ(s) dW (s)
∣∣∣p)

6 2pK−1
p Et

(
sup
r∈[t,T ]

∣∣∣∫ T

r

Ẑ(s) dW (s)
∣∣∣p)

= 2pK−1
p Et

[
sup
r∈[t,T ]

∣∣∣Ŷ (r)− hxx̂(T )−
∫ T

r

(
gx(s)x̂(s) + gy(s)Ŷ (s) + gz(s)Ẑ(s)

)
ds
∣∣∣p]

6 2pK−1
p Et

[
sup
r∈[t,T ]

|Ŷ (r)|+ Lhx|x̂(T )|

+
∫ T

t

(
Lgx(s)|x̂(s)|+ Lgy(s)|Ŷ (s)|+ Lgz(s)|Ẑ(s)|

)
ds
]p
.

Thus,[
Et
(∫ T

t

|Ẑ(s)|2 ds
)p/2]1/p

6 2K−1/p
p

{
Et
[

sup
r∈[t,T ]

|Ŷ (r)|+ Lhx|x̂(T )|

+
∫ T

r

(
Lgx(s)|x̂(s)|+ Lgy(s)|Ŷ (s)|+ Lgz(s)|Ẑ(s)|

)
ds
]p}1/p

6 2K−1/p
p

{[
Et
(

sup
r∈[t,T ]

|Ŷ (r)|p
)]1/p

+
[
Et
(
Lhx|x̂(T )|+

∫ T

r

(
Lgx(s)|x̂(s)|+ Lgy(s)|Ŷ (s)|+ Lgz(s)|Ẑ(s)|

)
ds
)p]1/p}

6
2

K1/p
p

2p−1
p− 1

{
Et
[
Lhx|x̂(T )|+

T∫
r

(
Lgx(s)|x̂(s)|+Lgy(s)|Ŷ (s)|+Lgz(s)|Ẑ(s)|

)
ds
]p}1/p

6 2K−1/p
p

2p− 1
p− 1

{(
Lhx +

∫ T

t

Lgx(s) ds
)[

Et
(

sup
r∈[t,T ]

|x̂(r)|p
)]1/p

+
(∫ T

t

Lgy(s) ds
)[

Et
(

sup
r∈[t,T ]

|Ŷ (r)|p
)]1/p

+
(∫ T

t

Lgz(s)2 ds
)1/2[

Et
(∫ T

t

|Ẑ(s)|2 ds
)p/2]1/p}

.

Consequently,[
Et
(

sup
r∈[t,T ]

|Ŷ (r)|p
)]1/p +

[
Et
(∫ T

t

|Ẑ(s)|2 ds
)p/2]1/p

6

(
p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)(
Lhx +

∫ T

t

Lgx(s) ds
)[

Et
(

sup
r∈[t,T ]

|x̂(r)|p
)]1/p

+
(

p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)[(∫ T

t

Lgy(s) ds
)
∨
(∫ T

t

Lgz(s)2 ds
)1/2]

×
{[

Et
(

sup
r∈[t,T ]

|Ŷ (r)|p
)]1/p +

[
Et
(∫ T

t

|Ẑ(s)|2 ds
)p/2]1/p}

.
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When T − t > 0 is small enough, one has[
Et
(

sup
r∈[t,T ]

|Ŷ (r)|p
)]1/p +

[
Et
(∫ T

t

|Ẑ(s)|2 ds
)p/2]1/p

6

(
p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)(
Lhx +

∫ T

t

Lgx(s) ds
)

×
{

1−
(

p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)[(∫ T

t

Lgy(s) ds
)
∨
(∫ T

t

Lgz(s)2 ds
)1/2]}−1

×
[
Et
(

sup
r∈[t,T ]

|x̂(r)|p
)]1/p

.

In particular, with t = 0 and T > 0 small enough, we have[
E
(

sup
r∈[0,T ]

|Ŷ (r)|p
)]1/p +

[
E
(∫ T

0
|Ẑ(s)|2 ds

)p/2]1/p
6

(
p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)(
Lhx +

∫ T

0
Lgx(s) ds

)
×
{

1−
(

p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)[(∫ T

0
Lgy(s) ds

)
∨
(∫ T

0
Lgz(s)2 ds

)1/2]}−1

×
[
E
(

sup
r∈[0,T ]

|x̂(r)|p
)]1/p

.

Also, from (2.17), we have

[
E
(

sup
t∈[0,T ]

|X̂(t)|p
)]1/p

6
{
E
[∫ T

0

(
Lbx(s)|x̂(s)|+ Lby(s)|Ŷ (s)|+ Lbz(s)|Ẑ(s)|

)
ds
]p}1/p

+
{
E
[

sup
t∈[0,T ]

∣∣∣∫ t

0

(
σx(s)x̂(s) + σy(s)Ŷ (s) + σz(s)Ẑ(s)

)
dW (s)

∣∣∣p]}1/p

6
(∫ T

0
Lbx(s) ds

)[
E
(

sup
t∈[0,T ]

|x̂(t)|p
)]1/p +

(∫ T

0
Lby(s) ds

)[
E
(

sup
t∈[0,T ]

|Ŷ (t)|p
)]1/p

+
(∫ T

0
Lbz(s)2 ds

)1/2[
E
(∫ T

0
Ẑ(s)|2 ds

)p/2]1/p
+K

1/p
p

{[
E
(∫ T

0
Lσx(s)2|x̂(s)|2 ds

)p/2]1/p
+
[
E
(∫ T

0
Lσy(s)2|Ŷ (s)|2 ds

)p/2]1/p
+
[
E
(∫ T

0
Lσz(s)2|Ẑ(s)|2 ds

)p/2]1/p}
6
[∫ T

0
Lbx(s) ds+K

1/p
p

(∫ T

0
Lσx(s)2 ds

)1/2][
E
(

sup
t∈[0,T ]

|x̂(t)|p
)]1/p

+
[∫ T

0
Lby(s) ds+K

1/p
p

(∫ T

0
Lσy(s)2 ds

)1/2][
E
(

sup
t∈[0,T ]

|Ŷ (t)|p
)]1/p

+
[(∫ T

0
Lbz(s)2 ds

)1/2
+K

1/p
p ‖Lσz(·)‖∞

][
E
(∫ T

0
|Ẑ(s)|2 ds

)p/2]1/p
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6
[∫ T

0
Lbx(s) ds+K

1/p
p

(∫ T

0
Lσx(s)2 ds

)1/2][
E
(

sup
t∈[0,T ]

|x̂(t)|p
)]1/p

+
{[∫ T

0
Lby(s) ds+K

1/p
p

(∫ T

0
Lσy(s)2 ds

)1/2]
∨
[(∫ T

0
Lbz(s)2 ds

)1/2
+K

1/p
p ‖Lσz(·)‖∞

]}
×
{[

E
(

sup
t∈[0,T ]

|Ŷ (t)|p
)]1/p +

[
E
(∫ T

0
|Ẑ(s)|2 ds

)p/2]1/p}
6

{∫ T

0
Lbx(s) ds+K

1/p
p

(∫ T

0
Lσx(s)2 ds

)1/2

+
{[∫ T

0
Lby(s) ds+K

1/p
p

(∫ T

0
Lσy(s)2 ds

)1/2]
∨
[(∫ T

0
Lbz(s)2 ds

)1/2
+K

1/p
p ‖Lσz(·)‖∞

]}
×
(

p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)(
Lhx +

∫ T

0
Lgx(s) ds

)
×
{

1−
(

p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)[(∫ T

0
Lgy(s) ds

)
∨
(∫ T

0
Lgz(s)2 ds

)1/2]}−1}
×
[
E
(

sup
t∈[0,T ]

|x̂(t)|p
)]1/p ≡ (K0 +K(T ))

[
E
(

sup
t∈[0,T ]

|x̂(t)|p
)]1/p

,

where

K0 = K
1/p
p

(
p

p− 1 + 2K−1/p
p

2p− 1
p− 1

)
Lhx‖Lσz(·)‖∞, lim

T→0
K(T ) = 0.

Hence, if (2.14) holds, then for T > 0 small enough, FBSDE admits an adapted
Lp-solution on [0, T ].

It is seen that even if assuming (2.14), we could still only obtain the adapted
Lp-solution for the FBSDE (1.1) in some small time duration.

3. Sub-linear growth generators. We have seen that when the generator is uniformly
bounded in (x, y, z), to get an adapted Lp-solution from an adapted L2-solution is quite
easy. However, in Theorem 2.3, we have to assume not only condition (2.14), but also the
time duration has to be small enough. In this section, we would like to look at the case
that the generator is sublinearly growing in (x, y, z). We will see that for such cases, we
will need neither restriction on the time duration T , nor the condition (2.14). The basic
idea will be similar to the bounded generator case, but with more careful estimates.

To be more precise, let us introduce the following assumption.
(H2) Let (H0) hold. Let

|b(s, x, y, z)− b(s, x′, y, z)| 6 Lbx(s)|x− x′|,
|σ(s, x, y, z)− σ(s, x′, y, z))| 6 Lσx(s)|x− x′|,
|g(s, x, y, z)− g(s, x, y′, z′)| 6 Lgy(s)|y − y′|+ Lgz(s)|z − z′|,

(3.1)
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for all s ∈ [0, T ], x, x′ ∈ Rn, y, y′ ∈ Rm, z, z′ ∈ Rm×d, and

|b(s, 0, y, z)| 6 Lb0(s) + Lby(s)|y|α + Lbz(s)|z|α,
|σ(s, 0, y, z)| 6 Lσ0(s) + Lσy(s)|y|α + Lσz(s)|z|α,
|g(s, x, 0, 0)| 6 Lg0(s) + Lgx(s)|x|α, |h(x)| 6 Lh0 + Lhx(s)|x|α,

(3.2)

for all (s, x, y, z) ∈ [0, T ]× Rn × Rm × Rm×d, where α ∈ (0, 1) and for some 1 < p < 2
α ,

Lbx(·), Lgy(·) ∈ L1(0, T ), Lσx(·), Lgz(·) ∈ L2(0, T ),

Lb0(·), Lg0(·) ∈ LpF(Ω;L1(0, T )), Lby(·), Lgx(·) ∈ L2p/(2−αp)
F (Ω;L1(0, T )),

Lbz(·) ∈ Lp/(1−α)
F (Ω;L2/(2−α)(0, T )), Lσ0(·) ∈ LpF(Ω;L2(0, T )),

Lσy(·) ∈ L2p/(2(2−αp))
F (Ω;L2(0, T )), Lσz(·) ∈ Lp/(1−α)

F (Ω;L2/(1−α)(0, T )),

Lh0 ∈ LpFT (Ω), Lhx ∈ L2p/(2−αp)
FT (Ω).

(3.3)

We see that the smaller the α > 0 is, the larger the p > 2 could be. Also, if all the
involved processes and random variables appearing in (3.3) are bounded, then (3.3) holds.
We have the following result.

Theorem 3.1. Let (H2) hold. Let (X,Y, Z) ∈ M2[0, T ] be an adapted L2-solution to
FBSDE (1.1). Then it must be an adapted Lp-solution.

Proof. Let (X,Y, Z) ∈ M2[0, T ] be an adapted L2-solution to the FBSDE. Then X is a
strong solution to the FSDE (for given (Y,Z) ∈ H2[0, T ]){

dX(t) = b(t,X(t), Y (t), Z(t)) dt+ σ(t,X(t), Y (t), Z(t)) dW (t), t ∈ [0, T ],
X(0) = x.

Since 1 < p < 2
α , we have[

E
(∫ T

0
|b(s, 0, Y (s), Z(s))| ds

)p]1/p
6
{
E
[∫ T

0

(
Lb0(s) + Lby(s)|Y (s)|α + Lbz(s)|Z(s)|α

)
ds
]p}1/p

6
[
E
(∫ T

0
Lb0(s) ds

)p]1/p
+
[
E
(∫ T

0
Lby(s)|Y (s)|α ds

)p]1/p
+
[
E
(∫ T

0
Lbz(s)|Z(s)|α ds

)p]1/p
6
[
E
(∫ T

0
Lb0(s) ds

)p]1/p
+
{
E
[(∫ T

0
Lby(s) ds

)p(
sup

s∈[0,T ]
|Y (s)|αp

)]}1/p

+
{
E
[(∫ T

0
Lbz(s)2/(2−α) ds

)(2−α)p/2(∫ T

0
|Z(s)|2 ds

)αp/2]}1/p

=
[
E
(∫ T

0
Lb0(s) ds

)p]1/p
+
[
E
(∫ T

0
Lby(s) ds

) 2p
2−αp

] 2−αp
2p
[
E
(

sup
s∈[0,T ]

|Y (s)|2
)]α/2

+
[
E
(∫ T

0
Lbz(s)2/(2−α) ds

)(2−α)p/(2(1−α))](1−α)/p[
E
(∫ T

0
|Z(s)|2 ds

)p/2]α/p
.
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Similarly, we have (with 1 < p < 2
α )[

E
(∫ T

0
|σ(s, 0, Y (s), Z(s))|2 ds

)p/2]1/p
6
{
E
[∫ T

0

(
Lσ0(s) + Lσy(s)|Y (s)|α + Lσz(s)|Z(s)|α

)2
ds
]p/2}1/p

6
[
E
(∫ T

0
Lσ0(s)2 ds

)p/2]1/p
+
[
E
(∫ T

0
Lσy(s)2|Y (s)|2α ds

)p/2]1/p
+
[
E
(∫ T

0
Lσz(s)2|Z(s)|2α ds

)p/2]1/p
6
[
E
(∫ T

0
Lσ0(s)2 ds

)p/2]1/p
+
{
E
[(∫ T

0
Lσy(s)2 ds

)p/2(
sup

s∈[0,T ]
|Y (s)|

)αp]}1/p

+
[
E
(∫ T

0
Lσz(s)2/(1−α) ds

)(1−α)p/2(∫ T

0
|Z(s)|2 ds

)αp/2]1/p
6
[
E
(∫ T

0
Lσ0(s)2 ds

)p/2]1/p
+
[
E
(∫ T

0
Lσy(s)2 ds

) p
2−αp

] 2−αp
2p [E( sup

s∈[0,T ]
|Y (s)|2

)]α
+
[
E
(∫ T

0
Lσz(s)2/(1−α) ds

)p/2](1−α)/p[
E
(∫ T

0
|Z(s)|2 ds

)p/2]α/p
.

Consequently, we obtain

E
[

sup
t∈[0,T ]

|X(t)|p
]
6 KE

[
|x|p +

(∫ T

0
|b(s, 0, Y (s), Z(s))| ds

)p
+
(∫ T

0
|σ(s, 0, Y (s), Z(s))|2 ds

)p/2]
<∞.

We now look at the BSDE (for given X ∈ L2
F(Ω;C([0, T ];Rn))). Note that[

E
(∫ T

0
|g(s,X(s), 0, 0)| ds

)p]1/p
6
{
E
[∫ T

0

(
Lg0(s) + Lgx(s)|X(s)|α

)
ds
]p}1/p

6
[
E
(∫ T

0
Lg0(s) ds

)p]1/p
+
[
E
(∫ T

0
Lgx(s)|X(s)|α ds

)p]1/p
6
[
E
(∫ T

0
Lg0(s) ds

)p]1/p
+
{
E
[(∫ T

0
Lgx(s) ds

)p(
sup

s∈[0,T ]
|X(s)|

)αp]}1/p

6
[
E
(∫ T

0
Lg0(s) ds

)p]1/p
+
[
E
(∫ T

0
Lgx(s) ds

) 2p
2−αp

] 2−αp
2p [E( sup

s∈[0,T ]
|X(s)|2

)]α/2
,

and[
E
(
|h(X(T ))|p

)]1/p
6
[
E
(
Lh0 + Lhx|X(T )|α

)p]1/p
6
[
ELph0

]1/p +
[
E
(
Lphx|X(T )|αp

)]1/p
6
[
ELph0

]1/p +
[
EL

2p
2−αp
hx

] 2−αp
2p
[
E|X(T )|2

]α/2
.

Hence, our conclusion follows.
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4. Global decoupling. In this section, we look at another approach, inspired by the
so-called Four-Step Scheme ([15]). More precisely, suppose (X,Y, Z) is an adapted solu-
tion to FBSDE (1.1). We assume that the backward component Y admits the following
representation, in terms of the forward component X:

Y (t) = v(t,X(t)), t ∈ [0, T ], (4.1)
for some random field v(· , ·). Let (v(· , ·), q(· , ·)) satisfy the following:

vk(t, x) = vk(T, x)−
∫ T

t

pk(s, x) ds−
∫ T

t

d∑
i=1

qik(s, x) dWi(s),

t ∈ [0, T ], 1 6 k 6 d, (4.2)
with pk(· , ·), qik(· , ·) being proper R-valued random fields. By Itô–Ventzell’s formula,

vk(t,X(t)) = vk(T,X(T ))−
∫ T

t

{
pk(s,X(s))

+ 1
2 tr
[
vkxx(s,X(s))(σσ>)(s,X(s), Y (s), Z(s))

]
+ vkx(s,X(s))b(s,X(s), Y (s), Z(s))

+ tr
[
qkx(s,X(s))σ(s,X(s), Y (s), Z(s))

]}
ds

−
∫ T

t

[
qk(s,X(s)) + vkx(s,X(s))σ(s,X(s), Y (s), Z(s))

]
dW (s)

(4.3)

Comparing with the BSDE

Y (t) = h(X(T )) +
∫ T

t

g(s,X(s), Y (s), Z(s)) ds−
∫ T

t

Z(s) dW (s), (4.4)

we see that the following should be satisfied

Z(t) = q(t,X(t)) + vx(t,X(t))σ(t,X(t), v(t,X(t)), Z(t)),
pk(t,X(t)) = −gk(t,X(t), v(t,X(t)), Z(t))

− 1
2 tr
[
vkxx(t,X(t))(σσ>)(t,X(t), v(t,X(t)), Z(t))

]
− vkx(t,X(t))b(t,X(t), v(t,X(t)), Z(t))
− tr

[
qkx(t,X(t))σ(t,X(t), v(t,X(t)), Z(t))

]
,

v(T,X(T )) = h(X(T )).

(4.5)

Hence, we obtain the following system of backward stochastic partial differential equations
(BSPDE, for short) coupled with an algebraic equation:

vk(t, x) = hk(x) +
∫ T

t

{
gk(s, x, v(s, x), z) + 1

2 tr
[
vkxx(s, x)(σσ>)(s, x, v(s, x), z)

]
+ vkx(s, x)b(s, x, v(s, x), z) + tr

[
qkx(s, x)σ(s, x, v(s, x), z)

]}
ds

−
∫ T

t

qk(s, x) dW (s), (t, x) ∈ [0, T ]× Rn, a.s.

z = q(t, x) + vx(t, x)σ(t, x, v(t, x), z), (t, x) ∈ [0, T ]× Rn.

(4.6)
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Suppose the above BSPDE admits an adapted strong solution (v(· , ·), q(· , ·)) (with
enough regularity). As a consequence,

Z(t) = ζ(t,X(t)), t ∈ [0, T ].
Then we consider the following FSDE:

dX(t) = b
(
t,X(t), v(t,X(t)), ζ(t,X(t))

)
dt

+ σ
(
t,X(t), v(t,X(t)), ζ(t,X(t))

)
dW (t), t ∈ [0, T ],

X(0) = x.

(4.7)

When the above FSDE admits a (strong) solution X, then we define Y by (4.1) and
determine Z by the first equation in (4.5), the triple (X,Y, Z) turns out to be an adapted
solution to (1.1). Consequently, if the solution X to (4.7) is in LpF(Ω;C([0, T ];Rn)), then
by the usual arguments for BSDEs ([2, 6]), we obtain an adapted Lp-solution (X,Y, Z)
to (1.1). We refer to the above procedure as the global decoupling, which is essentially
the random coefficient version of the so-called Four-Step Scheme introduced in [15] (see
[16, 17] also).

Let us make an observation. For convenience, let d = 1. Then in order the last equation
in (4.6) to admit a unique solution z, we need that

det
[
I − vx(t, x)σz(t, x, v(t, x), z)

]
6= 0.

In particular, at t = T , we need
det
[
I − hx(x)σz(T, x, h(x), z)

]
6= 0.

This is comparable with the solvability condition 1 − ac 6= 0 presented in Example 2.1.
See also the comments at the end of Section 2.

Let us now look at some important special cases.

1. The random field σ is independent of z. In this case, our FBSDE reads
dX(t) = b(t,X(t), Y (t), Z(t)) dt+ σ(t,X(t), Y (t)) dW (t), t ∈ [0, T ],
dY (t) = −g(t,X(t), Y (t), Z(t)) dt+ Z(t) dW (t), t ∈ [0, T ],
X(0) = x, Y (T ) = h(X(T )).

(4.8)

and the last equation in (4.6) becomes
z = q(t, x) + vx(t, x)σ(t, x, v(t, x)). (4.9)

Consequently, the BSPDE in (4.6) takes a simpler form:

vk(t, x) = hk(x) +
∫ T

t

{
gk(s, x, v(s, x), q(s, x) + vx(s, x)σ(s, x, v(s, x)))

+ 1
2 tr
[
vkxx(s, x)(σσ>)(s, x, v(s, x))

]
+ vkx(s, x)b

(
s, x, v(s, x), q(s, x)+vx(s, x)σ(s, x, v(s, x))

)
+ tr

[
qkx(s, x)σ(s, x, v(s, x))

]}
ds−

∫ T

t

qk(s, x) dW (s),

(t, x) ∈ [0, T ]× Rn, a.s.

(4.10)

Some relevant results can be found in [5, 22]. But, they are not enough to realize the
above global decoupling.
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2. Coefficients are deterministic and σ is independent of z. In this case, BSPDE becomes
a system of parabolic PDEs:

vkt (t, x) + 1
2 tr
[
vkxx(t, x)σσ>(t, x, v(t, x))

]
+ vkx(t, x)b(t, x, v(t, x))

+ gk(t, x, v(t, x), vx(t, x)σ(t, x, v(t, x))) = 0,
(t, x) ∈ [0, T ]× Rn, 1 6 k 6 n,

v(T, x) = h(x), x ∈ Rn.

(4.11)

For such a system, by [12] (see also [15]), we know that under proper conditions it admits
a unique classical solution v(· , ·) ∈ C1,2([0, T ]×Rn), with v(· , ·), vx(· , ·), vxx(· , ·) all being
bounded. Then (Y,Z) are bounded and hence X is in Lp for any p > 1. This means that
the global decoupling which is now the four-step scheme can be realized.

The results presented above are mainly formal and far from satisfactory. We pose the
following open problem.

Open Problem 1.
(a) Under what suitable (nontrivial) conditions, is BSPDE (4.6) well-posed with good
enough regularity?
(b) Find conditions under which BSPDE (4.10) is well-posed with satisfied regularity.
(c) How can one realize the global decoupling when σ is degenerate?

5. Linear FBSDEs and Riccati equation. In this section, we are going to look at
linear FBSDEs. Although they are special cases of general nonlinear FBSDEs, the general
theory does not cover such special cases.

Consider the following linear FBSDE on [0, T ]:

dX(t) =
[
A0(t)X(t) +B0(t)Y (t) +

d∑
`=1

C0`(t)Z`(t) + b(t)
]
dt

+
d∑
k=1

[
Ak(t)X(t) +Bk(t)Y (t) +

d∑
`=1

Ck`(t)Z`(t) + σk(t)
]
dWk(t),

dY (t) = −
[
Â(t)X(t) +B̂(t)Y (t) +

d∑
`=1

Ĉ`(t)Z`(t) + g(t)
]
dt+

d∑
k=1

Zk(t) dWk(t),

X(0) = x, Y (T ) = HX(T ) + h.

(5.1)

In the above, A0(·), B0(·) and so on, are called coefficients, and b(·), σk(·), g(·), h are called
non-homogeneous terms. Here, we introduce the following assumption.

(H3) Let the coefficients satisfy:
Ak(·) ∈ L∞F (0, T ;Rn×n), 0 6 k 6 d,

Bk(·), Ck`(·) ∈ L∞F (0, T ;Rn×m), 0 6 k 6 d, 1 6 ` 6 d,

Â(·) ∈ L∞F (0, T ;Rm×n), B̂(·), Ĉ`(·) ∈ L∞F (0, T ;Rm×m), 1 6 ` 6 d,

H ∈ L∞FT (Ω;Rm×n),

(5.2)
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and the non-homogeneous terms satisfy{
b(·) ∈ LpF(Ω;L1(0, T ;Rn)), σk(·) ∈ LpF(Ω;L2(0, T ;Rn)), 1 6 k 6 d,

g(·) ∈ LpF(Ω;L1(0, T ;Rm)), h ∈ LpFT (Ω;Rm).
(5.3)

Suppose that (X,Y, Z) is an adapted solution to (5.1), and that

Y (t) = P (t)X(t) + η(t), (5.4)

where P (·) satisfies  dP (t) = Γ(t) dt+
d∑
k=1

Λk(t) dWk(t),

P (T ) = H,

(5.5)

with Γ(·) and Λk(·) undetermined, and η(·) satisfies dη(t) = α(t) dt+
d∑
k=1

ζk(t) dWk(t),

η(T ) = h,

(5.6)

with α(·) and ζk(·) undetermined. Then (suppressing t)

−
[
ÂX + B̂Y +

d∑
k=1

ĈkZk + g
]
dt+

d∑
k=1

Zk dWk = dY = d(PX + η)

=
[
ΓX + P

(
A0X +B0Y +

d∑
k=1

C0kZk + b
)

+
d∑
k=1

Λk
(
AkX +BkY +

d∑
`=1

Ck`Z` + σk

)
+ α

]
dt

+
d∑
k=1

[
P
(
AkX +BkY +

d∑
`=1

Ck`Z` + σk

)
+ ΛkX + ζk

]
dWk.

Hence, one should have

Zk = PAkX + PBk(PX + η) + P

d∑
`=1

Ck`Z` + Pσk + ΛkX + ζk

=
d∑
`=1

PCk`Z` +
[
P (Ak +BkP ) + Λk

]
X + P (Bkη + σk) + ζk, 1 6 k 6 d.

Or, equivalently,
Z1

Z2

...
Zd

 =


PC11 PC12 · · · PC1d

PC21 PC22 · · · PC2d

...
...

. . .
...

PCd1 PCd2 · · · PCdd



Z1

Z2

...
Zd

+


[P (A1+B1P )+Λ1]X+P (B1η+σ1)+ζ1

[P (A2+B2P )+Λ2]X+P (B2η+σ2)+ζ2

...
[P (Ad+BdP )+Λd]X+P (Bdη+σd)+ζd

 .
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Thus, we should have
Z1

Z2

...
Zd

 =


I−PC11 −PC12 · · · −PC1d

−PC21 I−PC22 · · · −PC2d

...
...

. . .
...

−PCd1 −PCd2 · · · I−PCdd


−1

[P (A1+B1P )+Λ1]X+P (B1η+σ1)+ζ1

[P (A2+B2P )+Λ2]X+P (B2η+σ2)+ζ2

...
[P (Ad+BdP )+Λd]X+P (Bdη+σd)+ζd

 ,

and assume the inverse exists. The existence of such an inverse is comparable with the
invertibility of the matrix I − hx(x)σz(s, x, y, z) mentioned at the end of Section 2. Let
us write the above as

Zk(t) =
d∑
`=1

Γk`(t, P (t))
[{
P (t)

[
A`(t) +B`(t)P (t)

]
+ Λ`(t)

}
X(t)

+ P (t)
[
B`(t)η(t) + σ`(t)

]
+ ζ`(t)

]
, 1 6 k 6 d, (5.7)

where

(
Γk`(t, P )

)
d×d =


I − PC11 −PC12 · · · −PC1d
−PC21 I − PC22 · · · −PC2d

...
...

. . .
...

−PCd1 −PCd2 · · · I − PCdd


−1

.

Then, comparing the drift terms, one has

0 = ÂX + B̂(PX + η) + ΓX + PA0X + PB0(PX + η) + Pb+ α+ g

+
d∑
k=1

Ĉk

d∑
`=1

Γk`(t, P )
{

[P (A` +B`P ) + Λ`]X + P (B`η + σ`) + ζ`
}

+
d∑
k=1

PC0k

d∑
`=1

Γk`(t, P )
{

[P (A` +B`P ) + Λ`]X + P (B`η + σ`) + ζ`
}

+
d∑
k=1

Λk
[
AkX +Bk(PX + η)

+
d∑
`=1

Ck`

d∑
j=1

Γ`j(t, P )
{

[P (Aj+BjP ) + Λj ]X + P (Bjη + σj) + ζj
}

+ σk

]
=
[
Γ + PA0 + B̂P + PB0P + Â

+
d∑
k=1

(Ĉk + PC0k)
d∑
`=1

Γk`(t, P )
[
P (A` +B`P ) + Λ`

]
+

d∑
k=1

Λk
(
Ak +BkP +

d∑
`=1

d∑
j=1

Cj`Γj`(t, P )
[
P (A` +B`P ) + Λ`

])]
X
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+
[
B̂ + PB0 +

d∑
k=1

(Ĉk + PC0k)
d∑
`=1

Γk`(t, P )PB`

+
d∑
k=1

Λk
(
Bk +

d∑
`=1

Ck`

d∑
j=1

Γ`j(t, P )PBj
)]
η

+
d∑
k=1

[
(Ĉk + PC0k)

d∑
`=1

Γk`(t, P ) + Λk
d∑
`=1

d∑
j=1

CkjΓj`(t, P )
]
ζ`

+
d∑
k=1

d∑
`=1

[
(Ĉk + PC0k)Γk`(t, P ) +

d∑
j=1

ΛkCkjΓj`(t, P ) + Λ`
]
σ` + Pb+ α+ g.

Hence, we seek an adapted solution (P (·),Λ(·)) to the following Riccati BSDE:

dP = −
[
PA0 + B̂P + PB0P

+
d∑
k=1

(Ĉk + PC0k)
d∑
`=1

Γk`(t, P )
[
P (A` +B`P ) + Λ`

]
+ Â

+
d∑
k=1

Λk
(
Ak +BkP +

d∑
`=1

d∑
j=1

Cj`Γj`(t, P )
[
P (A` +B`P ) + Λ`

])]
dt

+
d∑
k=1

Λk dWk(t),

P (T ) = H.

(5.8)

Then we look for an adapted solution (η(·), ζ(·)) to the following BSDE:

dη = −
{[
B̂ + PB0 +

d∑
k=1

(Ĉk + PC0k)
d∑
`=1

Γk`(t, P )PB`

+
d∑
k=1

Λk
(
Bk +

d∑
`=1

Ck`

d∑
j=1

Γ`j(t, P )PBj
)]
η

+
d∑
k=1

[
(Ĉk + PC0k)

d∑
`=1

Γk`(t, P ) + Λk
d∑
`=1

d∑
j=1

CkjΓj`(t, P )
]
ζ`

+
d∑
k=1

d∑
`=1

[
(Ĉk + PC0k)Γk`(t, P )P +

d∑
j=1

ΛkCkjΓj`(t, P )P + Λk
]
σ`

+ Pb+ g

}
dt+

d∑
k=1

ζk dWk,

η(T ) = h.

(5.9)



Lp-THEORY OF FBSDES 275

If the above Riccati BSDE admits an adapted solution (P (·),Λ(·)) and the above linear
BSDE admits an adapted solution (η(·), ζ(·)), then we have the representation

Y = PX + η,

Zk =
( d∑
`=1

Γk`(t, P )
[
P (A` +B`P ) + Λ`

])
X +

( d∑
`=1

Γk`(t, P )PB`
)
η

+
d∑
`=1

Γk`(t, P )Pσ` +
d∑
`=1

Γk`(t, P )ζ`

≡ ΦkX + Ψkη +
d∑
`=1

Γk`(t, P )Pσ` +
d∑
`=1

Γk`(t, P )ζ`, 1 6 k 6 d.

As a result, the forward equation in FBSDE (1.1) can be written as

dX =
[
A0X +B0(PX + η)

+
d∑
k=1

C0k

(
ΦkX + Ψkη +

d∑
`=1

Γk`(t, P )Pσ` +
d∑
`=1

Γk`(t, P )ζ`
)

+ b
]
dt

+
d∑
k=1

[
AkX +Bk(PX + η)

+
d∑
`=1

Ck`

(
Φ`X + Ψ`η +

d∑
j=1

Γ`j(t, P )Pσj +
d∑
j=1

Γ`j(t, P )ζj
)

+ σk

]
dWk

=
[(
A0 +B0P +

d∑
k=1

C0kΦk
)
X +

(
B0 +

d∑
k=1

C0kΨk

)
η

+
d∑
k=1

d∑
`=1

C0kΓk`(t, P )(Pσ` + ζ`) + b
]
dt

+
d∑
k=1

[(
Ak +BkP +

d∑
`=1

Ck`Φ`
)
X +

(
Bk +

d∑
`=1

Ck`Ψ`

)
η

+
d∑
`=1

d∑
j=1

Ck`Γ`j(t, P )(Pσj + ζj)σk
]
dWk.

Hence, if

Ai +BiP +
d∑
`=1

CikΦk ∈ LpF(0, T ;Rn×n), 0 6 i 6 d,

(
B0 +

d∑
k=1

C0kΨk

)
η +

d∑
k=1

d∑
`=1

C0kΓk`(t, P )(Pσ` + ζ`) + b ∈ LpF(Ω;L1(0, T ;Rn)),

(
Bk +

d∑
`=1

Ck`Ψ`

)
η +

d∑
`=1

d∑
j=1

Ck`Γ`j(t, P )(Pσj + ζj) + σk ∈ LpF(Ω;L2(0, T ;Rn)),

(5.10)

then X ∈ LpF(Ω;C([0, T ];Rn)), and thus, (X,Y, Z) is an adapted Lp-solution of (1.1).
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Let us look at the case that all the coefficients are deterministic. In this case, P (·) is
deterministic and Λ(·) = 0. Then
Z1
Z2
...
Zd

=


I−PC11 −PC12 · · · −PC1d
−PC21 I−PC22 · · · −PC2d

...
...

. . .
...

−PCd1 −PCd2 · · · I−PCdd


−1

P (A1+B1P )X+P (B1η+σ1)+ζ1
P (A2+B2P )X+P (B2η+σ2)+ζ2

...
P (Ad+BdP )X+P (Bdη+σd)+ζd

 ,

Riccati BSDE becomes the following terminal value problem of an ordinary differential
equation for a matrix-valued function:

Ṗ = −
[
PA0 + B̂P + PB0P

+
d∑
k=1

(Ĉk + PC0k)
d∑
`=1

Γk`(t, P )
[
P (A` +B`P )

]
+ Â

]
, t ∈ [0, T ],

P (T ) = H.

(5.11)

If this equation admits a solution P (·), it has to be Lipschitz continuous. Then the
following BSDE will admit a unique adapted solution (η(·), ζ(·)) ∈ Hp[0, T ]:

dη = −
{[
B̂ + PB0 +

d∑
k=1

(Ĉk + PC0k)
d∑
`=1

Γk`(t, P )PB`
]
η

+
d∑
k=1

[
(Ĉk + PC0k)

d∑
`=1

Γk`(t, P )
]
ζ`

+
d∑
k=1

d∑
`=1

[
(Ĉk+PC0k)Γk`(t, P )P

]
σ` + Pb+ g

}
dt+

d∑
k=1

ζk dWk,

η(T ) = h,

(5.12)

provided (5.3) holds. Consequently, (5.10) holds and (5.1) admits an adapted Lp-solution
(X,Y, Z) ∈Mp[0, T ].

Now, let us look at a situation of linear FBSDE for which adapted Lp-solution actually
uniquely exists.

Consider the following controlled linear FSDE:

dX(s) =
[
A(s)X(s) +B(s)u(s) + b(s)

]
ds

+
d∑
k=1

[
Ck(s)X(s) +Dk(s)u(s) + σk(s)

]
dWk(s), s ∈ [t, T ],

X(t) = x,

(5.13)

with the cost functional

J(t, x;u(·)) = E
[∫ T

t

(
〈Q(s)X(s), X(s)〉+ 2〈S(s)X(s), u(s)〉+ 〈R(s)u(s), u(s)〉

+ 2〈q(s), X(s)〉+ 2〈ρ(s), u(s)〉
)
ds+ 〈HX(T ), X(T )〉+ 2〈h,X(T )〉

]
. (5.14)

A standard linear-quadratic (LQ, for short) optimal control problem can be stated as
follows.
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Problem (LQ). For any given (t, x) ∈ [0, T ) × Rn, find a control ū(·) ∈ U [t, T ] ≡
L2
F(0, T ;Rm), called an optimal open-loop control, such that

J(t, x; ū(·)) = inf
u(·)∈U [t,T ]

J(t, x;u(·)) ≡ V (t, x).

Suppose the following condition is satisfied:

J(t, x;u(·)) > δE
∫ T

t

|u(s)|2 ds, ∀u(·) ∈ U [t, T ], (5.15)

for some δ > 0, then Problem (LQ) admits a unique optimal (open-loop) control ū(·).
Note that (5.15) is implied by the following standard condition for LQ problems:

H > 0, Q(·)− S(·)>R(·)−1S(·) > 0, R(·) > δI, (5.16)

for some δ > 0. Now, let (5.15) hold. Then the uniform convexity of the functional
u(·) 7→ J(t, x;u(·)) implies that Problem (LQ) admits a unique open-loop optimal control
ū(·). Take any u(·) ∈ U [t, T ], and let X̄ = X(· ; t, x, ū(·)) and X = X(· ; t, x, u(·)), then

0 = lim
ε→0

J(t, x; ū(·) + εu(·))− J(t, x; ū(·))
ε

= 2E
[∫ T

t

(
〈Q(s)X̄(s), X(s)〉+ 〈S(s)X̄(s), u(s)〉+ 〈S(s)X(s), ū(s)〉

+ 〈R(s)ū(s), u(s)〉+ 〈q(s), X(s)〉+ 〈ρ(s), u(s)〉
)
ds

+ 〈HX̄(T ), X(T )〉+ 〈h,X(T )〉
]

= 2E
[∫ T

t

(
〈Q(s)X̄(s) + S(s)> ū(s) + q(s), X(s)〉

+ 〈R(s)ū(s) + S(s)X̄(s) + ρ(s), u(s)〉
)
ds+ 〈HX̄(T ) + h,X(T )〉

]
.

(5.17)

Now, let (Y,Z) be the adapted solution to the following linear BSDE:

dY (s) = −
[
A(s)>Y (s) +

d∑
k=1

Ck(s)>Zk(s) +Q(s)X̄(s)

+ S(s)>ū(s) + q(s)
]
ds+

d∑
k=1

Zk(s) dWk(s), s ∈ [t, T ],

Y (T ) = HX̄(T ) + h.

(5.18)

Then by duality, (5.17) becomes

E
∫ T

t

〈B(s)>Y (s) +
d∑
k=1

Dk(s)>Zk(s) + S(s)X̄(s) +R(s)ū(s) + ρ(s), u(s)〉 ds = 0,

for every u(·) ∈ U [t, T ]. Hence,

B(s)>Y (s) +
d∑
k=1

Dk(s)>Zk(s) + S(s)X̄(s) +R(s)ū(s) + ρ(s) = 0,

a.e. s ∈ [t, T ], a.s. (5.19)
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This is called a stationarity condition, which is also the Pontryagin type maximum con-
dition. Consequently, we obtain the following optimality system (bars are dropped):

dX(s) = [A(s)X(s) +B(s)u(s) + b(s)] ds

+
d∑
k=1

[Ck(s)X(s) +Dk(s)u(s) + σk(s)] dWk(s), s ∈ [t, T ],

dY (s) = −
[
A(s)>Y (s) +

d∑
k=1

Ck(s)>Zk(s) +Q(s)X(s) + S(s)>u(s) + q(s)
]
ds

+
d∑
k=1

Zk(s) dWk(s), s ∈ [t, T ],

X(t) = x, Y (T ) = HX(T ) + h,

B(s)>Y (s) +
d∑
k=1

Dk(s)>Zk(s) + S(s)X(s) +R(s)u(s) + ρ(s) = 0,

a.e. s ∈ [t, T ], a.s..

(5.20)

This is a coupled FBSDE with a special structure. Let us take a closer look at the above.
First, suppose

R(s) > δI, s ∈ [0, T ], a.s.,
for some δ > 0. Then from the stationary condition, one has

u(s) = −R(s)−1
[
S(s)X(s) +B(s)>Y (s) +

d∑
k=1

Dk(s)>Zk(s) + ρ(s)
]
.

Thus, we end up with the following coupled FBSDE (s is suppressed):

dX =
[
(A−BR−1S)X −BR−1B>Y −

d∑
k=1

BR−1D>k Zk + b−BR−1ρ
]
ds

+
d∑
k=1

[
(Ck −DkR

−1S)X −DkR
−1B>Y

−
d∑
`=1

DkR
−1D>` Z` + σk −DkR

−1ρ
]
dWk,

dY = −
[
(Q− S>R−1S)X + (A> − S>R−1B>)Y

+
d∑
k=1

(C>k −S>R−1D>k )Zk − S>R−1ρ+ q
]
ds+

d∑
k=1

Zk dWk, s ∈ [t, T ],

X(t) = x, Y (T ) = HX(T ) + h.

(5.21)

From what we have so far, the above coupled FBSDE admits a unique adapted L2-solution
(X,Y, Z) ∈ M2[t, T ]. We would like to claim that it is actually the adapted Lp-solution
provided some reasonable conditions are satisfied. To see that, we let

Y = PX + η,
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where P is a deterministic differentiable symmetric matrix function and η is a stochastic
process satisfying (5.6). Then by (5.20),

−
[
A>Y +

d∑
k=1

C>k Zk +QX + S>u+ q
]
ds+

d∑
k=1

Zk dWk = dY = d(PX + η)

= [ṖX + P (AX +Bu+ b) + α] ds+
d∑
k=1

[P (CkX +Dku+ σk) + ζk] dWk.

Then it should be true that

Zk = P (CkX +Dku+ σk) + ζk, 1 6 k 6 d.

Now, making use of the stationarity condition, we have

0 = B>Y +
d∑
k=1

D>k Zk + SX +Ru+ ρ

= B>(PX + η) +
d∑
k=1

D>k [P (CkX +Dku+ σk) + ζk] + SX +Ru+ ρ

=
(
R+

d∑
k=1

D>k PDk

)
u+

(
B>P+

d∑
k=1

D>k PCk+S
)
X +B>η +

d∑
k=1

D>k (Pσk+ζk) + ρ.

Hence,

u = −
(
R+

d∑
k=1

D>k PDk

)−1(
B>P +

d∑
k=1

D>k PCk + S
)
X

−
(
R+

d∑
k=1

D>k PDk

)−1(
B>η +

d∑
k=1

D>k (Pσk + ζk) + ρ
)

≡ −Θ̂X −
(
R+

d∑
k=1

D>k PDk

)−1(
B>η +

d∑
k=1

D>k ζk +
d∑
k=1

D>k Pσk + ρ
)
,

provided the inverse in the above exists. As in [19], we see that P (·) should satisfy the
Riccati equation

Ṗ + PA+A>P +
d∑
k=1

C>k P (s)Ck +Q

−
(
PB+

d∑
k=1

C>kPDk+S>
)(
R+

d∑
k=1

D>kPDk

)−1(
B>P+

d∑
k=1

D>kPCk+S
)

= 0,

a.e. s ∈ [0, T ],
P (T ) = H,

(5.22)
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and (η, ζ) should be the adapted solution to the following BSDE:

dη = −
(

(A+BΘ̂)>η+
d∑
k=1

(Ck+DkΘ̂)ζk+
d∑
k=1

(Ck+DkΘ̂)Pσk+Θ̂>ρ+Pb+q
)
ds

+
d∑
k=1

ζk dWk(s), s ∈ [t, T ],

η(T ) = h.

(5.23)

As a matter of fact, by [20, 19, 21], we know that when (5.16) holds, Problem (LQ) is
actually the so-called closed-loop solvable, which implies that the Riccati equation (5.22)
admits a unique solution P (·) on [0, T ] such that

P (·) > 0,
and BSDE (5.23) admits a unique adapted solution (η(·), ζ(·)). The above implies

R(·) +
d∑
k=1

Dk(·)>P (·)Dk(·) > δI.

Hence, by the continuity of P (·), all the involved coefficients in BSDE (5.23) are bounded.
Consequently, as long as

b, σk, q ∈ LpF(Ω;L1(0, T ;Rn)), ρ ∈ LpF(Ω;L1(0, T ;Rm)), h ∈ LpFT (Ω;Rm), (5.24)
one has (η(·), ζ(·)) ∈ Hp[0, T ]. On the other hand, we have the representation

Y = PX + η,

Zk = P (Ck −DkΘ̂)X

+Dk

(
R+

d∑
`=1

D>` PD`

)−1(
B>η +

d∑
`=1

D>` (ζ` + Pσ`) + ρ
)

+ Pσk + ζk,

with X being the solution to the following closed-loop system:

dX =
[
(A−BΘ̂)X

−B
(
R+

d∑
`=1

D>` PD`

)−1(
B>η +

d∑
`=1

D>` (ζ` + Pσ`) + ρ
)

+ b
]
dt

+
d∑
k=1

[
(Ck −DkΘ)X

−Dk

(
R+

d∑
`=1

D>` PD`

)−1(
B>η +

d∑
`=1

D>` (ζ` + Pσ`) + ρ
)

+ σk

]
dWk,

X(0) = x

(5.25)

Hence, provided the following, in addition to (5.24),
σ ∈ LpF(Ω;L2(0, T ;Rm×d)), ρ ∈ LpF(Ω;L2(0, T ;Rm)), (5.26)

we have X ∈ LpF(Ω;C([0, T ];Rn). Then by looking at the BSDE in (5.21), we see that
(X,Y, Z) is an adapted Lp-solution to the FBSDE (5.21).
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Now, if the FBSDE is of form (5.1) which is rewritten here (suppressing t):

dX =
[
A0X +B0Y +

d∑
k=1

C0kZk + b0

]
dt

+
d∑
k=1

[
AkX +BkY +

d∑
`=1

Ck`Z` + σ0k

]
dWk,

dY = −
[
ÂX + B̂Y (t) +

d∑
k=1

ĈkZk + g0

]
dt+

d∑
k=1

Zk dWk,

X(0) = x, Y (T ) = HX(T ) + h,

(5.27)

then in order the above results to work, comparing with FBSDE (5.21), we see that the
coefficients should have the following representation:

A0 = A−BR−1S, B0 = −BR−1B>, C0k = −BR−1D>k ,

Ak = Ck −DkR
−1S, Bk = −DkR

−1B>, Ck` = −DkR
−1D>` ,

Â = Q−S>R−1S, B̂ = A>−S>R−1B>, Ĉk = C>k −S>R−1D>k ,

b0 = b−BR−1ρ, σ0k = σk −DkR
−1ρ, g0 = −S>R−1ρ+q,

for some A,B, b, Ck, Dk, σk, Q, S,R, q, ρ. To meet the standard condition (5.16), it suffices
to let

R = I, S = 0, Â > 0, ρ = 0, H > 0.
Then the above becomes

A0 = A, B0 = −BB>, C0k = −BD>k , b0 = b,

Ak = Ck, Bk = −DkB
>, Ck` = −DkD

>
` , σ0k = σk,

Â = Q, B̂ = A>, Ĉk = C>k , g0 = q.

Hence, the general linear FBSDE (with deterministic coefficients) (5.27) becomes

dX =
[
AX −BB>Y −

d∑
k=1

BD>k Zk + b
]
dt

+
d∑
k=1

[
CkX −DkB

>Y −
d∑
`=1

DkD
>
` Z` + σk

]
dWk,

dY = −
[
QX +A>Y +

d∑
k=1

C>k Zk + q
]
dt+

d∑
k=1

Zk dWk,

X(0) = x, Y (T ) = HX(T ) + h,

(5.28)

with
Q(·) > 0, H > 0. (5.29)

According to the above, we see that this FBSDE has a unique adapted Lp-solution
(X,Y, Z), as long as

b(·), q(·) ∈ LpF(Ω;L1(0, T ;Rn)),
σ(·) ∈ LpF(Ω;L2(0, T ;Rn×d)), h ∈ LpFT (Ω;Rn).

(5.30)

Let us state such a result in the following theorem.
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Theorem 5.1. Let (5.29)–(5.30) hold. Then the linear FBSDE (5.28) admits a unique
adapted Lp-solution (X,Y, Z).

Let us take a closer look at the linear FBSDE (5.28). For convenience, let d = 1. Then
(5.28) reads

dX =
[
AX −BB>Y −BD>Z + b

]
dt+

[
CX −DB>Y −DD>Z + σ

]
dW,

dY = −
[
QX +A>Y + C>Z + q

]
dt+ Z dW,

X(0) = x, Y (T ) = HX(T ) + h.

(5.31)

If we let θ = (x, y, z) and

F (θ) =

 −Qx−A>y − C>zAx−BB>y −BD>z
Cx−DB>y −DD>z

 , ∀ θ ∈ Rn × Rm × Rm,

then
〈F (θ), θ〉 = −〈Qx, x〉 − |B>y +D>z|2 6 0, ∀ θ ∈ Rn × Rm × Rm,

giving the dissipation of the map θ 7→ F (θ). This is the exactly the monotonicity condition
introduced in [10] (see also [24, 18, 26]), where the existence and uniqueness of adapted
L2-solution of the FBSDE was established. Here, for the deterministic coefficient case,
we have shown that the adapted Lp-solution uniquely exists.

Now, we pose the following open problem.

Open Problem 2.
(a) Under what suitable conditions, does Riccati BSDE (5.8) admit an adapted solution
(P (·),Λ(·)) so that BSDE (5.9) admits an adapted solution (η(·), ζ(·)) ∈ Hp[0, T ] and
(5.10) holds?
(b) For the deterministic coefficient case, under what conditions, does (5.11) admit a
solution P (·) on [0, T ]?
(c) How can the results of the FBSDE obtained from Problem (LQ) with deterministic
coefficients be extended to the random coefficients case?

6. Results via quadratic BSDEs. In this section, we consider a class of FBSDE (1.1)
for which any adapted L2-solutions must be adapted Lp-solutions for any p > 2. To begin
with, we introduce the following set:

Z[0, T ] =
{
Z ∈ LpF(Ω;L2(0, T ;Rm×d))

∣∣ ess sup
ω∈Ω

sup
t∈[0,T ]

[
Et
(∫ T

t

|Z(s)|2 ds
)p/2]

<∞
}
.

Recall that for any Z ∈ Z[0, T ], t 7→
∫ t

0 Z(s) dW (s) is called a BMO martingale. According
to [28], if

ess sup
ω∈Ω

sup
t∈[0,T ]

Eτ
[∫ T

t

|Z(s)|2 ds
]
6 C0,

then for any ε ∈ (0, 1
C0

) and any τ ∈ T [0, T ], the set of all F-stopping times valued in
[0, T ], one has

Eτ
[
exp
(
ε

∫ T

τ

|Z(s)|2 ds
)]

6
1
εC0

,
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which implies

E
(∫ T

τ

|Z(s)|2 ds
)p/2

<∞, ∀ p > 1.

Now, let us introduce the following assumption.
(H4) The map g = (g1, . . . , gm) : [0, T ]×Rn×Rm×Rm×d×Ω→ Rm admits the following
representation:

gi(t, x, y, z) = gi0(t, x, zi) + gi1(t, x, y, z), (6.1)
(with 1 6 i 6 m)
|gi0(t, x, zi)| 6 K|zi|2, ∀ (t, x, zi) ∈ [0, T ]× Rn × Rd,

|gi0(t, x, zi)− gi0(t, x, z̄i)| 6 K(1 + |zi|+ |z̄i|)|zi − z̄i|,
∀ (t, x) ∈ [0, T ]× Rn, zi, z̄i ∈ Rm×d,

|gi1(t, x, y, z)| 6 K(1 + |y|), ∀ (t, x, y, z) ∈ [0, T ]× Rn × Rm × Rm×d,

|gi1(t, x, y, z)− gi1(t, x, ȳ, z̄)| 6 K
(
|y − ȳ|+ |z − z̄|

)
,

∀ (t, x) ∈ [0, T ]× Rn, y, ȳ ∈ Rm, z, z̄ ∈ Rm×d.

(6.2)

Note that in the above, z 7→ gi(t, x, y, z) is quadratic in zi, and bounded in zj , j 6= i.
Due to this, one refers to such a generator of BSDE as diagonally quadratic. Clearly, if
in (H1), the functions Lgx(·), Lgy(·), Lgz(·) are bounded, then (H4) holds with gi0(·) = 0.
Hence, the following result is a substantial extension of Theorem 2.2 in some sense.

Theorem 6.1. Let (H4) hold, and let b : [0, T ] × Rn × Rm × Rm×d × Ω → Rn and
σ : [0, T ]× Rn × Rm × Rm×d × Ω→ Rn×d satisfy (H1) with the first two lines in (2.13).
Further, suppose

h(·) ∈ L∞FT (Ω;Rn). (6.3)
Then any adapted L2-solution (X,Y, Z) of FBSDE (1.1) must be an adapted Lp-solution
for any p > 2.

Proof. Note that the first and the third conditions in (6.2) mean that gi0 and gi1 are
bounded in x. Thus, if (X,Y, Z) is an adapted L2-solution to (1.1), then with this fixed X,
(Y,Z) is the unique adapted solution to the BSDE in (1.1) and by [11], we see that

‖Y ‖∞ +
∥∥∥ sup
t∈[0,T ]

(∫ T

τ

|Z(s)|2 ds
)p/2∥∥∥

∞
<∞. (6.4)

Consequently, for any p > 2,

E
[

sup
t∈[0,T ]

|Y (t)|p +
(∫ T

0
|Z(s)|2 ds

)p/2]
<∞.

Hence, by the FSDE in (1.1), we see that
E
[

sup
t∈[0,T ]

|X(t)|p
]
<∞.

This proves our conclusion.

For the case m = 1, condition (6.3) can be relaxed. To see this, we introduce the
following assumption.
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(H5) Let (H0) hold, with m = 1, such that the first two lines in (2.10) hold with the
first two lines in (2.13) being true for some p > 2 and (x, y, z) 7→ g(t, x, y, z) is continuous
satisfying
|g(t, x, y, z)| 6 α+ β|y|+ γ/2|z|2, ∀ (t, x, y, z) ∈ [0, T ]× Rn × R× R1×d, (6.5)

for some α, β, γ > 0. Further, Lhx = 0, and
E
[
eλh0

]
<∞, (6.6)

for some λ > γeβT .
Note that condition (6.6) allows h(·) to be unbounded. We have the following result.

Theorem 6.2. Let (H1) and (H5) hold. Suppose (X,Y, Z) is the unique adapted L2-solution
of (1.1). Then it is an adapted Lp-solution of (1.1).

Again note that condition (6.5) implies that x 7→ g(t, x, y, z) is bounded. Hence, by
making use of Theorem 2 in [3], similarly to the proof of Theorem 6.1, we can prove
Theorem 6.2.

Note that if (see (2.12))

|g(t, x, y, z)| 6 g0(t) + Lgx(t)|x|+ Lgy(t)|y|+ Lgz(t)|z|,
∀ (t, x, y, z) ∈ [0, T ]× Rn × R× R1×d, (6.7)

with
|g0(t)| 6 α, Lgx(t) = 0, Lgy(t) 6 β, Lgz(t) 6 γ0, ∀ t ∈ [0, T ], (6.8)

then, for any γ > 0 (could be arbitrarily small),

|g(t, x, y, z)| 6 α+ γ0

2γ + β|y|+ γ

2 |z|
2.

Hence, as long as there exists a λ > 0 such that (6.6) holds, we have Theorem 6.2 with
(H5) replaced by (6.7)–(6.8).

Relevant to the above results, we have the following open problem.

Open Problem 3.
(a) What if the third condition in (6.2) is weakened to
|gi1(t, x, y, z)| 6 K(1 + |y|+ |z|), ∀ (t, x, y, z) ∈ [0, T ]× Rn × Rm × Rm×d × Ω? (6.9)

(b) What if the BSDE is not diagonally quadratic?
(c) What if the terminal condition is not bounded for the case m > 1? Even for the case
m = 1, we still do not know if x 7→ h(x) could be linearly growing. Also, can Lgx(·) 6= 0
in (6.8)?

7. Conclusion. In this paper, we have investigated the problem of when an adapted
L2-solution of an FBSDE is an adapted Lp-solution (for p > 2). We have explored several
important cases for which the answer is affirmative. We admit that the problem is far
from having a satisfactory answer. Therefore, we pose several open questions, and hope
interested audience will be get involved. We will continue the exploration in this direction
and will report some further results when they become available. To conclude the paper,
we would like to pose the following open problem which is the main motivation of the



Lp-THEORY OF FBSDES 285

current paper, and the solution of which will have a significant impact on the theory of
FBSDEs and their applications.

Open Problem 4. For linear FBSDE (5.1) with (H3), i.e., all the coefficients are
bounded and random, if an adapted L2-solution (X,Y, Z) uniquely exists, is it an adapted
Lp-solution for p > 4?
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