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1. Introduction. A multiplier system is a factor associated with a modular form. Even more generally, it can be defined without recourse to an underlying form.

A multiplier system on a subgroup of $\mathrm{SL}(2, \mathbb{R})$ is a concept analogous to that of a group character, but with a slightly more complicated consistency condition which includes one or two extra parameters (weights). Because of their importance in modular forms theory, these objects were studied by Hecke, Rademacher \& Zuckerman, and Petersson, among others [8, 28, 30, 31]. The multiplier systems possible for complex weight are considered in the present paper. We also present an upper bound on the number of multipliers possible for a given group and weight. Finally, we apply our approach to extend a convergence result in the theory of modular forms.

Of particular interest to us is the Hecke group $G_{\lambda}=\left\langle S_{\lambda}, T\right\rangle, \lambda>0$, where $S_{\lambda}=\left(\begin{array}{ll}1 & \lambda \\ 0 & 1\end{array}\right)$ and $T=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$.

Multipliers of a single real weight have been characterized for the modular group $G_{1}$ (see [31]), for two other Hecke groups [11, 33] and for discrete (and some nondiscrete) Hecke groups $[6,7]$. We will obtain like results for the more general scenario: two "coweights" instead of one weight; neither coweight necessarily real; no technical assumptions regarding $v(-I)$; no bound on the multiplier system $v$. The last of these is motivated by the fact that the traditional restriction $|v| \equiv 1$ has been relaxed in some recent applications [15, 24-26].

To see that our very general definition is a meaningful one requires a demonstration that such multiplier systems exist for any given coweights. This was shown for the theta group in [24], but since the focus of the current paper will be triangle groups, we present a construction for one of the latter.

The important role of multiplier systems in analytic number theory is well established, with a close connection-via modular forms-to arithmetic

[^0]functions such as the partition function $p(n)$ and the sums-of-squares enumerator $r_{s}(n)$ (see [14, 2]). Several recent papers have also examined modular and automorphic forms and integrals of nonreal weight [24-26]; their allied multipliers are among those to be considered in this paper. In particular, we will describe a relation between four parameters associated with multipliers: $\alpha$ (often called the weight or first coweight), $\beta$ (the coweight or second coweight), $\lambda$ (the width), and $\kappa=1 / 2+(2 \pi i)^{-1} \log \left[-v\left(S_{\lambda}\right)\right]$, all of which will be carefully defined in due course.

Forms exist on the modular group for any complex weight (or pair of coweights), as exemplified by those we will construct in our first proof. Nonetheless, Poincaré series on that group diverge absolutely if the coweight difference is not real, so the usual method of basis construction will not work in that situation. The current author proved this divergence result [25] except in the case $\left|v\left(S_{1}\right)\right| \neq 1$; we will prove that the extra assumption is unnecessary, and in fact that $\left|v\left(S_{1}\right)\right|=1$ if and only if the coweight difference is real.
2. Multiplier systems. We begin with a precise definition of the central concept. We will take a quite general view, essentially in accordance with $[24,25]$, to obtain a result with broad applicability.

Following [20], take $\arg (c \bar{z}+d) \in(-\pi, \pi]$ for $\operatorname{Im} z>0$ and $c, d \in \mathbb{R}(c$ and $d$ not both zero), and $\arg w \in[-\pi, \pi)$ otherwise. This ensures usefully that $\arg (c z+d)=-\arg (c \bar{z}+d)$ and $\log (c z+d)+\log (c \bar{z}+d) \in \mathbb{R}$, thus simplifying many calculations. As usual define $\operatorname{logarithms~by~} \log w:=\log |w|+i \arg w$ and exponentiation by $w^{r}=\exp \{r \log w\}$.

Definition. If $G$ is a group of real $2 \times 2$ matrices and $\alpha, \beta \in \mathbb{C}$ then $v: G \rightarrow \mathbb{C} \backslash\{0\}$ is called a multiplier system of coweights $\alpha, \beta$ on $G$ iff

$$
\begin{aligned}
& v\left(M_{3}\right)\left(c_{3} z+d_{3}\right)^{\alpha}\left(c_{3} \bar{z}+d_{3}\right)^{\beta} \\
& \quad=v\left(M_{1}\right)\left(c_{1} M_{2} z+d_{1}\right)^{\alpha}\left(c_{1} M_{2} \bar{z}+d_{1}\right)^{\beta} v\left(M_{2}\right)\left(c_{2} z+d_{2}\right)^{\alpha}\left(c_{2} \bar{z}+d_{2}\right)^{\beta}
\end{aligned}
$$

whenever $M_{j}=\left(\begin{array}{ll}a_{j} & b_{j} \\ c_{j} & d_{j}\end{array}\right), M_{3}=M_{1} M_{2}$, for $c, d \in \mathbb{R}^{2} \backslash\{(0,0)\}$ and $z \in \mathcal{H}=$ the upper half-plane $\{z: \operatorname{Im} z>0\}$. (The above equation is known as the consistency condition.)

When $\alpha-\beta \in \mathbb{Z}$, the consistency condition reduces to multiplicativity: $v$ is then a homomorphism.

Note. Although a two-coweight approach is not necessary in the multiplier system point of view, it makes quite a difference in the immediate application, namely automorphic forms and integrals. A multiplier of coweights 3,0 automatically serves as a multiplier of coweights 5,2 , it is true; but the same cannot be said of a form of coweights 3,0 . Thus the two-coweight definition is meaningful.

Several textbooks treat multiplier systems of real weight, for example the now classic $[14,19]$ and the more recent [9]. As examples, we have the multiplier systems associated with modular forms such as the classical eta and theta functions. The reader is referred to various derivations of the eta multiplier in $[30,28,14,2]$ and the theta multiplier in [14].

Ordinarily one includes further restrictions in the definition, such as that $\alpha \in \mathbb{R}, \beta=0$, and $|v| \equiv 1$ (e.g. $[6,21,13,12]$ ), or simply that $\left|v\left(S_{\lambda}\right)\right|=1$ (as in $[25])$, or even that $v\left(S_{\lambda}\right)=1$ (see $\left.[24,26]\right)$. A few authors further restrict to $\alpha \in \mathbb{Z}, \beta=0$, and $v \equiv 1$ (e.g. [3, 32]). Our definition requires none of these assumptions, and to justify it we will give a relevant construction for arbitrary $\alpha, \beta$.

Thus, our results are quite general in that they allow two coweights, neither necessarily real, and no restriction on $v(-I)$ nor on $|v| ; v$ is not bounded. In each of these ways our definition is more general than those presented elsewhere. On the other hand, our results are specific to the Hecke groups, not to other groups whose multiplier systems have been studied $[1,5,17,18,29,34]$.

Our first proposition establishes existence of multiplier systems of any arbitrary complex coweights for one important group. Simultaneously, the proof indicates why we do not restrict to $|v| \equiv 1$.

Proposition 1 (Existence of multipliers). For any $\alpha, \beta \in \mathbb{C}$, there exists a multiplier system of coweights $\alpha, \beta$ on the modular group $G_{1}=$ $\left\langle\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right\rangle$. (It follows immediately that multiplier systems exist on the infinitely many Hecke groups $G_{n}, n \in \mathbb{Z}^{+}$.)

Proof. Put $\left.\left.\alpha_{0}=\alpha+2 \| \operatorname{Re} \alpha\right\rfloor \mid, \beta_{0}=\beta+2 \| \operatorname{Re} \beta\right\rfloor \mid$ and let $\Delta$ denote the discriminant function $\Delta(z):=(2 \pi)^{12} e^{2 \pi i z} \prod_{n=1}^{\infty}\left(1-e^{2 \pi i n z}\right)^{24}$, where $\operatorname{Im} z>0$. In our terminology, $\Delta$ is a modular form of coweights 12,0 :

$$
\Delta(-1 / z)=z^{12} \Delta(z), \quad \operatorname{Im} z>0
$$

Observe that $\operatorname{Re} \alpha_{0}, \operatorname{Re} \beta_{0}>0$. It can be proved that for $\operatorname{Re} \gamma>0$, we have $\Delta^{\gamma}(-1 / z)=e^{-6 \pi i \gamma} z^{12 \gamma} \Delta^{\gamma}(z)$ and $\Delta^{\gamma}(1+z)=e^{2 \pi i \gamma} \Delta^{\gamma}(z), \operatorname{Im} z>0$. (See [24] for a similar calculation using the classical theta function.) Thus, if we define $f_{\alpha, \beta}$ by

$$
f_{\alpha, \beta}(z)=\Delta^{\alpha_{0} / 12}(z) \overline{\Delta^{\bar{\beta}_{0} / 12}(z)}
$$

then we have

$$
\begin{aligned}
f_{\alpha_{0}, \beta_{0}}(-1 / z) & =e^{\pi i\left(\beta_{0}-\alpha_{0}\right) / 2} f_{\alpha_{0}, \beta_{0}}(z) \\
f_{\alpha_{0}, \beta_{0}}(z+1) & =e^{\pi i\left(\alpha_{0}-\beta_{0}\right) / 6} f_{\alpha_{0}, \beta_{0}}(z)
\end{aligned}
$$

(This relies on the fact that the operator $g \mapsto \bar{g}$ switches and conjugates the coweights of a modular form while conjugating its multiplier system [24].) Since $f_{\alpha_{0}, \beta_{0}}$ is not identically zero (in fact is never zero), it follows that
$v\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)=e^{\pi i\left(\alpha_{0}-\beta_{0}\right) / 6}, v\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)=e^{\pi i\left(\beta_{0}-\alpha_{0}\right) / 2}$ generate a multiplier system on $G_{1}$ of coweights $\alpha_{0}, \beta_{0}$.

It was previously observed in [25] that the consistency condition in coweights $\alpha_{0}, \beta_{0}$ is equivalent to the consistency condition in coweights $\alpha_{0}+2 k+w, \beta_{0}+2 l+w$ for any $k, l \in \mathbb{Z}, w \in \mathbb{C}$. Thus, $v$ just constructed is also a multiplier system on $G_{1}$ of coweights $\alpha, \beta$ (since $\alpha-\alpha_{0}, \beta-\beta_{0} \in 2 \mathbb{Z}$ ).

To summarize: one can generate a multiplier system of arbitrary coweights $\alpha, \beta \in \mathbb{C}$ on the modular group $G_{1}$ by $v\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)=\xi, v\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)=\xi^{-3}$, where $\xi=\exp \{\pi i[\alpha-\beta+2(|\lfloor\operatorname{Re} \alpha\rfloor|-|\lfloor\operatorname{Re} \beta\rfloor|)] / 6\}$.

Note. To our knowledge, the oldest reference to the existence of multiplier systems of absolute value not identically one - aside from a brief mention by Petersson in 1948 [27]—is by D. James in 1973 [10].

## 3. Special values of $v$

Proposition 2. Let $v$ be a nonvanishing complex function on any real $2 \times 2$ matrix group $G$ such that $v$ satisfies the consistency condition in coweights $\alpha, \beta \in \mathbb{C}$. Then:
(i) $v(I)=1$.
(ii) If $-I \in G$, then $v(-I)= \pm \exp \{\pi i(\alpha-\beta)\}$.
(A technical condition, namely that $v(-I)=+\exp \{\pi i(\alpha-\beta)\}$, is frequently required so that nontrivial forms with that multiplier exist [14, 6 , $9,22,23]$. Since the present paper is concerned with multiplier systems themselves, we impose no such restriction.)
(iii) If $T=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right) \in G$, then

$$
v(T)= \pm i^{\beta-\alpha+r} \quad \text { with } \quad r= \begin{cases}0 & \text { if } v(-I)=e^{i \pi(\alpha-\beta)} \\ 1 & \text { if } v(-I)=-e^{i \pi(\alpha-\beta)}\end{cases}
$$

Thus $v(-I)=v(T)^{-2}$.
(iv) If $S_{\lambda}=\left(\begin{array}{cc}1 & \lambda \\ 0 & 1\end{array}\right) \in G, \lambda \in \mathbb{R}$, define $\kappa$ by $v\left(S_{\lambda}\right)=\exp \{2 \pi i \kappa\}$, $0 \leq \operatorname{Re} \kappa<1$. Then $v\left(S_{n \lambda}\right)=v\left(S_{\lambda}\right)^{n}=\exp \{2 \pi i n \kappa\}$ for all $n \in \mathbb{Z}$.

Furthermore, if $S_{\lambda}, T \in G$, then:
(v) $v\left(T S_{\lambda}^{-1} T\right)=v(-I)^{-1} \exp \{2 \pi i(\alpha-\beta-\kappa)\}$.
(vi) $v\left(-T S_{\lambda} T\right)=\exp \{2 \pi i \kappa\}=v\left(S_{\lambda}\right)$.

Proof. Apply the consistency condition to the equations $I=I^{2}$, $I=(-I)^{2},-I=T^{2}$ to get (i) and to see that $(\mathrm{i}) \Rightarrow(\mathrm{ii}) \Rightarrow(\mathrm{iii})$; for details, see [25], where these values were used to prove a convergence result for Poincaré series. For (iv), apply the analogous condition for $n$-fold matrix products, or use induction. For (v), (vi), use the consistency condition for 3 - and 4-fold products; for details of (v) in the case $\alpha, \kappa \in \mathbb{R}, \beta=0$, see [6].

The coweight asymmetry ( $\alpha-\beta-\kappa$ ) in (v) comes from the asymmetry in our argument convention, whence $(0 z-1)^{\alpha}(0 \bar{z}-1)^{\beta}=(-1)^{\alpha-\beta}$.

For the remainder of this section we focus on a more specific type of group. For $\lambda>0, G_{\lambda}$ is topologically discrete if and only if $\lambda>2$ or $\lambda \in$ $\{1, \sqrt{2},(1+\sqrt{5}) / 2, \sqrt{3}, \ldots\}=\{2 \cos (\pi / p): p=3,4,5, \ldots\}$. The discrete Hecke groups with $\lambda<2$ are called triangle groups [4, 16], so named because in this case the fundamental region for $G_{\lambda}$ is a hyperbolic triangle (Figure 1).


Fig. 1. (a) A fundamental region in the upper half-plane for $\left\langle\left(\begin{array}{cc}1 & \sqrt{3} \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right\rangle$, which is the case $p=6$. Here $\mathcal{R}=\{z \in \mathbb{C}:|z|>1, \operatorname{Re} z<\sqrt{3} / 2, \operatorname{Im} z>0\}$.
(b) The same hyperbolic triangle represented in the Poincaré disc, via the conformal $\operatorname{map} z \mapsto i(z-4 i) /(z+4 i)$.

Our next two results connect the four parameters associated with multiplier systems on triangle groups. The first is a congruence.

Proposition 3. Let $v$ be a multiplier system of coweights $\alpha, \beta \in \mathbb{C}$ on a Hecke triangle group $G_{\lambda}, \lambda=2 \cos (\pi / p), p \in\{3,4,5, \ldots\}$. Define $\kappa$ by $v\left(S_{\lambda}\right)=\exp (2 \pi i \kappa), 0 \leq \operatorname{Re} \kappa<1$. Then

$$
(p-2)(\alpha-\beta)-4 p \kappa \in \mathbb{Z}
$$

and in particular

$$
\begin{aligned}
(p-2)(\alpha-\beta)-4 p \kappa & \equiv 2 \pm p \text { or } p \pm p(\bmod 4) \\
& \equiv \frac{1}{2}\{(p+2) \pm(p-2) \pm 2 p\}(\bmod 4)
\end{aligned}
$$

Proof. Apply the consistency condition $p-1$ times to the group relation $\left(S_{\lambda} T\right)^{p}=-I$, take $z=e^{\pi i / p}$ and use Proposition 2(iii). (The preceding steps mirror a calculation for real weight and bounded $v$ in [6].) Modulo 4, then,

$$
(p-2)(\alpha-\beta)-4 p \kappa \equiv \begin{cases}2+p & \text { if } v(T)=i e^{\pi i(\beta-\alpha) / 2} \\ 2-p & \text { if } v(T)=-i e^{\pi i(\beta-\alpha) / 2} \\ 2 p & \text { if } v(T)=-e^{\pi i(\beta-\alpha) / 2} \\ 0 & \text { else. }\end{cases}
$$

This implies the conclusions of Proposition 3.

A similar group relation holds for certain of the nondiscrete Hecke groups as well [7], and so these results can be extended slightly if desired.

Corollary 1. Let $G_{\lambda}$ be a Hecke triangle group, and $\kappa, \alpha, \beta$ be defined as before. Thus $v\left(S_{\lambda}\right)=e^{2 \pi i \kappa}$ with $0 \leq \operatorname{Re} \kappa<1$, or equivalently, $\kappa=$ $1 / 2+(2 \pi i)^{-1} \log \left[-v\left(S_{\lambda}\right)\right]$. Then $\kappa \in \mathbb{R} \Leftrightarrow \alpha-\beta \in \mathbb{R}$.

Proof. By Proposition $3,(p-2) \operatorname{Im}(\alpha-\beta)=4 p \operatorname{Im} \kappa$; the corollary follows.

Corollary 2. For fixed complex coweights, an upper bound on the number of multiplier systems on a triangle group is given by $n(\lambda, \alpha, \beta)=$ $4 \pi / \cos ^{-1}(\lambda / 2)$.

Proof. By the proof of Proposition 3,

$$
(p-2)(\alpha-\beta)-4 p \kappa= \begin{cases}4 j+2+p & \text { if } v(T)=i e^{\pi i(\beta-\alpha) / 2} \\ 4 j+2-p & \text { if } v(T)=-i e^{\pi i(\beta-\alpha) / 2} \\ 4 j+2 p & \text { if } v(T)=-e^{\pi i(\beta-\alpha) / 2} \\ 4 j & \text { else. }\end{cases}
$$

Because $0 \leq \operatorname{Re} \kappa<1, j$ lies in a left-open interval of length $p$. Since $p \in \mathbb{Z}^{+}$, in each of the four cases above there are at most $p$ possible values for $j$, and thus for $\kappa$. This gives us a bound of $4 p$. (For instance, when $p=3, \alpha=2+3 i$ and $\beta=i$, the four cases correspond to $4 j$ lying in

$$
\begin{aligned}
& ((p-2) \operatorname{Re}(\alpha-\beta)-5 p-2,(p-2) \operatorname{Re}(\alpha-\beta)-p-2]=(-15,-3] \\
& ((p-2) \operatorname{Re}(\alpha-\beta)-3 p-2,(p-2) \operatorname{Re}(\alpha-\beta)+p-2]=(-9,3] \\
& ((p-2) \operatorname{Re}(\alpha-\beta)-6 p,(p-2) \operatorname{Re}(\alpha-\beta)-2 p]=(-16,-4] \\
& ((p-2) \operatorname{Re}(\alpha-\beta)-4 p,(p-2) \operatorname{Re}(\alpha-\beta)]=(-10,2]
\end{aligned}
$$

respectively, so there are at most 12 multipliers on $G_{1}$ of coweights $2+3 i, i$. This is consistent with the results of Rademacher and Zuckerman on the modular group for real weight [31].)

Therefore a bound is given by $n(\lambda, \alpha, \beta)=4 p=4 \pi / \cos ^{-1}(\lambda / 2)$. (Since $0<\pi / p<\pi / 2$, we have $\lambda=2 \cos (\pi / p) \Leftrightarrow p=\pi / \cos ^{-1}(\lambda / 2)$.) Note that this bound is independent of the coweights.

Having calculated the possible values $v$ can take on the generators $T$ and $S_{\lambda}$ of $G_{\lambda}$ (by finding $v(T)$ in Proposition 2(iii), $\operatorname{Im} \kappa$ in the proof of Corollary 1, and Re $\kappa$ in the proof of Corollary 2), we are well on the way to a characterization of the multiplier systems on Hecke triangle groups. What is still needed is a converse of some sort, establishing which of these possible multipliers actually do satisfy the consistency condition for all choices of $M_{1}, M_{2}$.

Now for an application of the foregoing results. In [25] it was proved that under the restriction $\left|v\left(S_{1}\right)\right|=1$, Poincaré series on the modular group do not converge nicely when $\alpha-\beta \notin \mathbb{R}$. That restriction can now be removed, and a more general result proved, with the aid of Proposition 3. This is the essence of our next corollary.

Corollary 3. If $\alpha-\beta \notin \mathbb{R}$, then Petersson's Poincaré series on the modular group is not absolutely convergent, for any multiplier system. Thus for complex weight in general it is not possible to build modular forms in the usual way, even allowing for a broader definition of multiplier than usual. (While modular forms of nonreal coweight difference do exist, they cannot be built from a basis of Poincaré series.)

Proof. [25] gives a sufficient condition for Poincaré series on the modular group to fail to converge absolutely, namely that $\operatorname{Im}(\alpha-\beta)+(2 \pi)^{-1} \log \left|v\left(S_{2}\right)\right|$ $\neq 0$. (Omitted parentheses have been restored here.) This condition allows one to obtain an expression for $\left|v\left(\left(S_{2} T\right)^{n}\right)\right|$ that causes the absolute subseries on the cyclic subgroup $\left\langle S_{2} T\right\rangle$ to diverge.

On the modular group we have $\lambda=1$, $p=3$. Also, $v\left(S_{2}\right)=v\left(S_{1}^{2}\right)=$ $v\left(S_{1}\right)^{2}=e^{4 \pi i \kappa}$, and so

$$
\begin{aligned}
\operatorname{Im}(\alpha-\beta)+(2 \pi)^{-1} & \log \left|v\left(S_{2}\right)\right| \\
& =\operatorname{Im}(\alpha-\beta)+(2 \pi)^{-1}(-4 \pi \operatorname{Im} \kappa) \\
& =\operatorname{Im}(\alpha-\beta)-2 \operatorname{Im} \kappa \\
& =(p-2) \operatorname{Im}(\alpha-\beta)-2 \operatorname{Im} \kappa \quad \text { because } p=3 \\
& =4 p \operatorname{Im} \kappa-2 \operatorname{Im} \kappa \quad \text { by the proof of Corollary } 1 \\
& =10 \operatorname{Im} \kappa \neq 0 \quad \text { by Corollary } 1, \text { since } \alpha-\beta \notin \mathbb{R}
\end{aligned}
$$

Thus the aforementioned sufficient condition is met, and the Poincaré series does not converge absolutely. (Therefore the usual method of forming a basis for the space of modular forms will not work for general multipliers.)

It bears mention that this divergence problem is not remedied by a Hecke convergence factor. For, a Poincaré series of coweights $\alpha, \beta$ with convergence factor $|c z+d|^{-s}$ inserted can simply be reinterpreted as a form of coweights $\alpha+s / 2, \beta+s / 2$; the coweight difference is unchanged, and Corollary 3 still applies.
4. The theta group. What of the remaining discrete Hecke groups? That is, can anything be said about $\kappa$ when $\lambda \geq 2$ ? Lacking a group relation of the type $\left(S_{\lambda} T\right)^{p}=-I$, we are without recourse to the arguments used in the proof of Proposition 3. (For $\lambda \geq 2$, the only group relation is $T^{2}=-I$, which we have already fully utilized in Proposition 2(iii).)

In particular, consider the limiting case: the theta group, $G_{2}$. Since $2=$ $\lim _{p \rightarrow \infty} 2 \cos (\pi / p)$, we might hope to glean some information about at least this one specific case from Proposition 3 and/or Corollary 1. Intuitively, since by Proposition 3 it is true that $(1-2 / p)(\alpha-\beta)-4 \kappa \in \mathbb{R}$ for $p=$ $3,4,5, \ldots$, in the limit one might expect likewise that $\operatorname{Im} \kappa=\operatorname{Im}(\alpha-\beta) / 4$ for multiplier systems on $G_{2}$. However, in [25] we find that for any $\alpha, \beta \in \mathbb{C}$ there exists a multiplier system on $G_{2}$ with $\kappa=0$. Thus no result analogous to Proposition 3 and/or Corollary 1 extends to $\lambda=2$; the multiple-valued function $\Upsilon: \lambda \mapsto \kappa(\lambda)$ is not continuous.
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