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1. Introduction. The simplest examples of congruence monoids are the multiplicative monoids $1+4 \mathbb{N}_{0}, 1+p \mathbb{N}_{0}$ for some prime number $p$, and $2 \mathbb{N} \cup\{1\}$. They are multiplicative submonoids of $\mathbb{N}$, and they appear in the literature as examples for non-unique factorizations (see [19, Sect. 3.3], [28] and [29]). A first systematic treatment of congruence monoids (defined by residue classes coprime to the module) was given in [20] and in [21], where it was proved that these congruence monoids are Krull monoids. Congruence monoids defined by residue classes which are not necessarily coprime to the module were introduced in [18] as a tool to describe the analytic theory of non-unique factorizations in orders of global fields.

In this paper, we investigate the arithmetic of congruence monoids in Dedekind domains satisfying some natural finiteness conditions (finiteness of the ideal class group and of the residue class rings). The main examples we have in mind are

- multiplicative submonoids of the naturals defined by congruences (called Hilbert semigroups);
- (non-principal) orders in algebraic number fields.

The crucial new idea is to use divisor-theoretic methods. As usual in algebraic number theory, the global arithmetical behavior is determined by the structure of the semilocal components and the class group. The class groups of congruence monoids in Dedekind domains are essentially ray class groups (and thus they are well studied objects in algebraic number theory). The semilocal components are congruence monoids in semilocal principal ideal domains. For their arithmetical investigation we construct abstract models which are easier to handle than the concrete arithmetical objects. These abstract models, called AC - and $\mathrm{C}_{0}$-monoids, are built in a similar way to the finitely primary monoids which turned out to be useful in the investigation of the multiplicative structure of one-dimensional noetherian
domains (see [23]). AC- and $\mathrm{C}_{0}$-monoids are defined as submonoids of factorial monoids, and their deviation from the factorial overmonoid is measured by class semigroups, a new concept generalizing the usual class groups. In recent investigations by W. Hassler [27], $\mathrm{C}_{0}$-monoids also proved to be useful as abstract models for the multiplicative arithmetic of noetherian integral domains $D$ satisfying the following finiteness conditions: the divisor class group of the integral closure $\bar{D}$ of $D$ is finite, and if $\mathfrak{f}=(D: \bar{D})$, then the residue class ring $\bar{D} / \mathfrak{f}$ is also finite.

Congruence monoids are atomic (every non-unit is a product of irreducible elements), but in general they do not have unique factorization. A systematic investigation of phenomena of non-unique factorization in rings of integers of algebraic number fields was initiated by W. Narkiewicz (see [30, Ch. 9] for a survey on classical results). In recent years there has been an increasing interest in phenomena of non-unique factorizations in integral domains, initiated by the work of D. D. Anderson, D. F. Anderson and others (see for example [2], [3] and [5]). For an overwiew concerning recent results on non-unique factorizations in monoids and integral domains the interested reader should consult the survey articles in [1] and [9], in particular [4], [6], [7], [8], [12] and [24].

We shall prove that congruence monoids in Dedekind domains show the same phenomena of non-unique factorizations as the rings of integers of algebraic number fields. They are locally tame, have finite catenary degree, and their sets of lengths of factorizations are almost arithmetical multiprogressions. Making allowance for the fact that phenomena of non-unique factorizations are purely multiplicative, most of the arithmetical investigations of this paper are carried out in the language of monoids. An essential tool is the theory of tame and complete ideals of monoids developed in [16].

This paper is organized as follows. In Section 2 we fix the notations concerning the algebraic and arithmetical theory of monoids and recall the basic concepts of non-unique factorizations. In Section 3 we introduce congruence monoids in Dedekind domains and give several different examples. We establish the divisor theory of these monoids and formulate the main result of the paper (Theorem 3.6).

In Sections 4 and 5 we develop the essential tools for the proof. For the reason mentioned above they are formulated in the language of monoids. In Section 4 we introduce the concept of class semigroups. It is an appropriate refinement of the usual notion of a class group in algebraic number theory. Its finiteness allows the transfer of arithmetical properties from a (simple) monoid to a (more complicated) submonoid. In Section 5 we define AC-monoids and $\mathrm{C}_{0}$-monoids which are suitable models for the arithmetically interesting congruence monoids. In this paper we confine ourselves to the investigation of the arithmetical properties of these monoids (a system-
atical theory from an algebraic point of view will be presented in a forthcoming paper). Finally, in Section 5 we apply the abstract results to congruence monoids in Dedekind domains.
2. Notations and preliminaries on monoids. Let $\mathbb{N}$ denote the set of positive integers, and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. For $m, n \in \mathbb{Z}$, we set

$$
[m, n]=\{x \in \mathbb{Z} \mid m \leq x \leq n\}
$$

For a set $X$, we denote by $|X| \in \mathbb{N}_{0} \cup\{\infty\}$ its cardinality. Our terminology is consistent with that of the survey articles [8], [12] and [24]. For convenience and to fix notations, we recall some key notions and the basic results of the theory of non-unique factorizations which we use in this paper.

Basic notions. By a semigroup we mean a non-empty set with a commutative and associative law of composition having a unit element. By a monoid we mean a cancellative semigroup. Subsemigroups and submonoids are always assumed to contain the unit element. Usually, we use multiplicative notation and denote the unit element by 1 . For subsets $A, B$ of a monoid $H$, we set $A B=\{a b \mid a \in A, b \in B\}$, and for $n \in \mathbb{N}$, we define $A^{n}=\left\{a_{1} \cdot \ldots \cdot a_{n} \mid a_{1}, \ldots, a_{n} \in A\right\}$ and $A^{[n]}=\left\{a^{n} \mid a \in A\right\}$.

Additive notation will only be used for the submonoids of $\mathbb{R}^{I}$.
Concerning the notions of ideal theory and elementary divisibility theory in a monoid, we use the terminology of [25] (but note that there all monoids have an additional zero element which has to be neglected in our context). In particular, by an $s$-ideal of a monoid $H$ we mean a subset $\mathfrak{a} \subset H$ satisfying $\mathfrak{a} H=\mathfrak{a}$.

For each monoid $H$, we fix a quotient group $\mathrm{q}(H)$ of $H$. For any subset $E \subset H$, we denote by $[E]$ the submonoid of $H$ generated by $E$ and by $\langle E\rangle$ the subgroup of $\mathrm{q}(H)$ generated by $E$. For a submonoid $T \subset H$ and any subset $\mathfrak{a} \subset \mathfrak{q}(H)$, we set $T^{-1} \mathfrak{a}=\left\{t^{-1} a \mid t \in T, a \in \mathfrak{a}\right\} \subset \mathfrak{q}(H)$. We denote by $H^{\times}$the group of invertible elements of $H$ and by $H_{\text {red }}=\left\{a H^{\times} \mid a \in H\right\}$ the associated reduced monoid of $H$. We call $H$ reduced if $H^{\times}=\{1\}$ (and then $\left.H_{\text {red }}=H\right)$.

Let $H$ be a monoid and $a, b \in H$. We call $a$ a divisor of $b$ and write $a \mid b$ (or more precisely $\left.a\right|_{H} b$ ) if $b \in a H$. We call $a$ and $b$ associated if $a H=b H$ (or, equivalently, if $a H^{\times}=b H^{\times}$). An element $u \in H$ is called an atom if $u \notin H^{\times}$, and for all $a, b \in H, u=a b$ implies $a \in H^{\times}$or $b \in H^{\times}$. We denote by $\mathcal{A}(H)$ the set of all atoms of $H$, and we call the monoid $H$ atomic if every $a \in H \backslash H^{\times}$is a product of atoms. An element $p \in H$ is called a prime if $H \backslash p H$ is a submonoid of $H$, and $H$ is called factorial if every $a \in H \backslash H^{\times}$ is a product of primes. Every prime is an atom, and a monoid is factorial if and only if it is atomic, and every atom is a prime. If $H$ is atomic and
$p \in H$ is a prime, then every $a \in \mathrm{q}(H)$ has a representation $a=p^{n} b c^{-1}$, where $b, c \in H, p \nmid b c$ and $n \in \mathbb{Z}$. The exponent $n$ is uniquely determined by the classes $a H^{\times}$and $p H^{\times}$in $H_{\text {red }}$, and we call $n=\mathrm{v}_{p}(a)$ the $p$-adic value of $a$. The map $\mathrm{v}_{p}: \mathrm{q}(H) \rightarrow \mathbb{Z}$ is a surjective group homomorphism, called the p-adic valuation.

For an integral domain $R$, we denote by $R^{\bullet}=R \backslash\{0\}$ its multiplicative monoid. Then $\left(R^{\bullet}\right)_{\text {red }}$ is isomorphic to the monoid of non-zero principal ideals of $R$.

Free monoids and coproducts. For a set $P$, we denote by $\mathcal{F}(P)$ the free abelian monoid with basis $P$. Then $\mathcal{F}(P)$ is a reduced factorial monoid and $P$ is the set of primes of $\mathcal{F}(P)$. Every subset $X$ of $\mathcal{F}(P)$ has a unique greatest common divisor, denoted by $\operatorname{gcd}(X) \in \mathcal{F}(P)$. Every $a \in \mathcal{F}(P)$ has a unique representation in the form

$$
a=\prod_{p \in P} p^{\nu_{p}}, \quad \text { where } \nu_{p} \in \mathbb{N}_{0} \text { and } \nu_{p}=0 \text { for all but finitely many } p \in P
$$

and then $\nu_{p}=\mathrm{v}_{p}(a)$ for all $p \in P$. For $a, b \in \mathcal{F}(P)$, we set

$$
|a|=\sum_{p \in P} \mathrm{v}_{p}(a), \quad \mathrm{d}(a, b)=\max \left\{\left|\frac{a}{\operatorname{gcd}(a, b)}\right|,\left|\frac{b}{\operatorname{gcd}(a, b)}\right|\right\}
$$

We call $|a|$ the size of $a$ and $\mathrm{d}(a, b)$ the distance between $a$ and $b$. Note that $|\cdot|: \mathcal{F}(P) \rightarrow \mathbb{N}_{0}$ is a homomorphism, and $\mathrm{d}: \mathcal{F}(P) \times \mathcal{F}(P) \rightarrow \mathbb{N}_{0}$ is a metric.

For $s \in \mathbb{N}$, the additive monoid $\mathbb{N}_{0}^{s}$ is free abelian with the canonical basis consisting of the unit vectors. For $\mathbf{m}=\left(m_{1}, \ldots, m_{s}\right), \mathbf{n}=\left(n_{1}, \ldots, n_{s}\right) \in \mathbb{N}_{0}^{s}$ we define $\mathbf{m} \leq \mathbf{n}$ if $m_{i} \leq n_{i}$ for all $i \in[1, s]$, and, conforming with the above definition, $|\mathbf{n}|=n_{1}+\ldots+n_{s}$. Note that $\mathbf{m} \leq \mathbf{n}$ if and only if $\mathbf{m} \mid \mathbf{n}$.

For a family of reduced monoids $\left(D_{p}\right)_{p \in P}$, we define the coproduct by

$$
D=\coprod_{p \in P} D_{p}=\left\{\left(a_{p}\right)_{p \in P} \in \prod_{p \in P} D_{p} \mid a_{p}=1 \text { for all but finitely many } p \in P\right\}
$$

We view the components $D_{p}$ as submonoids of $D$. Consequently, every $a \in D$ has a unique representation in the form

$$
\begin{array}{ll}
a=\prod_{p \in P} a_{p}, & \text { where } a_{p} \in D_{p} \text { for all } p \in P \\
& \text { and } a_{p}=1 \text { for all but finitely many } p \in P .
\end{array}
$$

If all $D_{p}$ are equal, say $D_{p}=D_{0}$ for all $p \in P$, we set $D=D_{0}^{(P)}$. In particular, $\mathbb{N}_{0}^{(P)}$ is free abelian with the unit vectors as a basis. We shall henceforth identify this monoid with $\mathcal{F}(P)$. As usual, we set

$$
\coprod_{i=1}^{n} H_{i}=H_{1} \times \ldots \times H_{n}
$$

If $H_{1}, \ldots, H_{n}$ are submonoids of a monoid $H$, then $H=H_{1} \times \ldots \times H_{n}$ if and only if every $a \in H$ has a unique representation $a=a_{1} \cdot \ldots \cdot a_{n}$, where $a_{i} \in H_{i}$ for all $i \in[1, n]$.

A monoid $H$ is factorial if and only if $H=H^{\times} \times \mathcal{F}(P)$ for some set $P$. More precisely, if $H$ is factorial and $P$ is any maximal set of pairwise nonassociated prime elements of $H$, then $H=H^{\times} \times \mathcal{F}(P)$.

Divisor homomorphisms and Krull monoids. Semigroup and monoid homomorphisms are always assumed to respect the unit element. A monoid homomorphism $\varphi: H \rightarrow D$ is called

- a divisor homomorphism if, for all $u, v \in H, \varphi(u) \mid \varphi(v)$ implies $u \mid v$;
- cofinal if for every $a \in D$ there exists some $u \in H$ such that $a \mid \varphi(u)$.

A submonoid $H \subset D$ is called

- cofinal if the inclusion map $H \hookrightarrow D$ is cofinal;
- saturated if the inclusion map $H \hookrightarrow D$ is a divisor homomorphism (equivalently, $H=D \cap \mathrm{q}(H)$ );
- divisor-closed if for all $a \in D$ and $b \in H, a \mid b$ implies $a \in H$.

For any subset $E \subset H$, we denote by $\llbracket E \rrbracket$ the smallest divisor-closed submonoid of $H$ containing $E$. Explicitly, $\llbracket E \rrbracket$ consists of all $x \in H$ such that $x \mid u$ for some $u \in[E]$.

Every monoid homomorphism $\varphi: H \rightarrow D$ extends uniquely to a homomorphism of the quotient groups, denoted by $\mathrm{q}(\varphi): \mathrm{q}(H) \rightarrow \mathrm{q}(D)$. Its cokernel $\mathcal{C}(\varphi)=\mathrm{q}(D) / \operatorname{Imq}(\varphi)$ is called the class group of $\varphi$. We write $\mathcal{C}(\varphi)$ additively, and for $a \in \mathrm{q}(D)$, we denote by $[a]_{\varphi} \in \mathcal{C}(\varphi)$ the class of $a$. If $a, b \in D$, then $[a]_{\varphi}=[b]_{\varphi}$ if and only if there exist elements $u, v \in H$ such that $a \varphi(u)=b \varphi(v)$. If $\varphi$ is a divisor homomorphism, then $\varphi(H)=\left\{a \in D \mid[a]_{\varphi}=[1]_{\varphi}\right\}$. If $\varphi$ is cofinal, then $\mathcal{C}(\varphi)=\left\{[a]_{\varphi} \mid a \in D\right\}$.

If $H \subset D$ is a submonoid and $\varphi=(H \hookrightarrow D)$, then we define $D / H=$ $\mathcal{C}(\varphi)=\mathrm{q}(D) / \mathrm{q}(H)$, and for $a \in D$ we set $[a]_{D / H}=[a]_{\varphi}$. We shall mainly apply this notion if $H \subset D$ is saturated. In this case, $\mathrm{q}(H) \cap D=H$, and if $|D / H|=\beta \in \mathbb{N}$, then $a^{\beta} \in H$ for all $a \in D$.

A monoid homomorphism $\varphi: H \rightarrow D$ is called a divisor theory if $D$ is a free abelian monoid, and for every $a \in D$ there exists a finite subset $X \subset H$ such that $a=\operatorname{gcd}(\varphi(X))$. If $\varphi: H \rightarrow D$ and $\varphi^{\prime}: H \rightarrow D^{\prime}$ are divisor theories, then there exists a unique isomorphism $\Phi: D \rightarrow D^{\prime}$ such that $\Phi \circ \varphi=\varphi^{\prime}$. A monoid $H$ is called a Krull monoid if there exists a divisor theory $\varphi: H \rightarrow D$. Its class group $\mathcal{C}(\varphi)$ is (up to canonical isomorphism) uniquely determined by $H$, and we call $\mathcal{C}(H)=\mathcal{C}(\varphi)$ the class group of $H$.

The most important case arises when $H=R^{\bullet}$ for some Dedekind domain $R$. If $\mathcal{I}(R)$ denotes the set of all non-zero ideals of $R$, then the map $\partial: R^{\bullet} \rightarrow \mathcal{I}(R)$ defined by $\partial(a)=a R$ is a divisor theory. Let $\mathcal{C}(R)$ denote
the ideal class group of $R$, and for $\mathfrak{a} \in \mathcal{I}(R)$ let $[\mathfrak{a}] \in \mathcal{I}(R)$ denote the ideal class of $\mathfrak{a}$. Then the assignment $[\mathfrak{a}]_{\varphi} \mapsto[\mathfrak{a}]$ defines an isomorphism $\mathcal{C}\left(R^{\bullet}\right)=\mathcal{C}(\partial) \xrightarrow{\sim} \mathcal{C}(R)$, and we shall henceforth not distinguish between these groups.

Next we review and supplement some divisor-theoretic results from [15]. Let $\left(D_{p}\right)_{p \in P}$ be a family of reduced monoids and

$$
\varphi=\left(\varphi_{p}\right)_{p \in P}: H \rightarrow D=\coprod_{p \in P} D_{p}
$$

a divisor homomorphism. $\varphi$ is said to have the approximation property if for any distinct $p_{1}, \ldots, p_{n} \in P$ and elements $a_{i} \in D_{p_{i}}$ there exists some $u \in H$ such that $\varphi_{p_{i}}(u)=a_{i}$ for all $i \in[1, n]$.

Assume now that $\varphi$ has the approximation property. Then $\varphi$ is cofinal, and for every finite subset $E \subset P$ and every class $g \in \mathcal{C}(\varphi)$, there exists some $a \in D$ such that $a_{p}=1$ for all $p \in E$ and $g=[a]_{\varphi}$. Moreover, if $D_{p} \cong \mathbb{N}_{0}$ for all $p \in P$, then $\varphi$ is a divisor theory, hence $H$ is a Krull monoid and $\mathcal{C}(H)=\mathcal{C}(\varphi)$. We shall use the following more precise result.

Proposition 2.1. Let $\left(D_{p}\right)_{p \in P}$ be a family of reduced monoids and

$$
\varphi=\left(\varphi_{p}\right)_{p \in P}: H \rightarrow D=\coprod_{p \in P} D_{p}
$$

a divisor homomorphism having the approximation property. Let $E \subset P$ be a finite subset, and set

$$
D^{(E)}=\coprod_{p \in P \backslash E} D_{p}, \quad H^{(E)}=\varphi^{-1}\left(D^{(E)}\right), \quad \varphi^{(E)}=\varphi \mid H^{(E)}: H^{(E)} \rightarrow D^{(E)}
$$

(1) $\varphi^{(E)}$ is a divisor homomorphism having the approximation property, and there exists an isomorphism $\Phi: \mathcal{C}\left(\varphi^{(E)}\right) \xrightarrow{\sim} \mathcal{C}(\varphi)$ satisfying

$$
\Phi\left([a]_{\varphi^{(E)}}\right)=[a]_{\varphi} \quad \text { for all } a \in D^{(E)}
$$

(2) If $D_{p} \cong \mathbb{N}_{0}$ for all $p \in P \backslash E$, then $H^{(E)}$ is a Krull monoid, and $\varphi^{(E)}$ is a divisor theory having the approximation property. In particular, $\mathcal{C}(\varphi) \cong \mathcal{C}\left(H^{(E)}\right)$.

Proof. (1) It is easily checked that $\varphi^{(E)}$ is a divisor homomorphism.
Suppose now that $p_{1}, \ldots, p_{n} \in P \backslash E$ are distinct, and let $a_{i} \in D_{p_{i}}$ be given. Since $\varphi$ has the approximation property, there exists some $u \in H$ such that $\varphi_{p_{i}}(u)=1$ for all $i \in[1, n]$ and $\varphi_{p}(u)=1$ for all $p \in E$, whence $u \in H^{(E)}$. Since $\varphi^{(E)}=\varphi \mid H^{(E)}$, it follows that $\varphi^{(E)}$ has the approximation property, and hence it is cofinal. Thus we obtain $\mathcal{C}\left(\varphi^{(E)}\right)=\left\{[a]_{\varphi^{(E)}} \mid a \in\right.$ $\left.D^{(E)}\right\}$. If $a, b \in D^{(E)}$, then $[a]_{\varphi^{(E)}}=[b]_{\varphi^{(E)}}$ implies $[a]_{\varphi}=[b]_{\varphi}$. Therefore there exists a homomorphism $\Phi: \mathcal{C}\left(\varphi^{(E)}\right) \rightarrow \mathcal{C}(\varphi)$ satisfying $\Phi\left([a]_{\varphi}(E)\right)=[a]_{\varphi}$
for all $a \in D^{(E)}$. Since $\varphi$ has the approximation property, $\Phi$ is surjective. If $a \in D^{(E)}$ and $[a]_{\varphi^{(E)}} \in \operatorname{Ker}(\Phi)$, then $[a]_{\varphi}=0$ implies $a \in \varphi(H) \cap D^{(E)}=$ $\varphi^{(E)}\left(H^{(E)}\right)$ and therefore $[a]_{\varphi^{(E)}}=0$. Consequently, $\Phi$ is an isomorphism.
(2) Obvious by (1) and the remarks preceding this proposition.

Factorizations and sets of lengths. Let $H$ be a monoid. The monoid $\mathrm{Z}(H)=\mathcal{F}\left(\mathcal{A}\left(H_{\text {red }}\right)\right)$ is called the factorization monoid of $H$. The unique homomorphism $\pi: \mathrm{Z}(H) \rightarrow H_{\text {red }}$ satisfying $\pi \mid \mathcal{A}\left(H_{\text {red }}\right)=$ id is called the factorization homomorphism of $H$. It is surjective if and only if $H$ is atomic, and it is an isomorphism if and only if $H$ is factorial. For $a \in H$, the elements in $\mathrm{Z}(a)=\pi^{-1}\left(a H^{\times}\right) \subset \mathbf{Z}(H)$ are called the factorizations of $a$, and $\mathrm{L}(a)=\{|z| \mid z \in \mathbf{Z}(a)\} \subset \mathbb{N}_{0}$ is called the set of lengths of $a$. If $m \in \mathrm{~L}(a)$ and $d \in \mathbb{N}$ is such that $[m, m+d] \cap \mathrm{L}(a)=\{m, m+d\}$, then $d$ is called a distance of $a$, and we denote by $\Delta(a)$ the set of all distances of $a$. Among the best investigated invariants of non-unique factorizations are the system of sets of lengths and the set of distances of a monoid $H$, defined by

$$
\mathcal{L}(H)=\{\mathrm{L}(a) \mid a \in H\}, \quad \Delta(H)=\bigcup_{a \in H} \Delta(a)
$$

$H$ is called a $B F$-monoid (a monoid with bounded factorizations), if all sets $L \in \mathcal{L}(H)$ are finite.

For a finite subset $A \subset \mathbb{Z}$ the pattern ideal $\Phi(A) \subset H$ is the set of all $a \in H$ such that $y+A \subset \mathrm{~L}(a)$ for some $y \in \mathbb{Z}$. It is an $s$-ideal of $H$.

A finite set $L \subset \mathbb{Z}$ is called an almost arithmetical multiprogression with bound $M \in \mathbb{N}$ if there exists some $d \in[1, M]$ and some subset $D \subset[0, d]$ with $\{0, d\} \subset D$ such that $L=L^{\prime} \cup L^{*} \cup L^{\prime \prime}$, where

$$
\begin{gathered}
L^{\prime} \subset \min L^{*}+[-M,-1], \quad L^{\prime \prime} \subset \max L^{*}+[1, M] \\
L^{*}=\left[\min L^{*}, \max L^{*}\right] \cap\left(\min L^{*}+D+d \mathbb{Z}\right)
\end{gathered}
$$

We say that the Structure Theorem for Sets of Lengths holds for a monoid $H$ if $H$ is a BF-monoid and there exists some $M \in \mathbb{N}$ such that every $L \in \mathcal{L}(H)$ is an almost arithmetical multiprogression with bound $M$.

The main result of this paper asserts that the Structure Theorem for Sets of Lengths holds for AC-monoids and hence for congruence monoids in Dedekind domains satisfying some natural finiteness conditions. The proof will be done by verifying the assumptions in the following abstract result, which is proved in [14, Proposition 4.8] (see also in [16, Theorem 3.4 and Remark 3.5]), and whose assumptions will be explained below.

Theorem 2.2. Let $H$ be a BF-monoid such that $\Delta(H)$ is finite and all pattern ideals in $H$ are tamely generated. Then the Structure Theorem for Sets of Lengths holds for $H$.

A homomorphism $\beta: H \rightarrow D$ of reduced monoids is called a transfer homomorphism if $\beta$ is surjective, $\beta^{-1}(1)=\{1\}$, and for all $u \in H$ and $y, z \in D$, the following condition is satisfied: If $\beta(u)=y z$, then there exist $v, w \in H$ such that $u=v w, \beta(v)=y$ and $\beta(w)=z$.

If $\beta: H \rightarrow D$ is a transfer homomorphism, then the Structure Theorem for Sets of Lengths holds for $H$ if and only if it holds for $D$ (see [24, Lemma 5.4]).

We continue with an explanation of the notions used in the formulation of Theorem 2.2.

The catenary degree. Let $H$ be an atomic monoid. For $a \in H$, we denote by c $(a)$ the minimal $N \in \mathbb{N}_{0} \cup\{\infty\}$ with the following property: For any two factorizations $z, z^{\prime} \in \mathbf{Z}(a)$, there exists a finite sequence $\left(z_{0}, z_{1}, \ldots, z_{k}\right)$ in $\mathrm{Z}(a)$ such that $z_{0}=z, z_{k}=z^{\prime}$ and $\mathrm{d}\left(z_{i-1}, z_{i}\right) \leq N$ for all $i \in[1, k]$. Then $\mathrm{c}(a) \leq \sup \mathrm{L}(a)$, and we call

$$
\mathrm{c}(H)=\sup \{\mathrm{c}(a) \mid a \in H\} \in \mathbb{N}_{0} \cup\{\infty\}
$$

the catenary degree of $H$. If $a \in H$, then $\max \Delta(a) \leq \max \{0, \mathrm{c}(H)-2\}$. Consequently, if $\mathrm{c}(H)<\infty$, then $\Delta(H)$ is finite.

Tameness. Let $H$ be an atomic monoid. For $a \in H$ and $x \in \mathbf{Z}(H)$, we denote by $\mathrm{t}(a, x)$ the smallest $N \in \mathbb{N}_{0} \cup\{\infty\}$ with the following property: If $\mathbf{Z}(a) \cap x \mathbf{Z}(H) \neq \emptyset$ and $z \in \mathbf{Z}(a)$, then there exists some $z^{\prime} \in \mathbf{Z}(a) \cap x \mathbf{Z}(H)$ such that $\mathrm{d}\left(z, z^{\prime}\right) \leq N$ (note that, if $c \in H$ and $x \in \mathrm{Z}(c)$, then the condition $\mathrm{Z}(a) \cap x \mathrm{Z}(H) \neq \emptyset$ is equivalent to $c \mid a)$. For subsets $H^{\prime} \subset H$ and $X \subset \mathrm{Z}(H)$, we define

$$
\mathrm{t}\left(H^{\prime}, X\right)=\sup \left\{\mathrm{t}(a, x) \mid a \in H^{\prime}, x \in X\right\} \in \mathbb{N}_{0} \cup\{\infty\}
$$

For $a \in H$ and $x \in \mathbb{Z}(H)$, we set $\mathrm{t}(a, X)=\mathrm{t}(\{a\}, X)$ and $\mathrm{t}\left(H^{\prime}, x\right)=$ $\mathrm{t}\left(H^{\prime},\{x\}\right)$. We shall write $\mathrm{t}_{H}$ instead of t if it is necessary to refer to $H$.
$H$ is called locally tame if $\mathrm{t}(H, u)<\infty$ for all $u \in \mathcal{A}\left(H_{\text {red }}\right)$.
Let $\mathfrak{a} \subset H$ be an $s$-ideal. A subset $E \subset \mathfrak{a}$ is called a tame generating set of $\mathfrak{a}$ if there exists some $\gamma \in \mathbb{N}$ such that, for every $a \in \mathfrak{a}$, there is some $e \in E$ satisfying $e \mid a, \sup \mathrm{~L}(e) \leq \gamma$ and $\mathrm{t}(a, \mathrm{Z}(e)) \leq \gamma$. If $\mathfrak{a}$ has a tame generating set, then $\mathfrak{a}$ is called tamely generated. Our notion of a tame generating set is stronger than that used in [14], but it is consistent with that of [16]. For a detailed discussion we refer the reader to [16, Remark 3.5].

Finitary monoids and complete s-ideals. Let $H$ be a monoid. A subset $U \subset H \backslash H^{\times}$is called an almost generating set of $H$ if there exists some $n \in \mathbb{N}$ such that $\left(H \backslash H^{\times}\right)^{n} \subset U H$. An $s$-ideal $\mathfrak{a} \subset H$ is called complete over $U$ if there exists some $n \in \mathbb{N}$ such that

$$
\llbracket u \rrbracket^{-1} \mathfrak{a} \cap H \subset u^{-n} \mathfrak{a} \quad \text { for all } u \in U
$$

The monoid $H$ is called finitary if it is a BF-monoid and has a finite almost generating set. Finitary monoids are investigated in [17], and the theory of complete and tamely generated ideals is developed in [16]. We recall some notions of this theory which will be used in Section 5.

Let $H$ be a finitary monoid and $U \subset H \backslash H^{\times}$a finite almost generating set. For $u \in U$, we denote by $H_{u}$ the set of all $a \in H$ without a divisor in $\llbracket u \rrbracket \backslash H^{\times}$. For an $s$-ideal $\mathfrak{a} \subset H$, we denote by $\mathfrak{a}(U, u)$ the set of all $a \in \mathfrak{a} \cap u^{2} H$ such that $\llbracket u \rrbracket$ is maximal in the set $\left\{\llbracket v \rrbracket \mid v \in U, a \in v^{2} H\right\}$, and we set

$$
\mathfrak{a}[U, u]=H_{u} \cap(u \llbracket u \rrbracket)^{-1} \mathfrak{a}(U, u) .
$$

By definition, we have $\mathfrak{a}(U, u) \subset H(U, u)$ and $\mathfrak{a}[U, u] \subset H[U, u]$. The $s$-ideal $\mathfrak{a}$ is called $U$-generated if

$$
\mathfrak{a}=\left(\bigcup_{u \in U} u \llbracket u \rrbracket \mathfrak{a}[U, u]\right) \cup\left(\mathfrak{a} \backslash U^{[2]} H\right)
$$

An almost generating set $U$ is called full if there exists some $m \in \mathbb{N}$ such that $H[U, u] \subset H \backslash U^{[m]} H$ for all $u \in U$. If $U$ is full, then there exists some $M \in \mathbb{N}$ such that $\max \mathrm{L}(a) \leq M$ whenever $a \in H[U, u]$ for some $u \in U$.

Restriction to reduced monoids. All factorization properties explained hitherto apply for a monoid $H$ if and only if they apply for the associated reduced monoid $H_{\text {red }}$. Hence we may without restriction assume that $H$ is reduced, and we will do this whenever it is convenient.
3. Congruence monoids in Dedekind domains. We start with some preliminaries concerning congruences which regard signatures.

Definition 3.1. Let $R$ be an integral domain and $m \in \mathbb{N}_{0}$.
(1) A map

$$
\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right): R^{\bullet} \rightarrow\{ \pm 1\}^{m}
$$

is called a sign vector of $R$ if there exist distinct ring monomorphisms $w_{1}, \ldots, w_{m}: R \rightarrow \mathbb{R}$ such that $\sigma_{j}(a)=\operatorname{sign}\left\{w_{j}(a)\right\}$ for all $a \in R^{\bullet}$ and all $j \in[1, m]$. We call $m=|\sigma|$ the dimension of $\sigma$. For $m=0$, the empty sequence will also be considered as a sign vector.
(2) Let $\{0\} \neq \mathfrak{f} \triangleleft R$ be an ideal and $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ a sign vector of $R$. Two elements $a, b \in R^{\bullet}$ are called congruent modulo $\mathfrak{f} \sigma$, in symbols $a \equiv b$ $\bmod \mathfrak{f} \sigma$, if $a \equiv b \bmod \mathfrak{f}$ and $\sigma(a)=\sigma(b)$. Obviously, congruence modulo $\mathfrak{f} \sigma$ is a congruence relation on the monoid $R^{\bullet}$. We denote by $R / \mathfrak{f} \sigma$ the semigroup of congruence classes, and for $a \in R^{\bullet}$, we denote by $[a]_{\mathfrak{f} \sigma} \in R / \mathfrak{f} \sigma$ the congruence class containing $a$. For $m=0$, the congruence modulo $\mathfrak{f} \sigma$ is just the ordinary congruence modulo $\mathfrak{f}$, and we write $\mathfrak{f}$ instead of $\mathfrak{f} \sigma$.
(3) Let $\{0\} \neq \mathfrak{f} \triangleleft R$ be an ideal of $R$, let $\sigma$ be a sign vector of $R$ and $\emptyset \neq \Gamma \subset R / \mathfrak{f} \sigma$ a multiplicatively closed subset (not necessarily containing the unit element $[1]_{\mathrm{f} \sigma}$ ). Then the (multiplicative) monoid

$$
H=H_{\Gamma}=\left\{a \in R^{\bullet} \mid[a]_{\mathfrak{f} \sigma} \in \Gamma\right\} \cup\{1\} \subset R^{\bullet}
$$

is called the congruence monoid defined in $R$ modulo $\mathfrak{f} \sigma$ by $\Gamma$. It is called

- regular modulo $\mathfrak{f}$ if $a R+\mathfrak{f}=R$ for all $a \in H$;
- singular modulo $\mathfrak{f}$ if $a R+\mathfrak{f} \neq R$ for all $a \in H \backslash\{1\}$.
(4) A submonoid $H \subset R^{\bullet}$ is called a congruence monoid in $R$ if there exists an ideal $\mathfrak{f} \neq\{0\}$ of $R$, a sign vector $\sigma$ of $R$ and a multiplicatively closed subset $\emptyset \neq \Gamma \subset R / \mathfrak{f} \sigma$ such that $H$ is the congruence monoid defined in $R$ modulo $\mathfrak{f} \sigma$ by $\Gamma$. Every such ideal $\mathfrak{f}$ is called an ideal of definition for $H$.

We summarize the properties of congruences regarding signatures in the following

Lemma 3.2. Let $R$ be an integral domain, $\{0\} \neq \mathfrak{f} \triangleleft R$ an ideal and $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ a sign vector of $R$.
(1) Let $\emptyset \neq \Gamma \subset R / \mathfrak{f} \sigma$ be a multiplicatively closed subset, $\{0\} \neq \mathfrak{f}^{\prime} \subset \mathfrak{f}$ another ideal of $R, m^{\prime} \in \mathbb{N}$ and $\sigma^{\prime}=\left(\sigma_{1}^{\prime}, \ldots, \sigma_{m^{\prime}}^{\prime}\right)$ a sign vector of $R$ such that $\left\{\sigma_{1}, \ldots, \sigma_{m}\right\} \subset\left\{\sigma_{1}^{\prime}, \ldots, \sigma_{m^{\prime}}^{\prime}\right\}$. Then there is a unique monoid homomorphism $\psi: R / \mathfrak{f}^{\prime} \sigma^{\prime} \rightarrow R / \mathfrak{f} \sigma$ satisfying

$$
\psi\left([a]_{\mathfrak{f}^{\prime} \sigma^{\prime}}\right)=[a]_{\mathfrak{f} \sigma} .
$$

$\psi$ is surjective, and if $\Gamma^{\prime}=\psi^{-1}(\Gamma) \subset R / \mathfrak{f}^{\prime} \sigma^{\prime}$, then $H_{\Gamma}=H_{\Gamma^{\prime}}$.
(2) Suppose that $a \in R^{\bullet}$. For every $e \in\{ \pm 1\}^{|\sigma|}$ there exists an element $a_{e} \in R^{\bullet}$ such that $\sigma\left(a_{e}\right)=e$ and $a_{e} \equiv a \bmod \mathfrak{f}$. If the elements $a_{e}$ are chosen in this way, then

$$
a+\mathfrak{f}=\biguplus_{e \in\{ \pm 1\}^{|\sigma|}}\left[a_{e}\right]_{\mathfrak{f} \sigma} .
$$

(3) $(R / \mathfrak{f} \sigma)^{\times}=\left\{[a]_{\mathfrak{f} \sigma} \mid a \in R^{\bullet}, a+\mathfrak{f} \in(R / \mathfrak{f})^{\times}\right\}$, and there is an exact sequence

$$
1 \rightarrow\{ \pm 1\}^{|\sigma|} \xrightarrow{\nu}(R / \mathfrak{f} \sigma)^{\times} \xrightarrow{\theta}(R / \mathfrak{f})^{\times} \rightarrow 1
$$

where $\theta\left([a]_{\mathfrak{f} \sigma}\right)=a+\mathfrak{f}$, and $\nu(e)=[a]_{\mathfrak{f} \sigma}$ if $a \equiv 1 \bmod \mathfrak{f}$ and $\sigma(a)=e$.
(4) Let $\emptyset \neq \Gamma \subset R / \mathfrak{f} \sigma$ be a multiplicatively closed subset. Then $H_{\Gamma}$ is regular modulo $\mathfrak{f}$ if and only if $\Gamma \subset(R / \mathfrak{f} \sigma)^{\times}$, and $H_{\Gamma}$ is singular modulo $\mathfrak{f}$ if and only if $\Gamma \cap(R / \mathfrak{f} \sigma)^{\times}=\emptyset$.

Proof. (1) Observe that, for all $a, b \in R^{\bullet},[a]_{\mathfrak{f}^{\prime} \sigma^{\prime}}=[b]_{f^{\prime} \sigma^{\prime}}$ implies $[a]_{\mathfrak{f} \sigma}=[b]_{\mathfrak{f} \sigma}$.
(2) and (3) are proved in [21, Hilfssatz 2, Satz 6 and Satz 7], and (4) is a simple consequence of (3).

Examples 3.3. (1) Let $R$ be an integral domain and $A \subset R$ an order in $R$ (that means, $A \subset R$ is a subring and $R / A$ is a finitely generated torsion $A$-module). Then $\mathfrak{f}=\{a \in R \mid a R \subset A\} \neq\{0\}, \mathfrak{f}$ is the largest ideal of $R$ lying in $A$, and $A / \mathfrak{f} \subset R / \mathfrak{f}$ is a subring (hence multiplicatively closed). The multiplicative monoid

$$
A^{\bullet}=\left\{a \in R^{\bullet} \mid a+\mathfrak{f} \in A / \mathfrak{f}\right\}
$$

of $A$ is the congruence monoid defined in $R$ modulo $\mathfrak{f}$ by $A / \mathfrak{f}$. It is neither regular nor singular modulo $\mathfrak{f}$.
(2) Suppose that $f \in \mathbb{N}$, and let $\Lambda \subset \mathbb{Z} / f \mathbb{Z}$ be a multiplicatively closed subset. Then the Hilbert semigroup defined modulo $f$ by $\Lambda$ is the monoid

$$
H_{f}(\Lambda)=\{a \in \mathbb{N} \mid a+f \mathbb{Z} \in \Lambda\} \cup\{1\}
$$

All examples of congruence monoids mentioned in the introduction are of this type. In order to view them as congruence monoids according to our definition, let $\sigma=\operatorname{sign}: \mathbb{Z}^{\bullet} \rightarrow\{ \pm 1\}$ be the ordinary sign function, and set

$$
\Lambda^{+}=\left\{[a]_{f \mathbb{Z} \sigma} \in \mathbb{Z} / f \mathbb{Z} \sigma \mid a \in \mathbb{N}, a+f \mathbb{Z} \in \Lambda\right\}
$$

Then $\Lambda^{+} \subset \mathbb{Z} / f \mathbb{Z} \sigma$ is a multiplicatively closed subset, and $H_{f}(\Lambda)$ is the congruence monoid defined in $\mathbb{Z}$ modulo $f \mathbb{Z} \sigma$ by $\Lambda^{+}$. Hilbert semigroups modulo $f$ may by regular (as $1+4 \mathbb{N}_{0}$ ), singular (as $\{1\} \cup 2 \mathbb{N}$ ) or neither of them $(\operatorname{as}\{a \in \mathbb{N} \mid a \not \equiv-1 \bmod 3\})$.
(3) Let $R$ be the ring of integers of an algebraic number field $K, m \in$ $\mathbb{N}_{0}$, and let $w_{1}, \ldots, w_{m}: K \rightarrow \mathbb{R}$ be the real embeddings of $K$. Define $\sigma=$ $\left(\sigma_{1}, \ldots, \sigma_{m}\right): R^{\bullet} \rightarrow\{ \pm 1\}^{m}$ by $\sigma_{j}(a)=\operatorname{sign}\left(w_{j}(a)\right)$ for all $j \in[1, m]$. For an ideal $\{0\} \neq \mathfrak{f} \triangleleft R$, the principal ray modulo $\mathfrak{f}$ in $R$ is defined by

$$
S_{\mathfrak{f}}=\left\{a \in R^{\bullet} \mid a \equiv 1 \bmod \mathfrak{f}, w_{j}(a)>0 \text { for all } j \in[1, m]\right\}
$$

According to our definition, $S_{\mathfrak{f}}$ is the congruence monoid defined in $R$ modulo $\mathfrak{f} \sigma$ by $\left\{[1]_{\mathfrak{f} \sigma}\right\}$. It is regular modulo $\mathfrak{f}$.

Proposition 3.4. Let $R$ be an integral domain and $H \subset R^{\bullet}$ a congruence monoid in $R$.
(1) Let $\{0\} \neq \mathfrak{f}^{\prime} \subset \mathfrak{f} \subset R$ be ideals of $R$. If $\mathfrak{f}$ is an ideal of definition for $H$, then so is $\mathfrak{f}^{\prime}$.
(2) If $\mathfrak{f}_{1}$ and $\mathfrak{f}_{2}$ are ideals of definition for $H$, then so is $\mathfrak{f}_{1}+\mathfrak{f}_{2}$. In particular, if $R$ is noetherian, then $H$ has a largest ideal of definition.

Proof. (1) Let $\sigma$ be a sign vector of $R$ and $\emptyset \neq \Gamma \subset R / \mathfrak{f} \sigma$ a multiplicatively closed subset such that $H=H_{\Gamma}$. If $\psi: R / \mathfrak{f}^{\prime} \sigma \rightarrow R / \mathfrak{f} \sigma$ is the homomorphism defined in Lemma 3.2(1) and $\Gamma^{\prime}=\psi^{-1}(\Gamma)$, then $H_{\Gamma^{\prime}}=H_{\Gamma}$, and thus $\mathfrak{f}^{\prime}$ is an ideal of definition for $H$.
(2) For $i \in\{1,2\}$, let $\sigma^{(i)}=\left(\sigma_{1}^{(i)}, \ldots, \sigma_{m_{i}}^{(i)}\right)$ be a sign vector of $R$ and $\emptyset \neq \Gamma_{i}^{\prime} \subset R / \mathfrak{f}_{i} \sigma^{(i)}$ a multiplicatively closed subset such that $H=H_{\Gamma_{i}^{\prime}}$.

Let $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ be a sign vector of $R$ such that $\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}=$ $\left\{\sigma_{1}^{(1)}, \ldots, \sigma_{m_{1}}^{(1)}, \sigma_{1}^{(2)}, \ldots, \sigma_{m_{2}}^{(2)}\right\}$. If $\psi_{i}: R / \mathfrak{f}_{i} \sigma \rightarrow R / \mathfrak{f}_{i} \sigma^{(i)}$ is the homomorphism defined in Lemma 3.2(1) and $\Gamma_{i}=\psi_{i}^{-1}\left(\Gamma_{i}^{\prime}\right)$, then $H=H_{\Gamma_{1}}=H_{\Gamma_{2}}$.

We set $\mathfrak{f}=\mathfrak{f}_{1}+\mathfrak{f}_{2}$ and $\Gamma=\left\{[a]_{\mathfrak{f} \sigma} \mid a \in H \backslash\{1\}\right\} \subset R / \mathfrak{f} \sigma$. Then $\Gamma \neq \emptyset$ is a multiplicatively closed subset of $R / \mathfrak{f} \sigma, H \subset H_{\Gamma}$, and we assert that equality holds. If $b \in H_{\Gamma} \backslash\{1\}$, then there exists some $a \in H \backslash\{1\}$ such that $[b]_{\mathfrak{f} \sigma}=[a]_{\mathfrak{f} \sigma}$, that is, $b \equiv a \bmod \mathfrak{f}$ and $\sigma(b)=\sigma(a)$. Hence there exist elements $x_{1} \in \mathfrak{f}_{1}$ and $x_{2} \in \mathfrak{f}_{2}$ such that $b=a+x_{1}+x_{2}$, and there exists some $c \in R^{\bullet} \backslash\{1\}$ such that $c \equiv a+x_{1} \bmod \left(\mathfrak{f}_{1} \cap \mathfrak{f}_{2}\right)$ and $\sigma(c)=\sigma(a)$. We set $c=a+x_{1}+x_{0}$, where $x_{0} \in \mathfrak{f}_{1} \cap \mathfrak{f}_{2}$. Now $[c]_{\mathfrak{f}_{1} \sigma}=[a]_{\mathfrak{f}_{1} \sigma}$ implies $c \in H$. Since $b=c+\left(x_{2}-x_{0}\right) \equiv c \bmod \mathfrak{f}_{2}$ and $\sigma(b)=\sigma(c)$, we obtain $[b]_{\mathfrak{f}_{2} \sigma}=[c]_{\mathfrak{f}_{2} \sigma}$, and thus finally $b \in H$.

Our next result is the divisor-theoretic description of congruence monoids in Dedekind domains. We fix some notations and conventions.

Assumptions for congruence monoids in Dedekind domains. Let $R$ be a Dedekind domain, $\{0\} \neq \mathfrak{f} \triangleleft R, \sigma$ a sign vector of $R, \emptyset \neq \Gamma \subset R / \mathfrak{f} \sigma$ a multiplicatively closed subset and

$$
H_{\Gamma}=\left\{a \in R^{\bullet} \mid[a]_{f \sigma} \in \Gamma\right\} \cup\{1\}
$$

the congruence monoid defined in $R$ modulo $\mathfrak{f} \sigma$ by $\Gamma$. We set $\mathcal{P}=\max (R)$, we denote by $\mathcal{I}=\mathcal{F}(\mathcal{P})$ the monoid of all non-zero ideals of $R$ and, for $\mathfrak{p} \in \mathcal{P}$, by $v_{\mathfrak{p}}$ the $\mathfrak{p}$-adic exponent. We set
$\mathcal{P}_{\mathfrak{f}}=\{\mathfrak{p} \in \mathcal{P} \mid \mathfrak{p}+\mathfrak{f}=R\}, \quad T_{\mathfrak{f}}=R^{\bullet} \backslash \bigcup_{\mathfrak{p} \in \mathcal{P} \backslash \mathcal{P}_{\mathfrak{f}}} \mathfrak{p}=\left\{a \in R^{\bullet} \mid a+\mathfrak{f} \in(R / \mathfrak{f})^{\times}\right\}$,
we denote by $\mathcal{I}_{\mathrm{f}}=\mathcal{F}\left(\mathcal{P}_{\mathrm{f}}\right) \subset \mathcal{I}$ the monoid of all non-zero ideals of $R$ which are coprime to $\mathfrak{f}$, and we consider the semilocal principal ideal domain $T_{\mathfrak{f}}^{-1} R$.

The embedding $R \hookrightarrow T_{f}^{-1} R$ induces an isomorphism

$$
R / \mathfrak{f} \sigma \xrightarrow{\sim} T_{\mathfrak{f}}^{-1} R / T_{\mathfrak{f}}^{-1} \mathfrak{f} \sigma
$$

by which we will identify these two semigroups. Then $[a]_{f \sigma}=[a]_{T_{f}^{-1} f \sigma}$ for all $a \in R^{\bullet}$. Let

$$
H_{\Gamma, \mathfrak{f}}=\left\{z \in\left(T_{\mathfrak{f}}^{-1} R\right)^{\bullet} \mid[z]_{T_{\mathfrak{f}}^{-1} \mathfrak{f} \sigma} \in \Gamma\right\} \cup\{1\}
$$

be the congruence monoid in the semilocal principal ideal domain $T_{\mathrm{f}}^{-1} R$ defined modulo $T_{\mathfrak{f}}^{-1} \mathfrak{f} \sigma$ by $\Gamma$. Clearly, $H_{\Gamma} \subset H_{\Gamma, \mathfrak{f}}$. Now we define

$$
\partial: H_{\Gamma} \rightarrow \mathcal{F}\left(\mathcal{P}_{\mathfrak{f}}\right) \times\left(H_{\Gamma, \mathfrak{f}}\right)_{\mathrm{red}} \quad \text { by } \quad \partial(a)=\left(\prod_{\mathfrak{p} \in \mathcal{P}_{\mathfrak{f}}} \mathfrak{p}^{\mathfrak{v}_{\mathfrak{p}}(a)}, a H_{\Gamma, \mathfrak{f}}^{\times}\right),
$$

and we call $\partial$ the canonical divisor homomorphism associated with $H_{\Gamma}$ (we shall prove in a moment that it is indeed a divisor homomorphism). We view $\partial$ as the family of its components
$\partial=\left(\left(\partial_{\mathfrak{p}}\right)_{\mathfrak{p} \in \mathcal{P}_{\mathfrak{f}}}, \partial_{\mathfrak{f}}\right), \quad$ where $\quad \partial_{\mathfrak{p}}(a)=\mathfrak{p}^{\boldsymbol{V}_{\mathfrak{p}}(a)}$ for $\mathfrak{p} \in \mathcal{P}_{\mathfrak{f}}$ and $\partial_{\mathfrak{f}}(a)=a H_{\Gamma, \mathfrak{f}}^{\times}$. We define

$$
H_{\Gamma}^{*}=\partial^{-1} \mathcal{F}\left(\mathcal{P}_{\mathfrak{f}}\right), \quad \partial^{*}=\partial \mid H_{\Gamma}^{*}: H_{\Gamma}^{*} \rightarrow \mathcal{F}\left(\mathcal{P}_{\mathfrak{f}}\right)=\mathcal{I}_{\mathfrak{f}}
$$

Theorem 3.5. Let $R$ be a Dedekind domain, and let $H_{\Gamma} \subset R^{\bullet}$ be a congruence monoid as in the assumptions for congruence monoids in Dedekind domains.
(1) $\partial: H_{\Gamma} \rightarrow \mathcal{F}\left(\mathcal{P}_{\mathfrak{f}}\right) \times\left(H_{\Gamma, \mathfrak{f}}\right)_{\text {red }}$ is a divisor homomorphism.
(2) Suppose that $(R / \mathfrak{f} \sigma)^{\times} \cap \Gamma$ is a subgroup of $(R / \mathfrak{f} \sigma)^{\times}$. Then:
(a) $H_{\Gamma, \mathfrak{f}}=\left(T_{\mathfrak{f}} \cap H_{\Gamma}\right)^{-1} H_{\Gamma}$.
(b) $\partial$ has the approximation property.
(c) $H_{\Gamma}^{*}$ is a Krull monoid, $\partial^{*}$ is a divisor theory having the approximation property, and $\mathcal{C}(\partial) \cong \mathcal{C}\left(\partial^{*}\right) \cong \mathcal{C}\left(H_{\Gamma}^{*}\right)$. Moreover,
$H_{\Gamma}^{*}=\left\{a \in H_{\Gamma} \mid a R+\mathfrak{f}=R\right\}=\left\{a \in R^{\bullet} \mid[a]_{\mathfrak{f} \sigma} \in(R / \mathfrak{f} \sigma)^{\times} \cap \Gamma\right\}$, and there is a (canonical) exact sequence

$$
1 \rightarrow(R / \mathfrak{f} \sigma)^{\times} /\left[R^{\times}\right]_{\mathfrak{f} \sigma}\left(\Gamma \cap(R / \mathfrak{f} \sigma)^{\times}\right) \rightarrow \mathcal{C}\left(H_{\Gamma}^{*}\right) \rightarrow \mathcal{C}(R) \rightarrow 0
$$

where $\left[R^{\times}\right]_{\mathfrak{f} \sigma}=\left\{[u]_{\mathfrak{f} \sigma} \mid u \in R^{\times}\right\}$, and $\mathcal{C}(R)$ denotes the ideal class group of $R$.
(3) Let $\mathfrak{f}$ be the largest ideal of definition for $H_{\Gamma}$ and suppose that $(R / \mathfrak{f} \sigma)^{\times} \cap \Gamma$ is a subgroup of $(R / \mathfrak{f} \sigma)^{\times}$. Then $H_{\Gamma}$ is a Krull monoid if and only if $H_{\Gamma}$ is regular modulo $\mathfrak{f}$.

Proof. (1) If $a, b \in H_{\Gamma}$ and $\partial(a) \mid \partial(b)$, then $\boldsymbol{v}_{\mathfrak{p}}(a) \leq \mathrm{v}_{\mathfrak{p}}(b)$ for all $\mathfrak{p} \in \mathcal{P}_{\mathfrak{f}}$ and $a^{-1} b \in H_{\Gamma, \mathfrak{f}} \subset T_{\mathfrak{f}}^{-1} R$. Hence also $\boldsymbol{v}_{\mathfrak{p}}(a) \leq \mathfrak{v}_{\mathfrak{p}}(b)$ for all $\mathfrak{p} \in \mathcal{P} \backslash \mathcal{P}_{\mathfrak{f}}$, and thus $c=a^{-1} b \in R$. If $c=1$, there is nothing to do. If $c \neq 1$, then $[c]_{\mathfrak{f} \sigma}=\left[a^{-1} b\right]_{T^{-1} \mathfrak{f} \sigma} \in \Gamma$ implies $c \in H_{\Gamma}$ and thus $a \mid b$ (in $H_{\Gamma}$ ).
(2) If $(R / \mathfrak{f} \sigma)^{\times} \cap \Gamma$ is a subgroup of $(R / \mathfrak{f} \sigma)^{\times}$, then $[1]_{\mathfrak{f} \sigma} \in \Gamma$ and therefore $H_{\Gamma}=\left\{a \in R^{\bullet} \mid[a]_{\mathfrak{f} \sigma} \in \Gamma\right\}$.
(a) We show first that $T_{\mathfrak{f}} \cap H_{\Gamma} \subset H_{\Gamma, \mathfrak{f}}^{\times}$(which implies that $H_{\Gamma, \mathfrak{f}} \supset$ $\left.\left(T_{\mathfrak{f}} \cap H_{\Gamma}\right)^{-1} H_{\Gamma}\right)$. If $s \in T_{\mathfrak{f}} \cap H_{\Gamma}$, then $[s]_{\mathfrak{f} \sigma} \in \Gamma \cap(R / \mathfrak{f} \sigma)^{\times}$, and since $\Gamma \cap$ $(R / \mathfrak{f} \sigma)^{\times}$is a group, we obtain $\left[s^{-1}\right]_{T^{-1} \mathfrak{f} \sigma}=[s]_{\mathfrak{f} \sigma}^{-1} \in \Gamma$. Hence $s^{-1} \in H_{\Gamma, \mathfrak{f}}$ and $s \in H_{\Gamma, f}^{\times}$.

For the reverse inclusion, suppose that $b=s^{-1} c \in H_{\Gamma, \mathfrak{f}}$, where $c \in R^{\bullet}$ and $s \in T_{\mathfrak{f}}$. By Lemma 3.2, there exists some $s^{\prime} \in R^{\bullet}$ such that $s s^{\prime} \equiv$ $1 \bmod \mathfrak{f} \sigma$ and therefore $\left[c s^{\prime}\right]_{\mathfrak{f} \sigma}=\left[\left(c s^{\prime}\right)\left(s s^{\prime}\right)^{-1}\right]_{T^{-1} \mathfrak{f} \sigma} \in \Gamma$. Since $c s^{\prime} \in H_{\Gamma}$ and $s s^{\prime} \in T_{\mathfrak{f}} \cap H_{\Gamma}$, we obtain $b \in\left(T_{\mathfrak{f}} \cap H_{\Gamma}\right)^{-1} H_{\Gamma}$.
(b) Suppose that $n \in \mathbb{N}$, let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n} \in \mathcal{P}_{\mathfrak{f}}$ be distinct, $e_{1}, \ldots, e_{n} \in \mathbb{N}_{0}$ and $b \in H_{\Gamma, \mathfrak{f}}$. We must prove that there exists some $a \in H_{\Gamma}$ such that $\boldsymbol{v}_{\mathfrak{p}_{i}}(a)=e_{i}$ for all $i \in[1, n]$, and $a H_{\Gamma, \mathfrak{f}}^{\times}=b H_{\Gamma, \mathfrak{f}}^{\times}$. By (a) there exists some $c \in H_{\Gamma}$ and $s \in T_{\mathfrak{f}} \cap H_{\Gamma}$ such that $b=s^{-1} c$. Let $q \in R^{\bullet}$ be such that $\mathrm{v}_{\mathfrak{q}}(q)=$
$\mathbf{v}_{\mathfrak{q}}(c)$ for all $\mathfrak{q} \in \mathcal{P} \backslash \mathcal{P}_{\mathfrak{f}}$ and $\mathbf{v}_{\mathfrak{p}_{i}}(q)=0$ for all $i \in[1, n]$. Then $q^{-1} c \in\left(T_{\mathfrak{f}}^{-1} R\right)^{\times}$, and thus there exist elements $w, t \in T_{\mathfrak{f}}$ such that $q^{-1} c=w^{-1} t$. For $i \in[1, n]$, let $p_{i} \in \mathfrak{p}_{i} \backslash \mathfrak{p}_{i}^{2}$. By the Chinese Remainder Theorem and Lemma 3.2, there exists some $u \in R^{\boldsymbol{\bullet}}$ satisfying

$$
w u \equiv t \bmod \mathfrak{f} \sigma, \quad u \equiv p_{i} \bmod \mathfrak{p}_{i}^{e_{i}+1} \quad \text { for all } i \in[1, n] .
$$

Then $a=q u \in H, \mathbf{v}_{\mathfrak{p}_{i}}(a)=\mathrm{v}_{\mathfrak{p}_{i}}(u)=e_{i}$ for all $i \in[1, n],[a]_{f \sigma}=\left[q w^{-1} t\right]_{T^{-1} f \sigma}$ $=[c]_{\mathfrak{f} \sigma} \in \Gamma$ implies $a \in H_{\Gamma}$, and $b^{-1} a=s c^{-1} q u=s w u t^{-1} \equiv s \bmod T^{-1} \mathfrak{f} \sigma$ implies $b a^{-1} \in H_{\Gamma, f}^{\times}$.
(c) By definition, $H_{\Gamma}^{*}=\left\{a \in H_{\Gamma} \mid a R+\mathfrak{f}=R\right\}=\left\{a \in R^{\bullet} \mid[a]_{\mathfrak{f} \sigma} \in\right.$ $\left.(R / \mathfrak{f} \sigma)^{\times} \cap \Gamma\right\}$. The remaining assertions except those concerning the exact sequence follow by Proposition 2.1.

We identify $\mathcal{C}\left(H_{\Gamma}^{*}\right)$ with $\mathcal{C}\left(\partial^{*}\right)$. For $\mathfrak{a} \in \mathcal{I}_{\mathfrak{f}}$, we denote by $[\mathfrak{a}] \in \mathcal{C}(R)$ the ideal class of $\mathfrak{a}$. Then $\mathcal{C}(R)=\left\{[\mathfrak{a}] \mid \mathfrak{a} \in \mathcal{I}_{f}\right\}$ and $\mathcal{C}\left(H_{\Gamma}^{*}\right)=\left\{[\mathfrak{a}]_{\partial^{*}} \mid\right.$ $\left.\mathfrak{a} \in \mathcal{I}_{\mathfrak{f}}\right\}$. Since $[\mathfrak{a}]_{\partial^{*}}=[\mathfrak{b}]_{\partial^{*}}$ implies $[\mathfrak{a}]=[\mathfrak{b}]$ for all $\mathfrak{a}, \mathfrak{b} \in \mathcal{I}_{\mathfrak{f}}$, there is an epimorphism $\eta: \mathcal{C}\left(H_{\Gamma}^{*}\right) \rightarrow \mathcal{C}(R)$ satisfying $\eta\left([\mathfrak{a}]_{\partial^{*}}\right)=[\mathfrak{a}]$ for all $\mathfrak{a} \in \mathcal{I}_{\mathfrak{f}}$, and $\operatorname{Ker}(\eta)=\left\{[z R]_{\partial^{*}} \mid z \in T_{\mathfrak{f}}\right\}$. If $z, z^{\prime} \in T_{\mathfrak{f}}$ and $z \equiv z^{\prime} \bmod \mathfrak{f} \sigma$, then $[z R]_{\partial^{*}}=\left[z^{\prime} R\right]_{\partial^{*}}$. Hence there exists an epimorphism $\theta:(R / \mathfrak{f} \sigma)^{\times} \rightarrow \operatorname{Ker}(\eta)$ satisfying $\theta\left([z]_{f \sigma}\right)=[z R]_{\partial^{*}}$ for all $z \in T_{\mathrm{f}}$, and $\operatorname{Ker}(\theta)$ consists of all $[a]_{\mathrm{f} \sigma} \in$ $(R / \mathfrak{f} \sigma)^{\times}$such that there exists some $\varepsilon \in R^{\times}$satisfying $[\varepsilon a]_{\mathfrak{f} \sigma} \in \Gamma$. Hence $\operatorname{Ker}(\theta)=\left[R^{\times}\right]_{\mathfrak{f} \sigma}\left(\Gamma \cap(R / \mathfrak{f} \sigma)^{\times}\right)$.
(3) If $H_{\Gamma}$ is regular modulo $\mathfrak{f}$, then $H_{\Gamma}=H_{\Gamma}^{*}$, and thus it is a Krull monoid by (2).

Suppose now that $H_{\Gamma}$ is a Krull monoid, and set $\mathfrak{f}=\mathfrak{p}_{1}^{e_{1}} \cdot \ldots \cdot \mathfrak{p}_{s}^{e_{s}}$, where $s \in \mathbb{N}_{0}, \mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s} \in \mathcal{P}$ are distinct and $e_{1}, \ldots, e_{s} \in \mathbb{N}$. We consider the decomposition $\mathfrak{f}=\mathfrak{f}_{0} \mathfrak{f}_{1}$, where

$$
\mathfrak{f}_{0}=\prod_{\substack{i=1 \\ \mathfrak{p}_{i} \cap H \neq \emptyset}}^{s} \mathfrak{p}_{i}^{e_{i}}, \quad \mathfrak{f}_{1}=\prod_{\substack{i=1 \\ \mathfrak{p}_{i} \cap H=\emptyset}}^{s} \mathfrak{p}_{i}^{e_{i}}
$$

Then $H_{\Gamma}$ is regular modulo $\mathfrak{f}$ if and only if $\mathfrak{f}_{0}=R$. The set $\Gamma_{1}=\left\{[a]_{\mathfrak{f}_{1} \sigma} \mid\right.$ $\left.a \in H_{\Gamma}, a \neq 1\right\} \subset R / \mathfrak{f}_{1} \sigma$ is a non-empty multiplicatively closed subset, and $H_{\Gamma} \subset H_{\Gamma_{1}}$. We shall prove that $H_{\Gamma_{1}} \subset H_{\Gamma}$. Then equality holds, $f_{1}$ is an ideal of definition for $H_{\Gamma}$, and therefore $\mathfrak{f}_{1}=\mathfrak{f}$, $\mathfrak{f}_{0}=R$, and $H$ is regular modulo $f$.

By the very definition of $\mathfrak{f}_{0}$, there exists an element $y \in \mathfrak{f}_{0} \cap H_{\Gamma}$. If $x \in$ $H_{\Gamma_{1}} \backslash\{1\}$, then there exists some $a \in H_{\Gamma} \backslash\{1\}$ such that $x \equiv a \bmod \mathfrak{f}_{1} \sigma$. For all $n \in \mathbb{N}$, this implies $x^{n} y \equiv a^{n} y \bmod \mathfrak{f} \sigma$, hence $x^{n} y \in H_{\Gamma}$, and the identity $(x y)^{n+1}=y^{n}\left(x^{n+1} y\right.$ ) implies $y^{n} \mid(x y)^{n+1}$ (in $H_{\Gamma}$ ). By [20, Lemma 2], we get $y \mid x y$ (in $H_{\Gamma}$ ), and thus $x \in H_{\Gamma}$.

The following Theorem 3.6 is the main result of this paper. Its proof will be completed in Section 6.

Theorem 3.6 (Main Theorem for congruence monoids in Dedekind domains). Let $R$ be a Dedekind domain, $H$ a congruence monoid in $R$ and $\mathfrak{f}$ an ideal of definition for $H$. If the residue class ring $R / \mathfrak{f}$ and the ideal class group $\mathcal{C}(R)$ are both finite, then $H$ is locally tame, $\mathrm{c}(H)<\infty$, and the Structure Theorem for Sets of Lengths holds for $H$.
4. Class semigroups. If $H \subset D$ is a submonoid, we defined the class group of $D$ modulo $H$ by $D / H=\mathrm{q}(D) / \mathrm{q}(H)$. This definition generalizes the usual notion of a class group in algebraic number theory. However, it does not describe the structure of $H$ in $D$ in a sufficiently precise way unless $H \subset D$ is saturated and cofinal. In the general case, we have to introduce the following more subtle construction.

Definition 4.1. Let $D$ be a monoid and $A \subset D$ a subset. Two elements $y, y^{\prime} \in D$ are called $A$-equivalent (in $D$ ) if

$$
y^{-1} A \cap D=y^{-1} A \cap D
$$

It is easily checked that $A$-equivalence is a congruence relation on $D$. For $y \in D$, we denote by $[y]_{A}^{D}$ the $A$-equivalence class of $y$, and we define

$$
\mathcal{C}(A, D)=\left\{[y]_{A}^{D} \mid y \in D\right\}, \quad \mathcal{C}^{*}(A, D)=\left\{[y]_{A}^{D} \mid y \in\left(D \backslash D^{\times}\right) \cup\{1\}\right\}
$$

The quotient law on $\mathcal{C}(A, D)$ is written additively, that is, $[x y]_{A}^{D}=$ $[x]_{A}^{D}+[y]_{A}^{D}$ for all $x, y \in D$. Then $\mathcal{C}(A, D)$ is an (additive) semigroup, $\mathcal{C}^{*}(A, D) \subset \mathcal{C}(A, D)$ is a subsemigroup, and the assignment $y \mapsto[y]_{A}^{D}$ defines a surjective semigroup homomorphism $D \rightarrow \mathcal{C}(A, D)$.

If $T \subset D$ is any subset, then the map

$$
\psi:\left\{[y]_{A}^{D} \mid y \in T\right\} \rightarrow\left\{y^{-1} A \cap D \mid y \in T\right\}, \quad[y]_{A}^{D} \mapsto y^{-1} A \cap D
$$

is bijective by definition. Note that for all $y \in D$ we have either $[y]_{A}^{D} \cap A=\emptyset$ or $[y]_{A}^{D} \subset A$. Indeed, if $a \in[y]_{A}^{D} \cap A$ and $z \in[y]_{A}^{D}$, then $[a]_{A}^{D}=[z]_{A}^{D}$, hence $1 \in a^{-1} A \cap D=z^{-1} A \cap D$, and therefore $z \in A$.

Without giving details, we mention that there are examples of submonoids $H \subset D$ such that $D / H=\{0\}$ but $\mathcal{C}(H, D)$ is infinite. However, if $H \subset D$ is saturated and cofinal, and if $y, y^{\prime} \in D$, then $[y]_{D / H}=\left[y^{\prime}\right]_{D / H}$ if and only if $[y]_{H}^{D}=\left[y^{\prime}\right]_{H}^{D}$, and thus $\mathcal{C}(H, D) \cong D / H$.

Proposition 4.2. Let $D$ be a factorial monoid, and let $H \subset D$ be an atomic submonoid such that $H \cap D^{\times}=H^{\times}$and $\mathcal{C}^{*}(H, D)$ is finite. Then $\mathcal{C}^{*}(\mathcal{A}(H), D)$ is also finite.

Proof. We set $D^{*}=D \backslash D^{\times}$and $H^{*}=H \backslash H^{\times}$. By assumption, the set $\left\{y^{-1} H \cap D \mid y \in D^{*}\right\}$ is finite, and we must prove that the set $\left\{y^{-1} \mathcal{A}(H) \cap D \mid\right.$ $\left.y \in D^{*}\right\}$ is also finite.

If $y \in D^{*}$ and $a \in y^{-1} H \cap D$, then $a y=u \in H \backslash D^{\times}=H^{*}$. Hence $y^{-1} H \cap D=y^{-1} H^{*} \cap D$, and therefore the set $\left\{y^{-1} H^{*} \cap D \mid y \in D^{*}\right\}$ is also finite. Now we consider the partition $H^{*}=\mathcal{A}(H) \uplus H^{*} H^{*}$. If $y \in D$, then $y^{-1} H^{*} \cap D=\left(y^{-1} \mathcal{A}(H) \cap D\right) \uplus\left(y^{-1} H^{*} H^{*} \cap D\right)$. Hence it is sufficient to prove that the set $\left\{y^{-1} H^{*} H^{*} \cap D \mid y \in D^{*}\right\}$ is finite, and for this, we show that

$$
y^{-1} H^{*} H^{*} \cap D=\bigcup_{\substack{y_{1}, y_{2} \in D^{*} \cup\{1\} \\ y_{1} y_{2}=y}}\left(y_{1}^{-1} H^{*} \cap D\right)\left(y_{2}^{-1} H^{*} \cap D\right) .
$$

If $a \in y^{-1} H^{*} H^{*} \cap D$, then $a y=a_{1} a_{2}$, where $a_{1}, a_{2} \in H^{*}$. Since $D$ is factorial, there exist elements $y_{1}, y_{2} \in D^{*} \cup\{1\}$ such that $y=y_{1} y_{2}, y_{1} \mid a_{1}$ and $y_{2} \mid a_{2}$, and we obtain

$$
a=\left(y_{1}^{-1} a_{1}\right)\left(y_{2}^{-1} a_{2}\right) \in\left(y_{1}^{-1} H^{*} \cap D\right)\left(y_{2}^{-1} H^{*} \cap D\right)
$$

The reverse inclusion is obvious.
Now we are going to explain in which way the class semigroup $\mathcal{C}^{*}(H, D)$ connects the arithmetic of $H$ with that of $D$. We need the following notions.

Definition 4.3. (1) Let $H$ be a monoid and $a, b \in H$. Then $\omega_{H}(a, b)$ denotes the smallest $N \in \mathbb{N}_{0} \cup\{\infty\}$ with the following property: For any $n \in \mathbb{N}$ and $a_{1}, \ldots, a_{n} \in H$, if $a=a_{1} \cdot \ldots \cdot a_{n}$ and $b \mid a$, then there exists a subset $\Omega \subset[1, n]$ such that $|\Omega| \leq N$ and

$$
b \mid \prod_{\nu \in \Omega} a_{\nu}
$$

By definition, $\omega_{H}(a, b)=0$ if either $b \nmid a$ or $b \in H^{\times}$. If $m \in \mathbb{N}_{0}, p_{1}, \ldots, p_{m}$ are primes of $H$ and $b=p_{1} \cdot \ldots \cdot p_{m}$, then $\omega_{H}(a, b) \leq m$.
(2) Let $C$ be an additive abelian semigroup. We denote by $\mathrm{d}(C)$ the smallest $d \in \mathbb{N} \cup\{\infty\}$ with the following property: For any $m \in \mathbb{N}$ and $c_{1}, \ldots, c_{m} \in C$ there exists a subset $J \subset[1, m]$ such that $|J| \leq d$ and

$$
\sum_{j=1}^{m} c_{j}=\sum_{j \in J} c_{j} .
$$

If $C$ is an abelian group, then $\mathrm{D}(C)=\mathrm{d}(C)+1$ is known as Davenport's constant and plays an important role in the theory of non-unique factorization (see [8] or [30, Section 9.1]).

Lemma 4.4. If $C$ is a finite additive abelian semigroup, then $\mathrm{d}(C)<\infty$.
Proof. Suppose that $C=\left\{c_{1}, \ldots, c_{k}\right\}$. For every $c \in C$ we consider the set

$$
X(c)=\left\{\left(m_{1}, \ldots, m_{k}\right) \in \mathbb{N}_{0}^{k} \mid \sum_{i=1}^{k} m_{i} c_{i}=c\right\} .
$$

The set $\operatorname{Min}(X(c))$ of minimal points of $X(c)$ is finite by Dickson's Theorem (see [25, Theorem 1.1]), and therefore the set

$$
X=\bigcup_{c \in C} \operatorname{Min}(X(c)) \subset \mathbb{N}_{0}^{k}
$$

is also finite. By construction, we obtain $\mathrm{d}(C)=\max \{|\mathbf{m}| \mid \mathbf{m} \in X\}$.
Proposition 4.5. Let $H \subset D$ be a submonoid, $H \cap D^{\times}=H^{\times}$and $a, b \in H$. Then

$$
\omega_{H}(a, b) \leq \omega_{D}(a, b)+\mathrm{d}\left(\mathcal{C}^{*}(H, D)\right)
$$

Proof. Suppose that $n \in \mathbb{N}, a, b, a_{1}, \ldots, a_{n} \in H, a=a_{1} \cdot \ldots \cdot a_{n}$ and $\left.b\right|_{H} a$. We may assume that $a_{1}, \ldots, a_{n}$ do not lie in $H^{\times}$and thus not in $D^{\times}$. Since $\left.b\right|_{D} a$, it follows that (after renumbering, if necessary) there exists some $m \in[1, n]$ such that $m \leq \omega_{D}(a, b)$ and $\left.b\right|_{D} a_{1} \cdot \ldots a_{m}$. Let $d \in D$ be such that $a_{1} \cdot \ldots \cdot a_{m}=b d$. Then $b^{-1} a=a_{m+1} \cdot \ldots \cdot a_{n} d$, and (after renumbering again, if necessary), there exists some $t \in \mathbb{N}$ such that $m+t \leq n, t \leq \mathrm{d}\left(\mathcal{C}^{*}(H, D)\right)$ and

$$
\sum_{j=m+1}^{n}\left[a_{j}\right]_{H}^{D}=\sum_{j=m+1}^{m+t}\left[a_{j}\right]_{H}^{D}
$$

Then

$$
\left[b^{-1} a\right]_{H}^{D}=\sum_{j=m+1}^{n}\left[a_{j}\right]_{H}^{D}+[d]_{H}^{D}=\sum_{j=m+1}^{m+t}\left[a_{j}\right]_{H}^{D}+[d]_{H}^{D}=\left[a_{m+1} \cdot \ldots \cdot a_{m+t} d\right]_{H}^{D},
$$

and $b^{-1} a \in H$ implies $b^{-1} a_{1} \cdot \ldots \cdot a_{m+t}=a_{m+1} \cdot \ldots \cdot a_{m+t} d \in H$. Hence $b \mid a_{1} \cdot \ldots \cdot a_{m+t}$, and since $m+t \leq \omega_{D}(a, b)+\mathrm{d}\left(\mathcal{C}^{*}(H, D)\right)$, we are done.

Theorem 4.6 (Partition Theorem). Let $D$ be a factorial monoid, and let $S \subset H \subset D$ be submonoids such that $\mathcal{C}^{*}(\mathcal{A}(H), D)$ is finite. Let $\Omega \subset H$ be a subset such that $\Omega \cap D^{\times} \subset H^{\times}$and

$$
\sup \left\{\omega_{H}(a b, b) \mid a \in S, b \in \Omega\right\}<\infty
$$

Then $\Omega$ has a finite decomposition $\Omega=\Omega_{1} \cup \ldots \cup \Omega_{t}$ such that, for all $j \in[1, t], a \in S$ and $b, b^{\prime} \in \Omega_{j}$, we have $\mathrm{L}_{H}(a b)=\mathrm{L}_{H}\left(a b^{\prime}\right)$.

In particular, if $\mathfrak{a} \subset H$ is a pattern ideal, $j \in[1, t], a \in S$ and $b, b^{\prime} \in \Omega_{j}$, then $a b \in \mathfrak{a}$ if and only if $a b^{\prime} \in \mathfrak{a}$.

Proof. Let $M \in \mathbb{N}$ be such that $\omega_{H}(a b, b) \leq M$ for all $a \in S$ and $b \in \Omega$, and set

$$
C=\left\{[a]_{\mathcal{A}(H)}^{D} \mid a \in\left(D \backslash D^{\times}\right) \cup H^{\times}\right\} .
$$

Since $[\varepsilon]_{\mathcal{A}(H)}^{D}=[1]_{\mathcal{A}(H)}^{D}$ for all $\varepsilon \in H^{\times}$, we infer that $C=\mathcal{C}^{*}(\mathcal{A}(H), D)$ is finite. For $b \in \Omega \backslash H^{\times}$, we denote by $\mathbf{T}(b)$ the set of all $T \in \mathcal{F}(C)$ which arise in the following way: There exists some $m \in[1, M]$, and there exist elements $x_{1}, \ldots, x_{m} \in D, y_{1}, \ldots, y_{m} \in\left(D \backslash D^{\times}\right) \cup H^{\times}$and $a_{1} \in H$ such that
$b=y_{1} \cdot \ldots \cdot y_{m}, a=a_{1} x_{1} \cdot \ldots \cdot x_{m} \in S$, the elements $x_{j} y_{j}$ are atoms of $H$ for all $j \in[1, m]$, and

$$
T=\prod_{j=1}^{m}\left[y_{j}\right]_{\mathcal{A}(H)}^{D}
$$

By assumption, the set $\mathcal{T}=\left\{\mathbf{T}(b) \mid b \in \Omega \backslash H^{\times}\right\}$is finite. For $T \in \mathcal{T}$, we denote by $\Omega_{T}$ the set of all $b \in \Omega \backslash H^{\times}$such that $\mathbf{T}(b)=T$, and we assert that

$$
\Omega=\left(\Omega \cap H^{\times}\right) \cup \bigcup_{T \in \mathcal{T}} \Omega_{T}
$$

is the desired decomposition. If $b, b^{\prime} \in H^{\times}$, then clearly $\mathrm{L}_{H}(a b)=\mathrm{L}_{H}\left(a b^{\prime}\right)$ for all $a \in S$. Thus assume that $T \in \mathcal{T}, b, b^{\prime} \in \Omega_{T}, a \in S$ and $n \in \mathrm{~L}_{H}(a b)$. We must prove that $n \in \mathrm{~L}_{H}\left(a b^{\prime}\right)$.

Let $u_{1}, \ldots, u_{n} \in \mathcal{A}(H)$ be such that $a b=u_{1} \ldots . u_{n}$. Since $\omega_{H}(a b, b) \leq M$, we may renumber $u_{1}, \ldots, u_{n}$ in such a way that $\left.b\right|_{H} u_{1} \cdot \ldots \cdot u_{m}$ for some $m \in[1, M]$, say $u_{1} \cdot \ldots \cdot u_{m}=b c$, where $c \in H$. Since $D$ is factorial, there exist elements $x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m} \in D$ such that $b=y_{1} \cdot \ldots \cdot y_{m}, c=x_{1} \cdot \ldots \cdot x_{m}$, and $u_{j}=x_{j} y_{j}$ for all $j \in[1, m]$. We may assume that $y_{j} \notin D^{\times} \backslash H^{\times}$for all $j \in[1, m]$. Indeed, suppose that (after renumbering) there is some $l \in[1, m]$ such that $y_{1}, \ldots, y_{l} \in D^{\times} \backslash H^{\times}$and $y_{l+1}, \ldots, y_{m} \notin D^{\times} \backslash H^{\times}$. Since $b \notin H^{\times}$, we infer $l<m$. Now we replace $y_{1}, \ldots, y_{l}$ by $1, y_{m}$ by $\left(y_{1} \cdot \ldots \cdot y_{l}\right) y_{m}, x_{j}$ by $y_{j} x_{j}$ for all $j \in[1, l]$ and $x_{m}$ by $\left(y_{1} \cdot \ldots \cdot y_{l}\right)^{-1} x_{m}$ to arrive at an appropriate choice.

If $a_{1}=u_{m+1} \cdot \ldots \cdot u_{n}$, then $a=a_{1} x_{1} \cdot \ldots \cdot x_{m}$,

$$
T=\prod_{j=1}^{m}\left[y_{j}\right]_{\mathcal{A}(H)}^{D} \in \mathbf{T}(b)=\mathbf{T}\left(b^{\prime}\right)
$$

and hence there exists a product decomposition $b^{\prime}=y_{1}^{\prime} \cdot \ldots \cdot y_{m}^{\prime}$, where $y_{j}^{\prime} \in\left(D \backslash D^{\times}\right) \cup H^{\times}$and $\left[y_{j}^{\prime}\right]_{\mathcal{A}(H)}^{D}=\left[y_{j}\right]_{\mathcal{A}(H)}^{D}$ for all $j \in[1, m]$. For $j \in$ $[1, m]$, we have $x_{j}=y_{j}^{-1} u_{j} \in y_{j}^{-1} \mathcal{A}(H) \cap D=y_{j}^{\prime-1} \mathcal{A}(H) \cap D$ and therefore $x_{j} y_{j}^{\prime} \in \mathcal{A}(H)$. Since $a b^{\prime}=\left(x_{1} y_{1}^{\prime}\right) \cdot \ldots \cdot\left(x_{m} y_{m}^{\prime}\right) u_{m+1} \cdot \ldots \cdot u_{n}$, we obtain $n \in \mathrm{~L}_{H}\left(a b^{\prime}\right)$.

If $\mathfrak{a} \subset H$ is a pattern ideal and $a, b, b^{\prime} \in H$ are such that $\mathrm{L}_{H}(a b)=$ $\mathrm{L}_{H}\left(a b^{\prime}\right)$, then (by the very definition of pattern ideals) we have $a b \in \mathfrak{a}$ if and only if $a b^{\prime} \in \mathfrak{a}$.
5. Abstract congruence monoids. In this section we introduce two types of monoids: Abstract congruence monoids (AC-monoids for short) and $\mathrm{C}_{0}$-monoids. Abstract congruence monoids form a common generalization of singular congruence monoids in Dedekind domains, of congruence monoids
in semilocal Dedekind domains and of certain finitely primary monoids. $\mathrm{C}_{0}{ }^{-}$ monoids are special abstract congruence monoids satisfying a finiteness condition. They seem to be the appropriate tool to settle arithmetical questions in various contexts. In this paper we use them to investigate the arithmetic of congruence monoids in Dedekind domains. W. Hassler [27] used them only recently to obtain a multiplicative model for all finitely generated domains satisfying certain (natural) finiteness conditions.

Definition 5.1. (1) Let $F$ be a monoid, $Y \subset F$ a submonoid, $s \in \mathbb{N}$ and $p_{1}, \ldots, p_{s}$ pairwise non-associated prime elements of $F$ such that $F=$ $Y \times\left[p_{1}, \ldots, p_{s}\right]$. Then every $x \in F$ has a unique representation in the form

$$
x=u \prod_{i=1}^{s} p_{i}^{n_{i}}, \quad \text { where } \quad u \in Y \text { and }\left(n_{1}, \ldots, n_{s}\right) \in \mathbb{N}_{0}^{s}
$$

We call $\operatorname{supp}(x)=\left\{i \in[1, s] \mid \mathrm{v}_{p_{i}}(x) \neq 0\right\}$ the support of $x$, and we set $u=\mathrm{E}(x)$.
(2) Let $F=Y \times\left[p_{1}, \ldots, p_{s}\right]$ be as above and $H \subset F$ a submonoid. A subset $I \subset[1, s]$ is called $H$-essential if there exists some $a \in H$ such that $I=\operatorname{supp}(a)$. By definition, $\emptyset$ is always $H$-essential. We denote by $\mathfrak{E}_{H}$ the set of all non-empty $H$-essential subsets of $[1, s]$. A congruence relation $\equiv$ on $Y$ is called $H$-admissible with respect to $p_{1}, \ldots, p_{s}$ if for all $u, v \in Y$,

$$
u \equiv v \quad \text { implies } \quad u^{-1} H \cap\left(\left[p_{1}, \ldots, p_{s}\right] \backslash\{1\}\right)=v^{-1} H \cap\left(\left[p_{1}, \ldots, p_{s}\right] \backslash\{1\}\right)
$$

(equivalently, if $x \in\left[p_{1}, \ldots, p_{s}\right] \backslash\{1\}$, then $u x \in H$ implies $v x \in H$ ).
(3) Let $F=Y \times\left[p_{1}, \ldots, p_{s}\right]$ be as above. A submonoid $H \subset F$ is called an $A C$-monoid defined in $F$ by $p_{1}, \ldots, p_{s}$ and a congruence relation $\equiv$ on $Y$ with parameter $\alpha \in \mathbb{N}$ if the following conditions are satisfied:
(AC 1) $\quad Y \cap H=H^{\times}$.
(AC 2) For every $j \in[1, s]$ and $a \in p_{j}^{\alpha} F$, we have $a \in H$ if and only if $p_{j}^{\alpha} a \in H$.
(AC 3$) \equiv$ is $H$-admissible with respect to $p_{1}, \ldots, p_{s}, Y / \equiv$ is a finite group, and $|Y / \equiv| \mid \alpha$.
(4) A monoid $H$ is called a $\mathrm{C}_{0}$-monoid if there exists a monoid $F=$ $Y \times\left[p_{1}, \ldots, p_{s}\right]$ as above with $Y=F^{\times}$such that $H$ is an AC-monoid defined in $F$ by $p_{1}, \ldots, p_{s}$ and a congruence relation $\equiv$ on $Y$ with some parameter $\alpha$.

The concept of an AC-monoid is similar to that of a finitely primary monoid as introduced in [23] and investigated in detail in [11]. We recall the definition. A monoid $H$ is called finitely primary of rank $s$ and exponent $\alpha$ if there exists a factorial monoid $F=F^{\times} \times\left[p_{1}, \ldots, p_{s}\right]$ (with pairwise nonassociated primes $p_{1}, \ldots, p_{s}$ ) such that $H \subset F$ is a submonoid satisfying

$$
\left(p_{1} \cdot \ldots \cdot p_{s}\right)^{\alpha} F \subset H, \quad H \backslash H^{\times} \subset p_{1} \cdot \ldots \cdot p_{s} F
$$

In this case, $F$ is uniquely determined by $H$ (in fact, $F=\widehat{H}$ is the complete integral closure of $H), H \cap F^{\times}=H^{\times}$and $\mathfrak{E}_{H}=\{[1, s]\}$.

In general, a finitely primary monoid need not be an AC-monoid inside some factorial monoid $F$. Without proof, we mention that the latter is always $v$-noetherian, while there exist finitely primary monoids which are not (see [26]). The precise connection between AC-monoids and finitely primary monoids is as follows.

Proposition 5.2. Let $H$ be a finitely primary monoid of rank $s$ and exponent $\alpha$, and

$$
F=\widehat{H}=F^{\times} \times\left[p_{1}, \ldots, p_{s}\right]
$$

with pairwise non-associated primes $p_{1}, \ldots, p_{s}$. Then $H$ is an $A C$-monoid (and thus a $\mathrm{C}_{0}$-monoid) defined in $F$ by $p_{1}, \ldots, p_{s}$ and some congruence relation on $F^{\times}$with parameter $\alpha$ if and only if the following two conditions are satisfied:
(1) There exists a subgroup $V \subset F^{\times}$with $\left(F^{\times}: V\right) \mid \alpha$ and $V\left(H \backslash H^{\times}\right)$ $\subset H$.
(2) For every $j \in[1, s]$ and $a \in p_{j}^{\alpha} F$, we have $a \in H$ if and only if $p_{j}^{\alpha} a \in H$.

Proof. It is sufficient to prove that (1) is equivalent to (AC 3).
Let $\equiv$ be a congruence relation of $F^{\times}$which is $H$-admissible with respect to $p_{1}, \ldots, p_{s}$ such that $F^{\times} / \equiv$ is a finite group satisfying $\left|F^{\times} / \equiv\right| \mid \alpha$. Then $V=\left\{u \in F^{\times} \mid u \equiv 1\right\}$ is a subgroup of $F^{\times}$, and $F^{\times} / V=F^{\times} / \equiv$. If $v \in V$ and $a \in H \backslash H^{\times}$, then $a=u c$, where $u \in F^{\times}$and $c \in\left[p_{1}, \ldots, p_{s}\right] \backslash\{1\}$. Since $v u \equiv u$ and $u c \in H$, it follows that $v a=v u c \in H$.

If (1) is satisfied, let $\equiv$ be the congruence modulo $V$ on $F^{\times}$, that is, $u \equiv v$ if and only if $u^{-1} v \in V$. Then $F^{\times} / V=F^{\times} / \equiv$, and we must prove that $\equiv$ is $H$-admissible with respect to $p_{1}, \ldots, p_{s}$. If $u, v \in F^{\times}, u \equiv v$, $x \in\left[p_{1}, \ldots, p_{s}\right] \backslash\{1\}$ and $u x \in H$, then $u x \notin H^{\times}$and thus $v x=\left(u^{-1} v\right)(u x) \in$ $V\left(H \backslash H^{\times}\right) \subset H$.

The following lemma is quite elementary. It contains the main arguments used throughout the paper.

Lemma 5.3. Let $F=Y \times\left[p_{1}, \ldots, p_{s}\right]$ be as in Definition 5.1 and $H \subset F$ an $A C$-monoid defined by $p_{1}, \ldots, p_{s}$ and a congruence relation $\equiv$ on $Y$ with parameter $\alpha \in \mathbb{N}$.
(1) If $u, v \in Y, a \in F \backslash Y$ and $u \equiv v$, then $u a \in H$ implies $v a \in H$.
(2) If $u \in Y$ and $\left(n_{1}, \ldots, n_{s}\right),\left(n_{1}^{\prime}, \ldots, n_{s}^{\prime}\right) \in \mathbb{N}_{0}^{s}$ are such that, for all $i \in[1, s]$,
either $\quad n_{i}=n_{i}^{\prime} \quad$ or $\quad\left(n_{i} \equiv n_{i}^{\prime} \bmod \alpha\right.$ and $\left.\min \left\{n_{i}, n_{i}^{\prime}\right\} \geq \alpha\right)$,
then

$$
u p_{1}^{n_{1}} \cdot \ldots \cdot p_{s}^{n_{s}} \in H \quad \text { implies } \quad u p_{1}^{n_{1}^{\prime}} \cdot \ldots \cdot p_{s}^{n_{s}^{\prime}} \in H
$$

(3) If $I \in \mathfrak{E}_{H},\left(l_{i}\right)_{i \in I} \in \mathbb{N}^{I}, u \in Y$ and $u \equiv 1$, then

$$
u \prod_{i \in I} p_{i}^{\alpha l_{i}} \in H
$$

Proof. (1) Let $u, v \in Y$ be such that $u \equiv v, a \in F \backslash Y$ and $u a \in H$. Then $a=w c$ for some $w \in Y$ and $c \in\left[p_{1}, \ldots, p_{s}\right] \backslash\{1\}$. Now $u \equiv v$ implies $u w \equiv v w$, and therefore $u a=u w c \in H$ implies $v a=v w c \in H$.
(2) Let $u \in Y,\left(n_{1}, \ldots, n_{s}\right) \in \mathbb{N}_{0}^{s}$ and $u p_{1}^{n_{1}} \cdot \ldots \cdot p_{s}^{n_{s}} \in H$. Let $\left(n_{1}^{\prime}, \ldots, n_{s}^{\prime}\right)$ $\in \mathbb{N}_{0}^{s}$ be such that, for all $i \in[1, s]$, either $n_{i}=n_{i}^{\prime}$ or $\left(n_{i} \equiv n_{i}^{\prime} \bmod \alpha\right.$ and $\min \left\{n_{i}, n_{i}^{\prime}\right\} \geq \alpha$ ). In order to prove that $u p_{1}^{n_{1}^{\prime}} \cdot \ldots \cdot p_{s}^{n_{s}^{\prime}} \in H$ we proceed by induction on $l=\left|\left\{j \in[1, s] \mid n_{j} \neq n_{j}^{\prime}\right\}\right|$. If $l=0$, there is nothing to do. Thus suppose that $l \geq 1$, and let $j \in[1, s]$ be such that $n_{j}^{\prime}=n_{j}+k \alpha$ for some $k \in \mathbb{Z} \backslash\{0\}$. By induction on $|k|$ we obtain $u p_{1}^{n_{1}} \ldots \cdot p_{j-1}^{n_{j-1}} p_{j}^{n_{j}^{\prime}} p_{j+1}^{n_{j+1}} \cdots \cdot p_{s}^{n_{s}} \in H$, and the induction hypothesis concerning $l$ implies $u p_{1}^{n_{1}^{\prime}} \cdot \ldots \cdot p_{s}^{n_{s}^{\prime}} \in H$.
(3) Since $I \in \mathfrak{E}_{H}$, there exists some $v \in Y$ and $\left(n_{i}\right)_{i \in I} \in \mathbb{N}^{I}$ such that

$$
a=v a_{0} \in H, \quad \text { where } \quad a_{0}=\prod_{i \in I} p_{i}^{n_{i}} \in F \backslash Y .
$$

Hence $a^{\alpha}=v^{\alpha} a_{0}^{\alpha} \in H$ and $a_{0}^{\alpha} \in F \backslash Y$. Since $v^{\alpha} \equiv 1 \equiv u$ and $\equiv$ is $H$-admissible, (1) implies $u a_{0}^{\alpha} \in H$. Now the assertion follows by (2), since $\alpha n_{i} \equiv \alpha l_{i} \bmod \alpha$ and $\min \left\{\alpha l_{i}, \alpha n_{i}\right\} \geq \alpha$ for all $i \in I$.

Theorem 5.4. Let $F=Y \times\left[p_{1}, \ldots, p_{s}\right]$ be as in Definition 5.1 and $H \subset F$ an $A C$-monoid defined by $p_{1}, \ldots, p_{s}$ and a congruence relation $\equiv$ on $Y$ with parameter $\alpha \in \mathbb{N}$.
(1) $\mathcal{C}^{*}(H, F)$ is finite.
(2) $H_{\mathrm{red}} \subset F / H^{\times}=Y / H^{\times} \times\left[p_{1} H^{\times}, \ldots, p_{s} H^{\times}\right]$is an $A C$-monoid defined by $p_{1} H^{\times}, \ldots, p_{s} H^{\times}$and some congruence relation $\equiv^{*}$ on $Y / H^{\times}$with parameter $\alpha$. If $H$ is a $\mathrm{C}_{0}$-monoid, then so is $H_{\mathrm{red}}$.
(3) If $F$ is factorial and $H$ is reduced, then there exists a transfer homomorphism $\beta: H \rightarrow \bar{H}$ into a reduced $\mathrm{C}_{0}$-monoid $\bar{H}$.

Proof. (1) For $\alpha \in \mathbb{N}$, we define a reduction map $\varrho_{\alpha}: F \rightarrow F$ as follows. If $x=u p_{1}^{n_{1}} \cdot \ldots \cdot p_{s}^{n_{s}}$, where $u \in Y$ and $\left(n_{1}, \ldots, n_{s}\right) \in \mathbb{N}_{0}^{s}$, then $\varrho_{\alpha}(x)=$ $u p_{1}^{n_{1}-\alpha l_{1}} \cdot \ldots \cdot p_{s}^{n_{s}-\alpha l_{s}}$, where

$$
l_{i}= \begin{cases}0 & \text { if } n_{i}<2 \alpha \\ \left\lfloor n_{i} / \alpha\right\rfloor-1 & \text { if } n_{i} \geq 2 \alpha\end{cases}
$$

If $l_{i} \neq 0$, then $\alpha \leq n_{i}-\alpha l_{i}<2 \alpha$. Hence Lemma 5.3 implies that, for all $x, y \in F$, we have $x y \in H$ if and only if $\varrho_{\alpha}(x) y \in H$.

Let $\left\{u_{1}, \ldots, u_{t}\right\} \subset Y$ be a set of representatives for $Y / \equiv$, chosen in such a way that $u_{\tau} \notin F^{\times}$whenever there exists some $u \in Y \backslash F^{\times}$such that
$u \equiv u_{\tau}$. Now we consider the finite set

$$
B=\left\{u_{\tau} \prod_{i=1}^{s} p_{i}^{n_{i}} \mid \tau \in[1, t],\left(n_{1}, \ldots, n_{s}\right) \in[0,2 \alpha-1]^{s}\right\}
$$

and we define $\varphi: F \rightarrow B$ by $\varphi(u c)=u_{\tau} \varrho_{\alpha}(c)$ whenever $u \in Y, u \equiv u_{\tau}$ and $c \in\left[p_{1}, \ldots, p_{s}\right]$. We assert that $[x]_{H}^{F}=[\varphi(x)]_{H}^{F}$ for all $x \in F \backslash F^{\times}$, which in particular implies that $\mathcal{C}^{*}(H, F)$ is finite.

To prove this assertion, assume that $x=u c \in F \backslash F^{\times}$, where $c \in$ $\left[p_{1}, \ldots, p_{s}\right], u \in Y$ and $u \equiv u_{\tau}$ for some $\tau \in[1, t]$. Then $\varphi(x)=u_{\tau} \varrho_{\alpha}(c)$, and we must prove that, for all $y \in F$, we have $y x \in H$ if and only if $y \varphi(x) \in H$.

If $y \in F$, then $y=v b$, where $v \in Y$ and $b \in\left[p_{1}, \ldots, p_{s}\right], y x=u v b c$ and $y \varphi(x)=u_{\tau} v b \varrho_{\alpha}(c)$. If $b c \neq 1$, then also $\varrho_{\alpha}(b c)=\varrho_{\alpha}\left(b \varrho_{\alpha}(c)\right) \neq 1$, and since $u v \equiv u_{\tau} v$, we have $y x \in H$ if and only if $y \varphi(x) \in H$. If $b c=1$, then $b=c=\varrho_{\alpha}(c)=1, y x=u v, y \varphi(x)=u_{\tau} v$, and we argue that then $y x \notin H$ and $y \varphi(x) \notin H$. Indeed, $y x=u v \in H \cap Y=H^{\times} \subset F^{\times}$implies $x \in F^{\times}$, a contradiction. If $y \varphi(x)=u_{\tau} v \in H \cap Y=H^{\times} \subset F^{\times}$, then $u_{\tau} \in F^{\times}$implies $u \in F^{\times}$by our special choice of representatives, whence again $y x=u v \in F^{\times}$, which leads to a contradiction as above.
(2) Clearly, $p_{1} H^{\times}, \ldots, p_{s} H^{\times}$are pairwise non-associated primes of $F / H^{\times}, H_{\text {red }} \subset F / H^{\times}$and $Y / H^{\times} \cap H_{\text {red }}=\left\{1_{H_{\text {red }}}\right\}$. Hence (AC 1) holds. If $a \in F$, then $a H^{\times} \in H_{\text {red }}$ if and only if $a \in H$, and thus (AC 2) follows.

To prove (AC 3), we define $\equiv^{*}$ on $Y / H^{\times}$by $u H^{\times} \equiv{ }^{*} v H^{\times}$if $u \equiv v \varepsilon$ for some $\varepsilon \in H^{\times}$. Then $\equiv^{*}$ is an $H_{\text {red }}$-admissible congruence relation on $F / H^{\times}$ with respect to $p_{1} H^{\times}, \ldots, p_{s} H^{\times}$, and the canonical map $Y \rightarrow\left(Y / H^{\times}\right) / \equiv^{*}$ induces an epimorphism $Y / \equiv \rightarrow\left(Y / H^{\times}\right) / \equiv^{*}$. Hence $\left(Y / H^{\times}\right) / \equiv^{*}$ is also a finite group of order dividing $\alpha$.

If $H$ is a $\mathrm{C}_{0}$-monoid, we may assume that $Y=F^{\times}$, hence $Y / H^{\times}=$ $\left(F / H^{\times}\right)^{\times}$, and $H_{\text {red }}$ is also a C $\mathrm{C}_{0}$-monoid.
(3) If $F$ is factorial, then so is $Y$, and thus $Y=F^{\times} \times \mathcal{F}(Q)$ for some set $Q$ of pairwise non-associated primes of $F$. For $q \in Q$, we denote by $\bar{q} \in Y / \equiv$ the congruence class of $q$. Then the set $\bar{Q}=\{\bar{q} \mid q \in Q\}$ is finite, say $\bar{Q}=\left\{\bar{q}_{1}, \ldots, \bar{q}_{t}\right\}$, where $t \in \mathbb{N}_{0}$ and $q_{1}, \ldots, q_{t} \in Q$. We consider the factorial monoid

$$
\bar{F}=F^{\times} \times\left[\bar{q}_{1}, \ldots, \bar{q}_{t}, p_{1}, \ldots, p_{s}\right] .
$$

Let $\bar{\beta}: F \rightarrow \bar{F}$ be the unique monoid homomorphism satisfying $\bar{\beta} \mid F^{\times} \times$ $\left[p_{1}, \ldots, p_{s}\right]=\mathrm{id}$ and $\bar{\beta}(q)=\bar{q}$ for all $q \in Q$. We set

$$
\bar{H}=\bar{\beta}(H) \subset \bar{F}, \quad \beta=\bar{\beta} \mid H: H \rightarrow \bar{H},
$$

and we assert that $\beta$ is the desired transfer homomorphism. For this, we shall prove the following assertions:
(1) If $x, y \in Y$, then $\bar{\beta}(x)=\bar{\beta}(y)$ implies $x \equiv y$.
(2) If $x \in F$ and $\bar{\beta}(x) \in \bar{H}$, then $x \in H$.
(3) $\beta$ is a transfer homomorphism.
(4) $\bar{H} \cap F^{\times}=\{1\}$.
(5) If $i \in[1, t]$ and $\bar{a} \in \bar{q}_{i}^{\alpha} \bar{F}$, then $\bar{a} \in \bar{H}$ if and only if $\bar{q}_{i}^{\alpha} \bar{a} \in \bar{H}$.
(6) If $j \in[1, s]$ and $\bar{a} \in p_{j}^{\alpha} \bar{F}$, then $\bar{a} \in \bar{H}$ if and only if $p_{j}^{\alpha} \bar{a} \in \bar{H}$.
(7) If $u, v \in F^{\times}, u \equiv v$ and $\bar{x} \in\left[\bar{q}_{1}, \ldots, \bar{q}_{t}, p_{1}, \ldots, p_{s}\right] \backslash\{1\}$, then $u \bar{x} \in \bar{H}$ implies $v \bar{x} \in \bar{H}$.

By (4)-(7) it follows that $\bar{H}$ is a $\mathrm{C}_{0}$-monoid, and we are done. Now we prove the assertions (1)-(7).
(1) If $x, y \in Y$ and $\bar{\beta}(x)=\bar{\beta}(y)$, then $x=\varepsilon q_{1}^{\prime} \cdot \ldots \cdot q_{m}^{\prime}$ and $y=\varepsilon q_{1}^{\prime \prime} \cdot \ldots \cdot q_{m}^{\prime \prime}$, where $m \in \mathbb{N}_{0}, q_{1}^{\prime}, \ldots, q_{m}^{\prime}, q_{1}^{\prime \prime}, \ldots, q_{m}^{\prime \prime} \in Q$ and $q_{j}^{\prime} \equiv q_{j}^{\prime \prime}$ for all $j \in[1, m]$. Since $\equiv$ is a congruence relation, we get $x \equiv y$.
(2) Suppose $x \in F$ and $\bar{\beta}(x) \in \bar{H}$, say $\bar{\beta}(x)=\bar{\beta}(u)$, where $u \in H$. Then $x=b a$ and $u=c a$, where $b, c \in Y$ and $a \in\left[p_{1}, \ldots, p_{s}\right]$. Then $\bar{\beta}(b)=\bar{\beta}(c)$, and thus $b \equiv c$ by (1). If $a \neq 1$, then $u \in H$ implies $x \in H$, since $\equiv$ is $H$-admissible. If $a=1$, then $u \in H \cap Y=\{1\}$ implies $u=1$, whence also $x=1 \in H$.
(3) Obviously, $\beta$ is a surjective homomorphism satisfying $\beta^{-1}(1)=\{1\}$.

Assume now that $u=q_{1}^{\prime} \cdot \ldots \cdot q_{m}^{\prime} a \in H$, where $m \in \mathbb{N}_{0}, q_{1}^{\prime}, \ldots, q_{m}^{\prime} \in Q$, $a \in F^{\times} \times\left[p_{1}, \ldots, p_{s}\right]$, and $\beta(u)=\overline{q_{1}^{\prime}} \cdot \ldots \cdot \overline{q_{m}^{\prime}} a=\bar{v} \bar{w}$ for some $\bar{v}, \bar{w} \in$ $\bar{H}$. We may assume that $\bar{v}=\overline{q_{1}^{\prime}} \cdot \ldots \cdot \overline{q_{k}^{\prime}} a_{1}$ and $\bar{w}=\overline{q_{k+1}^{\prime}} \cdot \ldots \cdot \overline{q_{m}^{\prime}} a_{2}$, where $a_{1}, a_{2} \in F^{\times} \times\left[p_{1}, \ldots, p_{s}\right]$ and $a=a_{1} a_{2}$. If $v=q_{1}^{\prime} \cdot \ldots \cdot q_{k}^{\prime} a_{1} \in F$ and $w=q_{k+1}^{\prime} \cdot \ldots \cdot q_{m}^{\prime} a_{2} \in F$, then $u=v w, \bar{v}=\bar{\beta}(v) \in \bar{H}, \bar{w}=\bar{\beta}(w) \in \bar{H}$, and (2) implies $v, w \in H$.
(4) If $u \in \bar{H} \cap F^{\times}$, then $u=\beta(u) \in H \cap F^{\times}=H^{\times}=\{1\}$.
(5) If $\bar{a} \in \bar{q}_{i}^{\alpha} \bar{F}$, then $\bar{a}=\bar{\beta}\left(q^{\alpha} b\right)$, where $q \in Q, q \equiv q_{i}$ and $b \in F$. Then $\bar{q}_{i}^{\alpha} \bar{a}=\bar{\beta}\left(q^{2 \alpha} b\right)$, and by (2) we must prove that $q^{\alpha} b \in H$ if and only if $q^{2 \alpha} b \in H$.

If $b \in Y$, then $q^{\alpha} b \in H$ implies $q^{\alpha} b \in H \cap Y=\{1\}$, a contradiction. Hence $q^{\alpha} b \notin H$ and, for the same reason, $q^{2 \alpha} b \notin H$. If $b \notin Y$, then the assertion follows by Lemma 5.3(1), since $q^{\alpha} \equiv q^{2 \alpha}$.
(6) If $\bar{a} \in p_{j}^{\alpha} \bar{F}$, then $\bar{a}=\bar{\beta}\left(p_{j}^{\alpha} b\right)$ for some $b \in F$, and $p_{j}^{\alpha} \bar{a}=\bar{\beta}\left(p_{j}^{2 \alpha} b\right)$. Hence the assertion follows by (2) and (AC 2).
(7) If $1 \neq \bar{x}=\bar{\beta}(x)$, where $x \in \mathcal{F}(Q) \times\left[p_{1}, \ldots, p_{s}\right]$, then $u \bar{x}=\bar{\beta}(u x)$ and $v \bar{x}=\bar{\beta}(v x)$. By (2), we must prove that $u x \in H$ implies $v x \in H$. If $x \notin \mathcal{F}(Q)$, this follows by Lemma 5.3(1). If $x \in \mathcal{F}(Q)$ and $u x \in H$, then $u x \in H \cap Y=\{1\}$, hence $x \in F^{\times}$and therefore $x=1$. However, we assumed that $\bar{x} \neq 1$.

Proposition 5.5. Let $F=F^{\times} \times\left[p_{1}, \ldots, p_{s}\right]$ be a factorial monoid with pairwise non-associated prime elements $p_{1}, \ldots, p_{s}$, and let $H \subset F$ be a
$\mathrm{C}_{0}$-monoid defined by $p_{1}, \ldots, p_{s}$ and some congruence relation $\equiv$ on $F^{\times}$ with parameter $\alpha$.
(1) If $E$ is a finite set and $\left(F^{\times}: H^{\times}\right)<\infty$, then $\mathcal{F}(E) \times H$ is also a $\mathrm{C}_{0}$-monoid.
(2) If $S \subset H$ is a saturated submonoid such that $H / S$ is finite, then $S$ is also a $\mathrm{C}_{0}$-monoid.

Proof. (1) We may assume that $\left(F^{\times}: H^{\times}\right) \mid \alpha$, and we denote by $\equiv_{H}$ the congruence modulo $H^{\times}$on $F^{\times}$. We set $E=\left\{p_{s+1}, \ldots, p_{s+t}\right\}$, where $t \in \mathbb{N}_{0}$ and

$$
\bar{H}=H \times \mathcal{F}(E)=H \times\left[p_{s+1}, \ldots, p_{s+t}\right] \subset \bar{F}=F^{\times} \times\left[p_{1}, \ldots, p_{s+t}\right]
$$

Clearly, $\equiv_{H}$ is an $\bar{H}$-admissible congruence relation on $F^{\times}$with respect to $p_{1}, \ldots, p_{s+t}$, and $F^{\times} / \equiv_{H}=F^{\times} / H^{\times}$. Now it is easily checked that $\bar{H} \subset \bar{F}$ is an AC-monoid defined by $p_{1}, \ldots, p_{s+t}$ and the congruence relation $\equiv_{H}$ with parameter $\alpha$.
(2) We set $\beta=|H / S|$, and we assert that $S$ is an AC-monoid defined in $F$ by $p_{1}, \ldots, p_{s}$ and some congruence relation $\equiv{ }^{*}$ with parameter $\alpha \beta$. We verify the conditions of Definition 5.1.
(AC 1) $F^{\times} \cap S=F^{\times} \cap H \cap S=H^{\times} \cap S=S^{\times}$, since $S \subset H$ is saturated.
(AC 2) Suppose that $j \in[1, s], a \in p_{j}^{\alpha \beta} F$, and use the identity $\left(p_{j}^{\alpha \beta} a\right) a^{\beta}$ $=a\left(p_{j}^{\alpha} a\right)^{\beta}$. If $a \in S$, then $p_{j}^{\alpha} a \in H, p_{j}^{\alpha \beta} a \in H$ and $\left(p_{j}^{\alpha} a\right)^{\beta} \in S$. Hence $p_{j}^{\alpha \beta} a \in S$, since $S \subset H$ is saturated. Conversely, if $p_{j}^{\alpha \beta} a \in S$, then $a \in H$, $p_{j}^{\alpha} a \in H$, hence $a^{\beta} \in S$ and $\left(p_{j}^{\alpha} a\right)^{\beta} \in S$, and thus also $a \in S$, again since $S \subset H$ is saturated.
(AC 3) $V=\left\{u \in F^{\times} \mid u \equiv 1\right\} \subset F^{\times}$is a subgroup, $\left(F^{\times}: V\right) \mid \alpha$, and we assert that $V \subset \mathrm{q}(H)$. Indeed, if $a \in H \backslash F^{\times}$and $v \in V$, then $a v \in H$ by Lemma 5.3(1) and thus $v \in \mathrm{q}(H)$. Hence $W=\mathrm{q}(S) \cap V \subset F^{\times}$is a subgroup satisfying $\left(F^{\times}: W\right) \mid \alpha \beta$, and it is easily checked that the congruence modulo $W$ on $F^{\times}$is $S$-admissible with respect to $p_{1}, \ldots, p_{s}$.

Now we are ready to proceed with the more subtle arithmetical statements concerning AC-monoids. Proposition 5.6 is the main step in proving that AC-monoids are locally tame, and Proposition 5.7 asserts that pattern ideals in $\mathrm{C}_{0}$-monoids are complete.

Proposition 5.6. Let $F=Y \times\left[p_{1}, \ldots, p_{s}\right]$ be as in Definition 5.1 and $H \subset F$ an $A C$-monoid defined by $p_{1}, \ldots, p_{s}$ and some congruence relation $\equiv$ on $Y$ with parameter $\alpha \in \mathbb{N}$.
(1) If $a \in H, I=\operatorname{supp}(a)$ and $I^{*}=\left\{i \in I \mid\{i\} \in \mathfrak{E}_{H}\right\}$, then

$$
\frac{1}{2 \alpha-1} \max \left\{\mathrm{v}_{p_{i}}(a) \mid i \in I^{*}\right\} \leq \min \mathrm{L}(a) \leq \sum_{i \in I^{*}} \mathrm{v}_{p_{i}}(a)+|I|(3 \alpha-1)
$$

(2) If $a, b \in H$, then $\mathrm{t}(a, \mathrm{Z}(b)) \leq s(2 \alpha-1)\left(\omega_{H}(a, b)+1\right)+s \alpha+\max \mathrm{L}(b)$.
(3) For $I \in \mathfrak{E}_{H}$, we set

$$
u_{I}=\prod_{i \in I} p_{i}^{\alpha}
$$

Then $U=\left\{u_{I} \mid I \in \mathfrak{E}_{H}\right\}$ is an almost generating set of $H$.
Proof. (1) If $a \in H, i \in I^{*}$ and $v_{p_{i}}(a) \geq 2 \alpha$, then $p_{i}^{-\alpha} a \in H$ and thus $a \notin \mathcal{A}(H)$. Hence $\mathrm{v}_{p_{i}}(u) \leq 2 \alpha-1$ for all $u \in \mathcal{A}(H)$ and $i \in I^{*}$, and therefore $\max \left\{\mathrm{v}_{p_{i}}(a) \mid i \in I^{*}\right\} \leq(2 \alpha-1) \min \mathrm{L}(a)$, whence the first inequality.

The second inequality is proved by induction on $|I|$. If $I=\{i\}$, then $I^{*}=I$, and we clearly have $\min \mathrm{L}(a) \leq \mathrm{v}_{p_{i}}(a)$. Hence we assume that $|I| \geq 2$, we set $I^{\prime}=\left\{i \in I \mid \mathrm{v}_{p_{i}}(a)<3 \alpha\right\}$, and we distinguish two cases.

CASE 1: $I^{\prime}=\emptyset$. There exists a partition $I \backslash I^{*}=I_{1} \uplus \ldots \uplus I_{t} \uplus I^{\prime \prime}$ where $I_{1}, \ldots, I_{t}$ are minimial non-empty $H$-essential subsets of $I \backslash I^{*}$ and $I^{\prime \prime}$ has no non-empty $H$-essential subset. Clearly such a partition exists (but need not be unique), and we have

$$
\left|I \backslash I^{*}\right| \geq\left|I^{\prime \prime}\right|+2 t, \quad \text { whence } \quad t \leq|I| / 2
$$

For every $i \in I$, we have $\mathrm{v}_{p_{i}}(a) \geq 3 \alpha$ and therefore $\mathrm{v}_{p_{i}}(a)=\alpha k_{i}+l_{i}$, where $k_{i} \geq 2$ and $\alpha \leq l_{i}<2 \alpha$. This supplies us with a decomposition $a=a^{*} a_{1} \cdot \ldots \cdot a_{t} a^{\prime \prime}$, where

$$
\begin{gathered}
a_{j}=\prod_{i \in I_{j}} p_{i}^{\alpha k_{i}} \quad \text { for all } j \in[1, t], \\
a^{*}=\prod_{i \in I^{*}} p_{i}^{\alpha k_{i}}, \quad a^{\prime \prime}=\mathrm{E}(a) \prod_{i \in I^{\prime \prime}} p_{i}^{\mathrm{v}_{p_{i}}(a)} \prod_{i \in I \backslash I^{\prime \prime}} p_{i}^{l_{i}} .
\end{gathered}
$$

By Lemma 5.3(3) we have $a^{*}, a_{1}, \ldots, a_{t} \in H$, and Lemma 5.3(2) implies $a^{\prime \prime} \in H$. Thus we obtain

$$
\min \mathrm{L}(a) \leq \min \mathrm{L}\left(a^{*}\right)+\sum_{j=1}^{t} \min \mathrm{~L}\left(a_{j}\right)+\min \mathrm{L}\left(a^{\prime \prime}\right)
$$

and we estimate the individual summands. We obviously have

$$
\min \mathrm{L}\left(a^{*}\right) \leq \sum_{i \in I^{*}} \alpha k_{i} \leq \sum_{i \in I^{*}} \mathrm{v}_{p_{i}}(a)
$$

Since $I^{\prime \prime}$ has no non-empty $H$-essential subset, every atom $u$ dividing $a^{\prime \prime}$ satisfies $\mathrm{v}_{p_{i}}(u) \geq 1$ for some $i \in I \backslash I^{\prime \prime}$. Hence

$$
\min \mathrm{L}\left(a^{\prime \prime}\right) \leq \sum_{i \in I \backslash I^{\prime \prime}} l_{i} \leq|I|(2 \alpha-1)
$$

For every $j \in[1, t]$, we fix some $i_{j} \in I_{j}$, and we consider the elements

$$
a_{j}^{\prime}=p_{i_{j}}^{\alpha\left(k_{i_{j}}-1\right)} \prod_{i \in I_{j} \backslash\left\{i_{j}\right\}} p_{i}^{\alpha} \in H, \quad a_{j}^{\prime \prime}=p_{i_{j}}^{\alpha} \prod_{i \in I_{j} \backslash\left\{i_{j}\right\}} p_{i}^{\alpha\left(k_{i}-1\right)} \in H
$$

Since $I_{j}$ is a minimal non-empty $H$-essential set, it follows that

$$
\min \mathrm{L}\left(a_{j}\right) \leq \min \mathrm{L}\left(a_{j}^{\prime}\right)+\min \mathrm{L}\left(a_{j}^{\prime \prime}\right) \leq 2 \alpha
$$

Putting all information together, we obtain

$$
\min \mathrm{L}(a) \leq \sum_{i \in I^{*}} \mathrm{v}_{p_{i}}(a)+|I|(2 \alpha-1)+2 \alpha t \leq \sum_{i \in I^{*}} \mathrm{v}_{p_{i}}(a)+|I|(3 \alpha-1)
$$

CASE 2: $I^{\prime} \neq \emptyset$. Let $a_{1}$ be a maximal divisor of $a$ such that $\operatorname{supp}\left(a_{1}\right) \cap I^{\prime}$ $=\emptyset$, and set $a=a_{1} a_{2}$, where $a_{2} \in H$. Every atom $u$ dividing $a_{2}$ satisfies $\mathrm{v}_{p_{i}}(u) \geq 1$ for some $i \in I^{\prime}$, which implies

$$
\min \mathrm{L}\left(a_{2}\right) \leq \sum_{i \in I^{\prime}} \mathrm{v}_{p_{i}}(a) \leq\left|I^{\prime}\right|(3 \alpha-1)
$$

By induction hypothesis, we obtain

$$
\min \mathrm{L}\left(a_{1}\right) \leq \sum_{i \in I^{*}} \mathrm{v}_{p_{i}}\left(a_{1}\right)+\left|I \backslash I^{\prime}\right|(3 \alpha-1) \leq \sum_{i \in I^{*}} \mathrm{v}_{p_{i}}(a)+\left|I \backslash I^{\prime}\right|(3 \alpha-1)
$$

and therefore

$$
\min \mathrm{L}(a) \leq \min \mathrm{L}\left(a_{1}\right)+\min \mathrm{L}\left(a_{2}\right) \leq \sum_{i \in I^{*}} \mathrm{v}_{p_{i}}(a)+|I|(3 \alpha-1)
$$

(2) We may assume that $H$ is reduced. Suppose that $x \in Z(b), z=$ $u_{1} \cdot \ldots \cdot u_{n} \in \mathbf{Z}(a)$, where $u_{1}, \ldots, u_{n} \in \mathcal{A}(H)$, and $b \mid a$. We prove that there exists a factorization $z^{\prime} \in \mathbf{Z}(a) \cap x \mathbf{Z}(H)$ such that $\mathrm{d}\left(z, z^{\prime}\right)$ admits the asserted bound.

After renumbering if necessary, we may assume that there exists some $m \in[0, n]$ such that $b \mid u_{1} \cdot \ldots \cdot u_{m}$, say $u_{1} \cdot \ldots \cdot u_{m}=b c$, where $c \in H$. Let $y \in \mathbf{Z}(c)$ be a factorization with $|y|=\min \mathrm{L}(c)$. Then $z^{\prime}=x y u_{m+1} \cdot \ldots \cdot u_{n}$ $\in \mathbf{Z}(a)$, and if $I^{*}=\left\{i \in \operatorname{supp}(c) \mid\{i\} \in \mathfrak{E}_{H}\right\}$, then (1) implies

$$
\begin{aligned}
\mathrm{d}\left(z, z^{\prime}\right) & \leq \max \{m,|x|+|y|\} \\
& \leq \max \left\{\omega_{H}(a, b), \max \mathrm{L}(b)+\sum_{i \in I^{*}} \mathrm{v}_{p_{i}}(c)+s(3 \alpha-1)\right\}
\end{aligned}
$$

For $i \in I^{*}$, again $(1)$ implies $\mathrm{v}_{p_{i}}(c) \leq \mathrm{v}_{p_{i}}(b c) \leq m(2 \alpha-1) \leq \omega_{H}(a, b)(2 \alpha-1)$, and therefore

$$
\begin{aligned}
\mathrm{d}\left(z, z^{\prime}\right) & \leq \max \left\{m, \max \mathrm{~L}(b)+s(2 \alpha-1) \omega_{H}(a, b)+s(3 \alpha-1)\right\} \\
& \leq s(2 \alpha-1)\left(\omega_{H}(a, b)+1\right)+s \alpha+\max \mathrm{L}(b)
\end{aligned}
$$

(3) We set $n=2^{s+1} \alpha$, and we assert that $\left(H \backslash H^{\times}\right)^{n} \subset U H$. Suppose that $a=a_{1} \cdot \ldots \cdot a_{n} \in\left(H \backslash H^{\times}\right)^{n}$, where $a_{1}, \ldots, a_{n} \in H \backslash H^{\times}$. Then $\operatorname{supp}\left(a_{i}\right) \neq \emptyset$ for all $i \in[1, n]$ and $\left|\mathfrak{E}_{H}\right|<2^{s}$, and therefore there exists some $I \in \mathfrak{E}_{H}$ such that $\left|\left\{\nu \in[1, n] \mid \operatorname{supp}\left(a_{\nu}\right)=I\right\}\right|>2 \alpha$. Hence Lemma 5.3 implies $u_{I}^{-1} a \in H$, and thus $a \in U H$.

Proposition 5.7. Let $F=F^{\times} \times\left[p_{1}, \ldots, p_{s}\right]$ be a factorial monoid with pairwise non-associated prime elements $p_{1}, \ldots, p_{s}$, and let $H \subset F$ be a $\mathrm{C}_{0}$ monoid defined by $p_{1}, \ldots, p_{s}$ and some congruence relation $\equiv$ on $F^{\times}$with parameter $\alpha$. For $I \in \mathfrak{E}_{H}$, we define

$$
w_{I}=\prod_{i \in I} p_{i}^{\alpha(s+1-|I|)}
$$

and we set $W=\left\{w_{I} \mid I \in \mathfrak{E}_{H}\right\}$.
(1) For every $\theta \in \mathbb{N}$, the set $W^{[\theta]}$ is a full almost generating set of $H$.
(2) Every pattern ideal is complete over $W$.
(3) If $\mathfrak{a} \subset H$ is an s-ideal which is complete over $W$, then there exists some $\theta_{0} \in \mathbb{N}$ such that for every $\theta \geq \theta_{0}$ the set

$$
E_{\theta}=\bigcup_{w \in W} w^{\theta} \mathfrak{a}\left[W^{[\theta]}, w^{\theta}\right] \cup\left(\mathfrak{a} \backslash W^{[2 \theta]} H\right) \subset \mathfrak{a}
$$

is a tame generating set of $\mathfrak{a}$.
The proof of Proposition 5.7 depends on the following technical Lemma 5.8.

Lemma 5.8. Let all assumptions and notations be as in Proposition 5.7, $I, J \in \mathfrak{E}_{H}$ and $\theta \in \mathbb{N}$.
(1) If $J \subset I$, then $w_{J} \mid w_{I}^{s+1}$.
(2) $\llbracket w_{J} \rrbracket \subset \llbracket w_{I} \rrbracket$ if and only if $J \subset I$.
(3) If $a \in H, w_{I}^{\theta} \mid a$ and $w_{J}^{\theta} \mid a$, then $w_{I \cup J}^{\theta} \mid a$.
(4) If $\mathfrak{a} \subset H$ is an s-ideal and $\theta \geq 2$, then there exists a subset $\Omega \subset \mathfrak{a}\left[W^{[\theta]}, w_{I}^{\theta}\right]$ such that $\mathrm{v}_{p_{i}}(b) \leq 2 \alpha-1$ for all $b \in \Omega$ and $i \in I$, and $\mathfrak{a}\left(W^{[\theta]}, w_{I}^{\theta}\right) \subset w_{I}^{\theta} \llbracket w_{I} \rrbracket \Omega$.
(5) If $a \in \llbracket w_{I} \rrbracket^{-1} \llbracket w_{I} \rrbracket H\left(W^{[\theta]}, w_{I}^{\theta}\right) \cap H$ and $b \in H$, then

$$
\omega_{H}(a, b) \leq 2^{s} \alpha(\theta s+1)+\sum_{i \in I} \mathrm{v}_{p_{i}}(b)+\mathrm{d}\left(\mathcal{C}^{*}(H, F)\right)
$$

Proof. (1) and (3) follow by a painstaking application of Lemma 5.3, and (2) holds by (1) and the very definitions.
(4) For every $a \in \mathfrak{a}\left(W^{[\theta]}, w_{I}^{\theta}\right)$, we construct an element $a^{*} \in \mathfrak{a}\left[W^{[\theta]}, w_{I}^{\theta}\right]$ as follows. If $a \in \mathfrak{a}\left(W^{[\theta]}, w_{I}^{\theta}\right)$ and $i \in I$, then $\mathrm{v}_{p_{i}}(a) \geq \mathrm{v}_{p_{i}}\left(w_{I}^{2 \theta}\right)=2 \theta \alpha(s+1-|I|)$ $\geq \theta \alpha(s-|I|+1)+2 \alpha$. Hence there exist integers $l_{i} \in \mathbb{N}$ and $r_{i} \in[0, \alpha-1]$ such that $\mathrm{v}_{p_{i}}(a)=\mathrm{v}_{p_{i}}\left(w_{I}^{\theta}\right)+\alpha l_{i}+r_{i}+\alpha$, and we obtain

$$
a=\left(w_{I}^{\theta} \prod_{i \in I} p_{i}^{\alpha l_{i}}\right) a^{\prime}
$$

where $\alpha \leq \mathrm{v}_{p_{i}}\left(a^{\prime}\right) \leq 2 \alpha-1$ for all $i \in I$, and thus $a^{\prime} \in H$ by Lemma 5.3. Let now $a^{\prime \prime} \in \llbracket w_{I} \rrbracket$ be a maximal divisor of $a^{\prime}$, and set $a^{*}=a^{\prime \prime-1} a^{\prime}$. By this
construction, we obtain

$$
a^{*} \in H_{w_{I}} \cap w_{I}^{-\theta} \llbracket w_{I} \rrbracket^{-1} \mathfrak{a}\left(W^{[\theta]}, w_{I}^{\theta}\right)=\mathfrak{a}\left[W^{[\theta]}, w_{I}^{\theta}\right]
$$

$\alpha \leq \mathrm{v}_{p_{i}}\left(a^{*}\right) \leq \mathrm{v}_{p_{i}}\left(a^{\prime}\right) \leq 2 \alpha-1$ for all $i \in I$ and $a \in a^{\prime} w_{I}^{\theta} \llbracket w_{I} \rrbracket \subset a^{*} w_{I}^{\theta} \llbracket w_{I} \rrbracket$.
For every $a \in \mathfrak{a}\left(W^{[\theta]}, w_{I}^{\theta}\right)$, we fix an element $a^{*} \in \mathfrak{a}\left[W^{[\theta]}, w_{I}^{\theta}\right]$ as above. Then the set $\Omega$ of all these elements $a^{*}$ has the required properties.
(5) Suppose that $a=c_{1}^{-1} c_{2} a^{\prime} \in H$, where $c_{1}, c_{2} \in \llbracket w_{I} \rrbracket$ and $a^{\prime} \in$ $H\left(W^{[\theta]}, w_{I}^{\theta}\right)$. Then $w_{I}^{2 \theta} \mid a^{\prime}$ and $w_{J}^{2 \theta} \nmid a^{\prime}$ for all $J \in \mathfrak{E}_{H}$ satisfying $J \supseteq I$. For $b \in H$, we estimate $\omega_{H}(a, b)$ by means of Proposition 4.5. It suffices to prove that for any $n \in \mathbb{N}$ and $a_{1}, \ldots, a_{n} \in H$ such that $a=a_{1} \cdot \ldots \cdot a_{n}$ and $\left.b\right|_{H} a$, there exists a subset $\Omega \subset[1, n]$ satisfying

$$
|\Omega| \leq 2^{s} \alpha(\theta s+1)+\sum_{i \in I} \mathrm{v}_{p_{i}}(b),\left.\quad b\right|_{F} \prod_{\nu \in \Omega} a_{\nu}
$$

Suppose that $n \in \mathbb{N}, a_{1}, \ldots, a_{n} \in H, a=a_{1} \cdot \ldots \cdot a_{n}$ and $\left.b\right|_{H} a$. If $\Omega_{1}=$ $\left\{\nu \in[1, n] \mid \operatorname{supp}\left(a_{\nu}\right) \not \subset I\right\}$, then

$$
\left.\prod_{i \in[1, s] \backslash I} p_{i}^{\mathrm{v}_{p_{i}}(b)}\right|_{F} \prod_{\nu \in \Omega_{1}} a_{\nu}
$$

and there exists a subset $\Omega_{2} \subset[1, n]$ such that

$$
\left|\Omega_{2}\right| \leq \sum_{i \in I} \mathrm{v}_{p_{i}}(b),\left.\quad \prod_{i \in I} p_{i}^{\mathrm{v}_{p_{i}}(b)}\right|_{F} \prod_{\nu \in \Omega_{2}} a_{\nu}
$$

Hence it is sufficient to prove that $\left|\Omega_{1}\right| \leq 2^{s} \alpha(\theta s+1)$.
For every subset $\emptyset \neq L \subset[1, s] \backslash I$, we set $l_{L}=\mid\left\{\nu \in[1, n] \mid \operatorname{supp}\left(a_{\nu}\right) \backslash I\right.$ $=L\} \mid$, and we assert that $l_{L}<(2 \theta s+1) \alpha$. Once this is proved, we are done since there are less than $2^{s-1}$ such sets $L$ and hence

$$
\left|\Omega_{1}\right|=\sum_{\emptyset \neq L \subset[1, s] \backslash I} l_{L}<2^{s-1}(2 \theta s+1) \alpha<2^{s} \alpha(\theta s+1) .
$$

Assume to the contrary that $l_{L} \geq(2 \theta s+1) \alpha$ for some subset $\emptyset \neq L \subset[1, s] \backslash I$. Then $I \cup L \in \mathfrak{E}_{H}$, and we assert that $w_{I \cup L}^{2 \theta} \mid a^{\prime}$, which gives the desired contradiction.

In fact, if $i \in I$, then $\mathrm{v}_{p_{i}}\left(a^{\prime}\right) \geq \mathrm{v}_{p_{i}}\left(w_{I}^{2 \theta}\right)=2 \theta \alpha(s+1-|I|)$, and if $i \in L$, then $\mathrm{v}_{p_{i}}\left(a^{\prime}\right)=\mathrm{v}_{p_{i}}(a) \geq l_{L} \geq(2 \theta s+1) \alpha$. Hence

$$
\mathrm{v}_{p_{i}}\left(a^{\prime}\right) \geq 2 \theta \alpha(s+1-|I \cup L|)+\alpha=\mathrm{v}_{p_{i}}\left(w_{I \cup L}^{2 \theta}\right)+\alpha \quad \text { for all } i \in I \cup L
$$

and thus $w_{I \cup L}^{2 \theta} \mid a^{\prime}$ by Lemma 5.3.
Proof of Proposition 5.7. (1) We set $n=2^{s} \theta \alpha(s+1)$, and we assert that $\left(H \backslash H^{\times}\right)^{n} \subset W^{[\theta]} H$. Suppose that $a_{1}, \ldots, a_{n} \in H \backslash H^{\times}$and $a=a_{1} \cdot \ldots \cdot a_{n}$. Since $\left|\mathfrak{E}_{H}\right|<2^{s}$ and $\operatorname{supp}\left(a_{i}\right) \neq \emptyset$ for all $i \in[1, n]$, there exists some $I \in$ $\mathfrak{E}_{H}$ such that $\left|\left\{\nu \in[1, n] \mid \operatorname{supp}\left(a_{\nu}\right)=I\right\}\right|>\theta \alpha(s+1)$. Hence $v_{p_{i}}(a)>$ $\theta \alpha(s+1) \geq \mathrm{v}_{p_{i}}\left(w_{I}^{\theta}\right)+\alpha$ for all $i \in I$, and thus $w_{I}^{\theta} \mid a$ by Lemma 5.3(2).

It remains to prove that $W^{[\theta]}$ is full, and for this we use [16, Lemma 5.9.2]. We must prove that, for any $I^{\prime}, I^{\prime \prime} \in \mathfrak{E}_{H}$ and $a \in w_{I^{\prime}}^{2 \theta} H \cap w_{I^{\prime \prime}}^{2 \theta} H$, there exists some $I \in \mathfrak{E}_{H}$ such that $a \in w_{I}^{2 \theta} H$ and $w_{I^{\prime}}^{2 \theta}, w_{I^{\prime \prime}}^{2 \theta} \in \llbracket w_{I}^{2 \theta} \rrbracket$. By Lemma 5.8(3), the set $I=I^{\prime} \cup I^{\prime \prime}$ has the required properties.
(2) Let $\mathfrak{a} \subset H$ be a pattern ideal. By [16, Theorem 5.7], it is sufficient to prove that for every $w \in W$ and every $\theta \in \mathbb{N}$ with $\theta \geq 2$, there exists some subset $\Omega \subset H\left[W^{[\theta]}, w^{\theta}\right]$ such that $H\left(W^{[\theta]}, w^{\theta}\right) \subset w^{\theta} \llbracket w \rrbracket \Omega$, and there exists a decomposition $\Omega=\Omega_{1} \cup \ldots \cup \Omega_{t}$ with the following property: For all $\nu \in[1, t], a \in \llbracket w \rrbracket$ and $b, b^{\prime} \in \Omega_{\nu}$, we have $a b \in \mathfrak{a}$ if and only if $a b^{\prime} \in \mathfrak{a}$.

Suppose that $w=w_{I}$ for some $I \in \mathfrak{E}_{H}$ and $\theta \in \mathbb{N}$ with $\theta \geq 2$. By Lemma 5.8(4) there exists a subset $\Omega \subset H\left[W^{[\theta]}, w_{I}^{\theta}\right]$ such that $H\left(W^{[\theta]}, w_{I}^{\theta}\right)$ $\subset w_{I}^{\theta} \llbracket w_{I} \rrbracket \Omega$ and $\mathrm{v}_{p_{i}}(b) \leq 2 \alpha-1$ for all $i \in I$ and $b \in \Omega$. The desired decomposition of $\Omega$ is furnished by Theorem 4.6 with $S=\llbracket w_{I} \rrbracket$. By Theorem 5.4(1) and Proposition 4.2 it follows that $\mathcal{C}^{*}(\mathcal{A}(H), F)$ is finite, and thus we must prove that

$$
\sup \left\{\omega_{H}(a b, b) \mid a \in \llbracket w_{I} \rrbracket, b \in \Omega\right\}<\infty .
$$

If $a \in \llbracket w_{I} \rrbracket$ and $b \in \Omega \subset H\left[W^{[\theta]}, w_{I}^{\theta}\right]$, then $a b \in \llbracket w_{I} \rrbracket H\left[W^{[\theta]}, w_{I}^{\theta}\right] \subset$ $\llbracket w_{I} \rrbracket^{-1} \llbracket w_{I} \rrbracket H\left(W^{[\theta]}, w_{I}^{\theta}\right) \cap H$, and Lemma 5.8(5) implies

$$
\begin{aligned}
\omega_{H}(a b, b) & \leq 2^{s} \alpha(\theta s+1)+\sum_{i \in I} \mathrm{v}_{p_{i}}(b)+\mathrm{d}\left(\mathcal{C}^{*}(H, F)\right) \\
& \leq 2^{s} \alpha(\theta s+1)+(2 \alpha-1) s+\mathrm{d}\left(\mathcal{C}^{*}(H, F)\right)
\end{aligned}
$$

(3) By [16, Theorem 5.6], there exists some $\theta_{0} \geq 2$ such that $\mathfrak{a}$ is $W^{[\theta]}$-generated for all $\theta \in \mathbb{N}$ with $\theta \geq \theta_{0}$. Let $\theta \geq \theta_{0}$ be given. By [16, Lemma 5.9.1], there exists some $M_{0} \in \mathbb{N}$ such that $\max \mathrm{L}(b) \leq M_{0}$ for all $w \in W$ and $b \in H\left[W^{[\theta]}, w^{\theta}\right]$. We shall use [16, Theorem 5.10] to prove that $E_{\theta}$ is a tame generating set of $\mathfrak{a}$, and therefore we must establish the existence of some bound $M \in \mathbb{N}$ with the following property: For every $w \in W$ and $a \in \mathfrak{a}\left(W^{[\theta]}, w^{\theta}\right)$, there exists some $b \in \mathfrak{a}\left[W^{[\theta]}, w^{\theta}\right]$ such that $w^{\theta} b \mid a$ and $\mathrm{t}(a, \mathrm{Z}(b)) \leq M$.

Suppose that $w=w_{I}$ for some $I \in \mathfrak{E}_{H}$ and $a \in \mathfrak{a}\left(W^{[\theta]}, w_{I}^{\theta}\right)$. By Lemma 5.8(4) there exists some $b \in \mathfrak{a}\left[W^{[\theta]}, w_{I}^{\theta}\right]$ such that $w_{I}^{\theta} b \mid a$ and $v_{p_{i}}(b) \leq$ $2 \alpha-1$ for all $i \in I$. Since $\mathfrak{a}\left(W^{[\theta]}, w_{I}^{\theta}\right) \subset H\left(W^{[\theta]}, w_{I}^{\theta}\right) \subset \llbracket w_{I} \rrbracket^{-1} \llbracket w_{I} \rrbracket H\left(W^{[\theta]}, w_{I}^{\theta}\right)$ $\cap H$, Lemma 5.8(5) implies

$$
\left.\omega_{H}(a, b) \leq 2^{s} \alpha(\theta s+1)+(2 \alpha-1) s+\mathrm{d}\left(\mathcal{C}^{*}(H, F)\right)=M_{1} \quad \text { (say }\right) .
$$

By Proposition 5.6(2) it follows that $\mathrm{t}(a, \mathrm{Z}(b)) \leq s(2 \alpha-1)\left(M_{1}+1\right)+s \alpha+M_{0}$, giving the asserted bound.

Theorem 5.9 (Main Theorem on AC-monoids). If $H$ is an $A C$-monoid defined in some factorial monoid $F$, then $H$ is finitary, locally tame, $\mathrm{c}(H)<\infty$, and the Structure Theorem for Sets of Lengths holds for $H$.

Proof. Let $F$ be a factorial monoid, $Y \subset F$ a submonoid, $s \in \mathbb{N}$ and $p_{1}, \ldots, p_{s}$ pairwise non-associated prime elements of $F$ such that $F=Y \times$ $\left[p_{1}, \ldots, p_{s}\right]$, and assume that $H \subset F$ is an AC-monoid defined by $p_{1}, \ldots, p_{s}$ and a congruence relation $\equiv$ on $Y$ with parameter $\alpha$. Since $F$ is a BF-monoid and $F^{\times} \cap H=H^{\times}$, it follows by [22, Theorem 3] that $H$ is a BF-monoid, and thus it is finitary by Proposition 5.6(3).

By Theorem 5.4(1), the semigroup $C=\mathcal{C}^{*}(H, F)$ is finite. If $a \in H$, and $u \in \mathcal{A}(H)$ is a product of $\tau(u)$ primes of $F$, then Proposition 4.5 implies $\omega_{H}(a, u) \leq \omega_{F}(a, u)+\mathrm{d}(C) \leq \tau(u)+\mathrm{d}(C)$ for all $a \in H$. Using Proposition 5.6(2) we deduce that $\mathrm{t}(a, \mathrm{Z}(u)) \leq s(2 \alpha-1)[\tau(u)+\mathrm{d}(C)+1]+s \alpha+1$. Since the right hand side is independent of $a$, it is a bound for $\mathrm{t}(H, u)$, and therefore $H$ is locally tame. By [17, Theorem 3.10] we have $\mathrm{c}(H)<\infty$, and therefore $\Delta(H)$ is finite.

It remains to prove that the Structure Theorem for Sets of Lengths holds for $H$. By Theorem $5.4(3)$ it suffices to do this for a $\mathrm{C}_{0}$-monoid, and by Theorem 2.2 it suffices to prove that in a $\mathrm{C}_{0}$-monoid pattern ideals are tamely generated. But this was proved in Proposition 5.7.

## 6. Proof of the Main Theorem for congruence monoids in Dedekind domains

Theorem 6.1. Let $R$ be a Dedekind domain and $\mathfrak{f}$ an ideal of $R$ such that $R / \mathfrak{f}$ is finite. Let $\sigma$ be a sign vector of $R, \emptyset \neq \Gamma \subset R / \mathfrak{f} \sigma$ a multiplicatively closed subset and $H=H_{\Gamma} \subset R^{\bullet}$ the congruence monoid defined in $R$ modulo $\mathfrak{f} \sigma$ by $\Gamma$.
(1) If $R$ is semilocal, $\mathfrak{f}$ is contained in all maximal ideals of $R$ and $\Gamma \cap(R / \mathfrak{f} \sigma)^{\times} \neq \emptyset$, then $H$ is a $\mathrm{C}_{0}$-monoid defined in some factorial monoid $F$ such that $\left(F^{\times}: H^{\times}\right)<\infty$.
(2) If $\Gamma \cap(R / \mathfrak{f} \sigma)^{\times}=\emptyset$ and the ideal class group of $R$ is finite, then $H$ is an $A C$-monoid.

Proof. We set $\mathcal{P}=\max (R)$ and $\mathfrak{f}=\mathfrak{p}_{1}^{e_{1}} \cdot \ldots \cdot \mathfrak{p}_{s}^{e_{s}}$, where $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s} \in \mathcal{P}$ are distinct and $e_{1}, \ldots, e_{s} \in \mathbb{N}$. We denote by $\mathcal{P}_{\mathfrak{f}}=\mathcal{P} \backslash\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}\right\}$ the set of all maximal ideals of $R$ which are coprime to $\mathfrak{f}$, by $\mathcal{I}=\mathcal{F}(\mathcal{P})$ the monoid of non-zero ideals of $R$ and by $\mathcal{I}_{\mathfrak{f}}=\mathcal{F}\left(\mathcal{P}_{\mathfrak{f}}\right) \subset \mathcal{I}$ the submonoid of all ideals coprime to $\mathfrak{f}$. By [10, Theorem 6.28], we have $\mathcal{C}(R)=\left\{[\mathfrak{a}] \mid \mathfrak{a} \in \mathcal{I}_{\mathfrak{f}}\right\}$. If $R$ is semilocal, then $R$ is a principal ideal domain and $\mathcal{P}_{\mathfrak{f}}=\emptyset$.

Being a Krull monoid, $R^{\bullet}$ splits in the form $R^{\bullet}=R^{\times} \times S$, where $S$ is a submonoid of a free monoid $D$ such that the inclusion map $S \hookrightarrow D$ is a divisor theory (see [25, Theorem 23.4]). The canonical map $R^{\bullet} \rightarrow \mathcal{I}$, defined by $a \mapsto a R$, is also a divisor theory. By the uniqueness of divisor theories, there exists an isomorphism

$$
\Phi: \mathcal{I} \xrightarrow{\sim} D, \quad \text { written in the form } \quad \mathfrak{a} \mapsto \mathfrak{a}^{\Phi},
$$

such that $(a R)^{\Phi}=a$ for all $a \in S$. Then $D=\mathcal{F}\left(\mathcal{P}^{\Phi}\right)$, and we set $p_{i}=\mathfrak{p}_{i}^{\Phi}$ for all $i \in[1, s]$. Then $\Phi$ induces an isomorphism $\mathcal{C}(R) \xrightarrow{\sim} D / S$ given by the assignment $[\mathfrak{a}] \mapsto\left[\mathfrak{a}^{\Phi}\right]_{D / S}$.

We consider the factorial monoid

$$
F=R^{\times} \times D=Y \times\left[p_{1}, \ldots, p_{s}\right], \quad \text { where } \quad Y=R^{\times} \times \mathcal{I}_{\mathfrak{f}}^{\Phi}=R^{\times} \times \mathcal{F}\left(\mathcal{P}_{f}^{\Phi}\right)
$$

Then $H \subset R^{\bullet} \subset F$ are submonoids, and $T_{\mathfrak{f}}=Y \cap R^{\bullet}$ is the monoid of all $a \in R^{\bullet}$ which are coprime to $\mathfrak{f}$. If $u \in Y$, then $u=\varepsilon \mathfrak{u}^{\Phi}$ with (uniquely determined) $\varepsilon \in R^{\times}$and $\mathfrak{u} \in \mathcal{I}_{\mathfrak{f}}$, and we have $u \in R^{\bullet}$ if and only if $\mathfrak{u}$ is a principal ideal.

We shall prove that $H \subset F$ is an AC-monoid defined by $p_{1}, \ldots, p_{s}$ and some congruence relation $\equiv$ on $Y$ with parameter

$$
\alpha=2 \max \left\{e_{1}, \ldots, e_{s}\right\}|\mathcal{C}(R)|\left|(R / \mathfrak{f})^{\times}\right|
$$

If $R$ is semilocal, then $Y=R^{\times}, F=R^{\bullet}$, and $H$ is a $\mathrm{C}_{0}$-monoid. If $R$ is semilocal and $\Gamma \cap(R / \mathfrak{f} \sigma)^{\times} \neq \emptyset$, then $V=\{a \in R \mid a \equiv 1 \bmod \mathfrak{f} \sigma\} \subset H^{\times}$, and since $R^{\times} / V \cong(R / \mathfrak{f} \sigma)^{\times}$is finite, it follows that $F^{\times} / H^{\times}$is finite.

We check the conditions of Definition 5.1.
(AC 1) The inclusion $H^{\times} \subset Y \cap H$ is obvious. If $\Gamma \cap(R / \mathfrak{f})^{\times}=\emptyset$, then $Y \cap H=\{1\}=H^{\times}$. If $R$ is semilocal and $\Gamma \cap(R / \mathfrak{f})^{\times} \neq \emptyset$, then $Y=R^{\times}$ and $\Gamma \cap(R / \mathfrak{f} \sigma)^{\times}$is a group. If $u \in Y \cap H \subset R^{\times}$, then $\left[u^{-1}\right]_{\mathfrak{f} \sigma}=[u]_{\mathfrak{f} \sigma}^{-1} \in \Gamma$, hence $u^{-1} \in Y \cap H$, and thus $u \in H^{\times}$.
(AC 2) Suppose that $j \in[1, s]$ and $a \in p_{j}^{\alpha} F$. Then $p_{j}^{\alpha} \in R^{\bullet}$, and thus $a \in R^{\bullet}$ if and only if $p_{j}^{\alpha} a \in R^{\bullet}$. Since $p_{j}^{\alpha} a \equiv a \equiv 0 \bmod \mathfrak{p}_{j}^{e_{j}}, p_{j}^{\alpha} \equiv 1 \bmod \mathfrak{p}_{i}^{e_{i}}$ for all $i \in[1, s] \backslash\{j\}$ and $2 \mid \alpha$, we get $p_{j}^{\alpha} a \equiv a \bmod \mathfrak{f} \sigma$. Since $a \neq 1$, it follows that $p_{j}^{\alpha} a \in H$ if and only if $a \in H$.
(AC 3) For $u, v \in Y$, we define $u \equiv v$ if and only if there exists some $c \in Y$ such that $u c, v c \in R^{\bullet}$ and $u c \equiv v c \bmod \mathfrak{f} \sigma$. We must prove that $\equiv$ is transitive, compatible with multiplication, $Y / \equiv$ is a finite group, and $\equiv$ is $H$-admissible.

First of all, if $u, v, c \in Y$, say $u=\varepsilon \mathfrak{u}^{\Phi}, v=\eta \mathfrak{v}^{\Phi}$ and $c=\gamma \mathfrak{c}^{\Phi}$, where $\varepsilon, \eta, \gamma \in R^{\times}$and $\mathfrak{u}, \mathfrak{v}, \mathfrak{c} \in \mathcal{I}_{\mathfrak{f}}$, then we have $u c=\varepsilon \gamma(\mathfrak{u c})^{\Phi} \in R$ if and only if $\mathfrak{c} \in-[\mathfrak{u}]$. Hence $u \equiv v$ implies $[\mathfrak{u}]=[\mathfrak{v}]$, and if $c^{\prime} \in Y$, then $c^{\prime} u \in R^{\bullet}$ implies $c^{\prime} v \in R^{\bullet}$. We assert that even $u c^{\prime} \equiv v c^{\prime} \bmod \mathfrak{f} \sigma$. Indeed, if $c \in Y$ is such that $u c, v c \in R^{\bullet}$ and $u c \equiv v c \bmod \mathfrak{f} \sigma$, then $\left(u c^{\prime}\right)(u c) \equiv\left(v c^{\prime}\right)(u c) \bmod \mathfrak{f} \sigma$, and $u c \in T_{\mathfrak{f}}$ implies $u c^{\prime} \equiv v c^{\prime} \bmod \mathfrak{f} \sigma$.

If $u, v, w \in Y, u \equiv v$ and $v \equiv w$, then there exists some $c \in Y$ such that $u c, v c \in R^{\bullet}$ and $u c \equiv v c \bmod \mathfrak{f} \sigma$, and by the above, we also have $w c \in R^{\bullet}$ and $v c \equiv w c \bmod \mathfrak{f} \sigma$, whence $u \equiv w$.

If $u, v, w \in Y$ and $u \equiv v$, let $c, d \in Y$ be such that $u c, v c, w d \in R^{\bullet}$ and $u c \equiv v c \bmod \mathfrak{f} \sigma$. Then $(u w)(c d),(v w)(c d) \in R^{\bullet}$ and $(u w)(c d) \equiv(v w)(c d)$ $\bmod \mathfrak{f} \sigma$ implies $u w \equiv v w$.

If $u=\varepsilon \mathfrak{u}^{\Phi} \in Y$, where $\varepsilon \in R^{\times}$and $\mathfrak{u} \in \mathcal{I}_{\mathfrak{f}}$, let $\mathfrak{c} \in(-[\mathfrak{u}]) \cap \mathcal{I}_{\mathfrak{f}}$ be arbitrary, and set $c=\mathfrak{c}^{\Phi} \in Y$. Then $u c \in T_{\mathfrak{f}}$, and there exists some $w \in T_{\mathfrak{f}}$ such that $u c w \equiv 1 \bmod \mathfrak{f} \sigma$. Then $c w \in Y$ and $u(c w) \equiv 1$. Hence $Y / \equiv$ is a group.

Let $\left\{\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{h}\right\} \subset \mathcal{I}_{f}$ be a set of representatives for $\mathcal{C}(R)$, and let $\left\{x_{1}, \ldots, x_{m}\right\} \subset T_{\mathfrak{f}}$ be a set of representatives for $(R / \mathfrak{f} \sigma)^{\times}$. Then $\left\{\mathfrak{a}_{i}^{\Phi} x_{j} \mid\right.$ $i \in[1, h], j \in[1, m]\} \subset Y$ is a set of representatives for $Y / \equiv$, and thus $|Y / \equiv|=|\mathcal{C}(R)|\left|(R / \mathfrak{f} \sigma)^{\times}\right|$divides $\alpha$.

We finally prove that $\equiv$ is $H$-admissible. Suppose that $u, v \in Y, u \equiv v$, $a \in\left[p_{1}, \ldots, p_{s}\right] \backslash\{1\}$ and $a u \in H \subset R^{\bullet}$. Let $c \in Y$ be such that $c u, c v \in R^{\bullet}$ and $c u \equiv c v \bmod \mathfrak{f} \sigma$. Since $(c v)(a u)=(c u)(a v)$ and $c u \in T_{\mathfrak{f}}$, we obtain $a u \equiv a v \bmod \mathfrak{f} \sigma$ and therefore also $a v \in H$, since $a u \neq 1$.

Proof of Theorem 3.6. If $\Gamma \cap(R / \mathfrak{f} \sigma)^{\times}=\emptyset$, or if $R$ is semilocal and $\mathfrak{f}$ is contained in every maximal ideal of $R$, then $H$ is an AC-monoid by Theorem 6.1, and the assertions follow by Theorem 5.9.

Assume now that $\Gamma \cap(R / \mathfrak{f} \sigma)^{\times} \neq \emptyset$. We set $T_{\mathfrak{f}}=\left\{a \in R^{\bullet} \mid a+\mathfrak{f} \in(R / \mathfrak{f})^{\times}\right\}$, and we consider (as in Section 3) the congruence monoid $H_{\Gamma, \mathfrak{f}}$, defined in the semilocal Dedekind domain $T_{\mathfrak{f}}^{-1} R$ modulo $T_{\mathfrak{f}}^{-1} \mathfrak{f}$ by $\Gamma \subset R / \mathfrak{f} \sigma=$ $T_{\mathfrak{f}}^{-1} R / T_{\mathfrak{f}}^{-1} \mathfrak{f} \sigma$. Note that $T_{\mathfrak{f}}^{-1} \mathfrak{f}$ is contained in every maximal ideal of $T_{\mathfrak{f}}^{-1} R$. By Theorem 6.1(1), $H_{\Gamma, \mathfrak{f}}$ is a $\mathrm{C}_{0}$-monoid defined in some factorial monoid $F$ such that $\left(F^{\times}: H_{\Gamma, f}^{\times}\right)<\infty$, and Theorem $5.4(2)$ implies that then $\left(H_{\Gamma, \mathfrak{f}}\right)_{\text {red }}$ is a $\mathrm{C}_{0}$-monoid defined in the factorial monoid $\bar{F}=F / H_{\Gamma, \mathfrak{f}}^{\times}$for which $\bar{F}^{\times}$is finite. By Theorem 3.5, there exists a divisor homomorphism $\partial: H \rightarrow \mathcal{F}\left(\mathcal{P}_{\mathfrak{f}}\right) \times\left(H_{\Gamma, \mathfrak{f}}\right)_{\text {red }}$ whose class group $\mathcal{C}(\partial)$ fits into an exact sequence

$$
(R / \mathfrak{f} \sigma)^{\times} \rightarrow \mathcal{C}(\partial) \rightarrow \mathcal{C}(R) \rightarrow 0
$$

By assumption, the groups $\mathcal{C}(R)$ and $(R / \mathfrak{f})^{\times}$are finite, and by Lemma 3.2(3) the group $(R / \mathfrak{f} \sigma)^{\times}$is finite as well. Hence $\mathcal{C}(\partial)$ is finite.

To finish the proof, we need the block monoid $\mathcal{B}$ associated with the divisor homomorphism $\partial$. We recall its definition and basic properties from [24, Section 5]. Let $\mathcal{C}_{0}=\left\{[\mathfrak{p}]_{\partial} \mid \mathfrak{p} \in \mathcal{P}_{\mathfrak{f}}\right\} \subset \mathcal{C}(\partial)$ be the set of all classes containing primes, and let

$$
\bar{\beta}: \mathcal{F}\left(\mathcal{P}_{\mathfrak{f}}\right) \times\left(H_{\Gamma, \mathfrak{f}}\right)_{\mathrm{red}} \rightarrow \mathcal{F}\left(\mathcal{C}_{0}\right) \times\left(H_{\Gamma, \mathfrak{f}}\right)_{\mathrm{red}}
$$

be the unique monoid homomorphism satisfying $\bar{\beta}(\mathfrak{p})=[\mathfrak{p}]_{\partial}$ for all $\mathfrak{p} \in \mathcal{P}_{\mathfrak{f}}$ and $\beta \mid\left(H_{\Gamma, \mathfrak{f}}\right)_{\text {red }}=\mathrm{id}$. Then the monoid $\mathcal{B}=\bar{\beta} \circ \partial(H)$ is called the block monoid and the homomorphism $\beta=\bar{\beta} \circ \partial: H \rightarrow \mathcal{B}$ is called the block homomorphism associated with $\partial$. Furthermore, $\beta$ is a transfer homomorphism, $\mathcal{B} \subset \mathcal{F}\left(\mathcal{C}_{0}\right) \times\left(H_{\Gamma, \mathfrak{f}}\right)_{\text {red }}$ is a saturated submonoid, and the class group
$\mathcal{F}\left(\mathcal{C}_{0}\right) \times\left(H_{\Gamma, \mathfrak{f}}\right)_{\mathrm{red}} / \mathcal{B}$ is isomorphic to $\mathcal{C}(\partial)$. By Proposition $5.5(1)$, the monoid $\mathcal{F}\left(\mathcal{C}_{0}\right) \times\left(H_{\Gamma, \mathfrak{f}}\right)_{\text {red }}$ is a $\mathrm{C}_{0}$-monoid, and therefore $\mathcal{B}$ is a $\mathrm{C}_{0}$-monoid by Proposition $5.5(2)$. In particular, $\mathcal{B}$ is locally tame, $c(\mathcal{B})<\infty$, and the Structure Theorem for Sets of Lengths holds for $\mathcal{B}$ by Theorem 5.9. Hence the Structure Theorem for Sets of Lengths also holds for $H$.

By [13, Propositon 4.2], $\mathrm{c}(H)<\infty$, and by [12, Proposition 3.7], $H$ is locally tame (however, see the remark below).

Remark 6.2. The second inequality in [12, Proposition 3.7] is not correct as it stands. It must read

$$
\mathrm{t}_{H}\left(H^{\prime}, u\right) \leq \mathrm{t}_{\mathcal{B}}\left(\beta\left(H^{\prime}\right), \beta(u)\right)+\mathcal{D}\left(G_{0}\right)+\delta
$$

Since $\mathcal{A}(\mathcal{B})=\{\beta(u) \mid u \in \mathcal{A}(H)\}$, this inequality shows that the local tameness of $\mathcal{B}$ implies that of $H$.

We indicate the necessary modifications in the proof of [12, Proposition 3.7]. Let $a \in H^{\prime} \cap u H$ and $z \in Z(a)$ be given. Set $U=\beta(u) \in$ $\mathcal{A}(\mathcal{B})$ and $Z=\beta(z) \in Z(\mathcal{B})$. If $U \mid Z$ one can argue as in [12] (there it is Case 2) to obtain a factorization $z^{\prime} \in Z(a) \cap u Z(H)$ such that $\mathrm{d}\left(z, z^{\prime}\right) \leq$ $\mathcal{D}\left(G_{0}\right)+\delta$. If $U \nmid Z$, there exists a factorization $Z_{1} \in \mathrm{Z}(\beta(a)) \cap U Z(\mathcal{B})$ such that $\mathrm{d}\left(Z, Z_{1}\right) \leq \mathrm{d}_{\mathcal{B}}\left(\beta\left(H^{\prime}\right), U\right)$. As in the proof of Proposition 4.2 in [13], we find a factorization $z_{1} \in Z(a)$ such that $\beta\left(z_{1}\right)=Z_{1}$ and $\mathrm{d}\left(z, z_{1}\right)=\mathrm{d}\left(Z, Z_{1}\right)$. Since $U \mid Z_{1}$, we can apply the case already done and obtain a factorization $z^{\prime} \in \mathrm{Z}(a) \cap u \mathrm{Z}(H)$ satisfying $\mathrm{d}\left(z^{\prime}, z_{1}\right) \leq \mathcal{D}\left(G_{0}\right)+\delta$. Now the assertion follows by the inequality $\mathrm{d}\left(z, z^{\prime}\right) \leq \mathrm{d}\left(z, z_{1}\right)+\mathrm{d}\left(z_{1}, z^{\prime}\right)$.
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