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1. Introduction. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of $n$ distinct positive integers. The matrix having the greatest common divisor $\left(x_{i}, x_{j}\right)$ of $x_{i}$ and $x_{j}$ as its $i, j$-entry is called the greatest common divisor (GCD) matrix, denoted by $\left(\left(x_{i}, x_{j}\right)\right)$. The matrix having the least common multiple $\left[x_{i}, x_{j}\right]$ of $x_{i}$ and $x_{j}$ as its $i, j$-entry is called the least common multiple (LCM) matrix, denoted by $\left(\left[x_{i}, x_{j}\right]\right)$. The set $S$ is said to be factor-closed if it contains every divisor of $x$ for any $x \in S$. H. J. S. Smith [14] showed that the determinant of the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on a factor-closed set $S$ is the product $\prod_{i=1}^{n} \varphi\left(x_{i}\right)$, where $\varphi$ is Euler's totient function. In [14], Smith also considered the determinant of the LCM matrix $[S]_{n}$ on a factor-closed set $S$. It was shown to be the product $\prod_{i=1}^{n} \varphi\left(x_{i}\right) \pi\left(x_{i}\right)$, where $\pi$ is the multiplicative function which is defined for the prime power $p^{r}$ by $\pi\left(p^{r}\right)=-p$. Smith also gave formulas for more general determinants like $\operatorname{det}\left(\left(x_{i}, x_{j}\right)^{\varepsilon}\right)$ and $\operatorname{det}\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$, where $\varepsilon$ is any exponent. Since then many results (see, for example, [1-13]) concerning GCD matrices and LCM matrices have been published.

The set $S$ is said to be $g c d$-closed if $\left(x_{i}, x_{j}\right) \in S$ for all $1 \leq i, j \leq n$. It is clear that a factor-closed set is gcd-closed but not conversely. In [2], Beslin and Ligh extended Smith's result by showing that the determinant of the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on a gcd-closed set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is the product $\prod_{k=1}^{n} \alpha_{k}$, where

$$
\alpha_{k}=\sum_{\substack{d \mid x_{k} \\ d \nmid x_{t}, x_{t}<x_{k}}} \varphi(d) .
$$

In [4], Bourque and Ligh generalized Smith's result on LCM matrices by proving that the determinant of the LCM matrix $\left(\left[x_{i}, x_{j}\right]\right)$ on a gcd-closed set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is the product $\prod_{k=1}^{n} x_{k}^{2} \beta_{k}$, where

[^0]$$
\beta_{k}=\sum_{\substack{d \mid x_{k} \\ d \nmid x_{t}, x_{t}<x_{k}}} g(d)
$$
with the arithmetical function $g$ defined by $g(m)=m^{-1} \sum_{d \mid m} d \mu(d)$, where $\mu$ is the Möbius function.

In [6], Bourque and Ligh showed that if $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is factor-closed then the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on $S$ divides the LCM matrix ( $\left.\left[x_{i}, x_{j}\right]\right)$ on $S$ in the ring $M_{n}(\mathbb{Z})$ of $n \times n$ matrices over the integers (i.e., there is an $n \times n$ matrix $A$ with integer entries such that $\left(\left[x_{i}, x_{j}\right]\right)=A\left(\left(x_{i}, x_{j}\right)\right)=$ $\left.\left(\left(x_{i}, x_{j}\right)\right)(A)^{\mathrm{T}}\right)$. Hong [13] proved that such a factorization theorem on LCM and GCD matrices is no longer true in general. In fact, he showed that if $n \leq 3$, then for any gcd-closed set $S=\left\{x_{1}, \ldots, x_{n}\right\}$, the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on $S$ divides the LCM matrix $\left(\left[x_{i}, x_{j}\right]\right)$ on $S$ in the ring $M_{n}(\mathbb{Z})$. For $n \geq 4$, there exists a gcd-closed set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ such that the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on $S$ does not divide the LCM matrix $\left(\left[x_{i}, x_{j}\right]\right)$ on $S$ in the ring $M_{n}(\mathbb{Z})$.

From Beslin and Ligh's result [3], one knows that the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on any set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ of $n$ distinct positive integers is always nonsingular. However, this is not true for LCM matrices in general [1, Remark 5]. From Smith's result [14], one also knows that the LCM matrix on any factor-closed set is nonsingular. Further, it has been conjectured by Bourque and Ligh [4] that the LCM matrix ( $\left[x_{i}, x_{j}\right]$ ) on any gcd-closed set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is nonsingular. In [9-11], Hong systematically investigated the Bourque-Ligh conjecture. Hong [11] proved that the Bourque-Ligh conjecture is true if $n \leq 7$, but not true if $n \geq 8$. Note also that Hong [10] proved that this conjecture is true for a certain class of gcd-closed sets.

Although it follows from Bourque and Ligh's result [5] that the power GCD matrix $\left(\left(x_{i}, x_{j}\right)^{\varepsilon}\right)$ on any set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ of $n$ distinct positive integers is nonsingular, it is not clear that the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on any set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ of $n$ distinct positive integers is also nonsingular, where $\varepsilon \geq 2$ is an integer. For the factor-closed case, one knows by [7] that the answer to this question is affirmative. For the gcd-closed case, Hong [12] gave a conjectural answer to this question as follows.

Conjecture ([12]). Let $\varepsilon$ be a given positive integer. Then there must be a positive integer $k(\varepsilon)$, depending only on $\varepsilon$, such that if $n \leq k(\varepsilon)$, then the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on any gcd-closed set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is nonsingular. But for $n \geq k(\varepsilon)+1$, there exists a gcd-closed set $S=$ $\left\{x_{1}, \ldots, x_{n}\right\}$ such that the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ is singular.

The features of GCD matrices are well known, which is due to the nice structure theorem [3, Theorem 1]. However, the features of LCM matrices are less known which may be due to the fact that the convolution of
arithmetical functions is not always available. So studying LCM matrices is important. In the present paper, our main interest is still in the nonsingularity of power LCM matrices. We will provide an interesting result related to the above conjecture. For a positive integer $x$, let $\nu(x)$ denote the number of distinct prime factors of $x$. We show that if $\varepsilon$ is a positive integer and $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is a gcd-closed set satisfying $\max _{x \in S}\{\nu(x)\} \leq 2$, then the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ is nonsingular.

The set $S$ is said to be lcm-closed if $\left[x_{i}, x_{j}\right] \in S$ for all $1 \leq i, j \leq n$. For example, $S=\{2,3,6,8,24\}$ is lcm-closed. One can easily check that $x \mid \max \{S\}$ for any $x \in S$ if $S$ is lcm-closed. In the fourth section of this paper, we also show that if $\varepsilon$ is a positive integer and $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is an lcm-closed set satisfying $\max _{x \in S}\{\nu(x)\} \leq 2$, then the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ is nonsingular.

In the final section of this paper, we will raise several conjectures to promote further investigations on GCD and LCM matrices.
2. Reductions of the formula for $\operatorname{det}\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$. For any positive integer $\varepsilon$, let the arithmetical function $\zeta_{\varepsilon}$ be defined for any positive integer $m$ by $\zeta_{\varepsilon}(m)=m^{\varepsilon}$. First one has the following result.

Lemma 2.1. The determinant of the matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ defined on a $g c d$ closed set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is equal to the product $\prod_{k=1}^{n} x_{k}^{2 \varepsilon} \alpha_{\varepsilon, k}$, where

$$
\begin{equation*}
\alpha_{\varepsilon, k}=\sum_{\substack{d \mid x_{k} \\ d \nmid x_{t}, x_{t}<x_{k}}}\left(\frac{1}{\zeta_{\varepsilon}} * \mu\right)(d) \tag{1}
\end{equation*}
$$

Proof. This follows immediately from [12, Theorem 5].
In the rest of this paper, without any loss of generality, we assume that $S=\left\{x_{1}, \ldots, x_{n}\right\}$ satisfies $1 \leq x_{1}<\ldots<x_{n}$. Denote by $|A|$ the cardinality of any finite set $A$. In [11] we gave a reduction of the formula for the determinant of the LCM matrix $\left(\left[x_{i}, x_{j}\right]\right)$ by introducing the concept of the greatest-type divisor. In the following we will give a similar reduction for $\alpha_{\varepsilon, k}$ using ideas similar to those in [11]. One needs a generalization of the principle of cross-classification in [9] to give a preliminary reduction of the formula for $\alpha_{\varepsilon, k}$. For an elegant proof, see [13].

Lemma 2.2 ([9, 13]). Let $R$ be any given finite set and $f$ any complexvalued function defined on $R$. For a subset $T$ of $R$, set $\bar{T}=R \backslash T$. If $R_{1}, \ldots, R_{m}$ are $m$ given distinct subsets of $R$, then

$$
\sum_{x \in \bigcap_{i=1}^{m} \bar{R}_{i}} f(x)=\sum_{x \in R} f(x)+\sum_{t=1}^{m}(-1)^{t} \sum_{1 \leq i_{1}<\ldots<i_{t} \leq m} \sum_{x \in \bigcap_{j=1}^{t} R_{i_{j}}} f(x)
$$

Lemma 2.3. Let $n \geq 1$ be an integer. Then

$$
\sum_{d \mid n}\left(\frac{1}{\zeta_{\varepsilon}} * \mu\right)(d)=n^{-\varepsilon}
$$

Proof. This follows immediately from [12, Lemma 7].
Lemma 2.4. Let $n$ be an integer. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a gcd-closed set and $x_{1}<\ldots<x_{n}$. If $\alpha_{\varepsilon, k}$ is defined as in (1), then

$$
\begin{equation*}
\alpha_{\varepsilon, k}=x_{k}^{-\varepsilon}+\sum_{t=1}^{k-1}(-1)^{t} \sum_{1 \leq i_{1}<\ldots<i_{t} \leq k-1}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{t}}\right)^{-\varepsilon} . \tag{2}
\end{equation*}
$$

Proof. In Lemma 2.2, let $m=k-1$ and $R=\left\{d \in \mathbb{Z}^{+}: d \mid x_{k}, x_{k} \in S\right\}$. For $1 \leq i \leq k-1$, let $R_{i}=\left\{d \in R: d \mid x_{i}, x_{i} \in S\right\}$. Then $R_{i}=\left\{d \in \mathbb{Z}^{+}\right.$: $\left.d \mid\left(x_{k}, x_{i}\right)\right\}$. By Lemma 2.2,

$$
\begin{align*}
\alpha_{\varepsilon, k}= & \sum_{d \mid x_{k}}\left(\frac{1}{\zeta_{\varepsilon}} * \mu\right)(d)  \tag{3}\\
& +\sum_{t=1}^{k-1}(-1)^{t} \sum_{1 \leq i_{1}<\ldots<i_{t} \leq k-1} \sum_{d \mid\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{t}}\right)}\left(\frac{1}{\zeta_{\varepsilon}} * \mu\right)(d)
\end{align*}
$$

By Lemma 2.3, $\sum_{d \mid x_{k}}\left(\frac{1}{\zeta_{\varepsilon}} * \mu\right)(d)=x_{k}^{-\varepsilon}$ and for $1 \leq i_{1}<\ldots<i_{t} \leq$ $k-1(1 \leq t \leq k-1)$,

$$
\begin{equation*}
\sum_{d \mid\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{t}}\right)}\left(\frac{1}{\zeta_{\varepsilon}} * \mu\right)(d)=\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{t}}\right)^{-\varepsilon} \tag{4}
\end{equation*}
$$

It then follows from (3) and (4) that (2) holds.
Consequently, we obtain a further reduction of the formula for $\alpha_{\varepsilon, k}$.
Lemma 2.5. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a gcd-closed set. For $1 \leq k \leq n$, let $I_{k}=\left\{i: 1 \leq i \leq k-1\right.$ and $\left.x_{i} \nmid x_{k}\right\}$ and $J_{k}=\{1, \ldots, k-1\} \backslash I_{k}$. Then

$$
\begin{equation*}
\alpha_{\varepsilon, k}=x_{k}^{-\varepsilon}+\sum_{r=1}^{\left|J_{k}\right|}(-1)^{r} \sum_{\substack{i_{1}<\ldots<i_{r} \\ i_{j} \in J_{k}}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}\right)^{-\varepsilon} . \tag{5}
\end{equation*}
$$

Proof. If $\left|I_{k}\right|=0$, then the assertion follows from Lemma 2.4. In what follows let $\left|I_{k}\right| \geq 1$. Note that for $i \in J_{k}$, one has $x_{i} \mid x_{k}$. Since $S$ is gcd-closed, $x_{1} \mid x_{k}$. Thus, $\left|J_{k}\right| \geq 1$. Note also that $\left|I_{k}\right|+\left|J_{k}\right|=k-1$. By Lemma 2.4,

$$
\begin{equation*}
\alpha_{\varepsilon, k}=x_{k}^{-\varepsilon}+\Delta^{\prime}+\Delta \tag{6}
\end{equation*}
$$

where

$$
\Delta^{\prime}=\sum_{r=1}^{\left|J_{k}\right|}(-1)^{r} \sum_{\substack{i_{1}<\ldots<i_{r} \\ i_{j} \in J_{k}}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}\right)^{-\varepsilon}
$$

and
(7) $\Delta=\sum_{r=1}^{\left|J_{k}\right|} \sum_{\substack{i_{1}<\ldots<i_{r} \\ i_{j} \in J_{k}}} \sum_{s=1}^{\left|I_{k}\right|}(-1)^{r+s} \sum_{\substack{t_{1}<\ldots<t_{s} \\ t_{u} \in I_{k}}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}$.

For any given $t_{1}<\ldots<t_{s}, t_{u} \in I_{k}(1 \leq u \leq s)$. Since $S$ is gcd-closed it follows that $\left(x_{k}, x_{t_{1}}, \ldots, x_{t_{s}}\right) \in S$. Let $x_{l}=\left(x_{k}, x_{t_{1}}, \ldots, x_{t_{s}}\right)$. Then $x_{l} \mid x_{k}$ and $x_{l} \mid x_{t_{u}}$ for $1 \leq u \leq s$. So, $l \in J_{k}$. Then, by (7),
(8) $\Delta=\sum_{s=1}^{\left|I_{k}\right|} \sum_{\substack{t_{1}<\ldots<t_{s} \\ t_{u} \in I_{k}}} \sum_{r=1}^{\left|J_{k}\right|}(-1)^{r+s} \sum_{\substack{i_{1}<\ldots<i_{r} \\ i_{j} \in J_{k}}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}$

$$
\begin{aligned}
= & \sum_{s=1}^{\left|I_{k}\right|} \sum_{\substack{t_{1}<\ldots<t_{s} \\
t_{u} \in I_{k}}} \sum_{r=0}^{\left|J_{k}\right|-1} \sum_{\substack{i_{1}<\ldots<i_{r} \\
i_{j} \in J_{k}, i_{j} \neq l}}\left((-1)^{r+s}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}\right. \\
& \left.+(-1)^{r+s+1}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}, x_{l}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}\right) \\
= & \sum_{s=1}^{\left|I_{k}\right|} \sum_{\substack{t_{1}<\ldots<t_{s} \\
t_{u} \in I_{k}}} \sum_{r=0}^{\left|J_{k}\right|-1} \sum_{\substack{i_{1}<\ldots<i_{r} \\
i_{j} \in J_{k}, i_{j} \neq l}}\left((-1)^{r+s}\left(x_{i_{1}}, \ldots, x_{i_{r}}, x_{l}\right)^{-\varepsilon}\right. \\
& \left.+(-1)^{r+s+1}\left(x_{i_{1}}, \ldots, x_{i_{r}}, x_{l}\right)^{-\varepsilon}\right) \\
= & 0
\end{aligned}
$$

It follows from (6) and (8) that (5) holds.
Definition ([11]). Let $T$ be a set of distinct positive integers. For any $a, b \in T$ and $a<b$, we say that $a$ is a greatest-type divisor of $b$ in $T$ if $a \mid b$ and the conditions $a|c, c| b, c<b$, and $c \in T$ imply that $c=a$.

Lemma 2.6. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a gcd-closed set. For $1 \leq k \leq n$, let $R_{k}=\left\{i: 1 \leq i \leq k-1, x_{i}\right.$ is the greatest-type divisor of $x_{k}$ in $\left.S\right\}$. Then

$$
\alpha_{\varepsilon, k}=x_{k}^{-\varepsilon}+\sum_{r=1}^{\left|R_{k}\right|}(-1)^{r} \sum_{\substack{i_{1}<\ldots<i_{r} \\ i_{j} \in R_{k}}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}\right)^{-\varepsilon} .
$$

Proof. For $k \leq 2$, the assertion is clearly true. In what follows let $k \geq 3$. Let $J_{k}=\left\{i: 1 \leq i \leq k-1\right.$ and $\left.x_{i} \mid x_{k}\right\}$. Then $\left|J_{k}\right| \geq 1$. It is clear that
$R_{k} \subseteq J_{k}$. If $\left|J_{k}\right|=1$, then $J_{k}=\{1\}$. Note that $\left|R_{k}\right| \geq 1$. So one has $R_{k}=\{1\}=J_{k}$. Thus by Lemma 2.5, the result is true. In the following let $\left|J_{k}\right| \geq 2$. Let $L_{k}=J_{k} \backslash R_{k}$. We show that $L_{k} \neq \emptyset$. Assuming otherwise implies that $R_{k}=J_{k}$. But $1 \in J_{k}$. Then $1 \in R_{k}$. From $\left|J_{k}\right| \geq 2$, one deduces that there is an $i \in J_{k}, i \neq 1$, such that $i \in J_{k}=R_{k}$. Since $S$ is gcd-closed, one has $x_{1} \mid x_{i}$. This is impossible since $x_{1}, x_{i}$ cannot both be greatest-type divisors of $x_{k}$ in $S$. Therefore the assertion is true. In a similar way to that in (6), one has, by Lemma 2.5,

$$
\alpha_{\varepsilon, k}=x_{k}^{-\varepsilon}+\bar{\Delta}^{\prime}+\bar{\Delta}
$$

where

$$
\bar{\Delta}^{\prime}=\sum_{r=1}^{\left|R_{k}\right|}(-1)^{r} \sum_{\substack{i_{1}<\ldots<i_{r} \\ i_{j} \in R_{k}}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}\right)^{-\varepsilon}
$$

and

$$
\begin{align*}
& \bar{\Delta}=\sum_{r=0}^{\left|R_{k}\right|} \sum_{\substack{i_{1}<\ldots<i_{r} \\
i_{j} \in R_{k}}} \sum_{s=1}^{\left|L_{k}\right|} \sum_{\substack{t_{1}<\ldots<t_{s} \\
t_{u} \in L_{k}}}(-1)^{r+s}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}  \tag{9}\\
& =\sum_{s=1}^{\left|L_{k}\right|} \sum_{\substack{t_{1}<\ldots<t_{s} \\
t_{u} \in L_{k}}}(-1)^{s} \sum_{r=0}^{\left|R_{k}\right|} \sum_{\substack{i_{1}<\ldots<i_{r} \\
i_{j} \in R_{k}}}(-1)^{r}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon} .
\end{align*}
$$

To prove the lemma, one needs only to show that $\bar{\Delta}=0$, which we will do in the following.

For any given $t_{1}<\ldots<t_{s}\left(1 \leq s \leq\left|L_{k}\right|\right), t_{u} \in L_{k}, 1 \leq u \leq s$, let $P=\left\{i: i \in R_{k}\right.$, and $x_{t_{u}} \mid x_{i}$ for some $\left.t_{u}, 1 \leq u \leq s\right\}$ and let $Q=R_{k} \backslash P$. Let $|P|=h$ and $|Q|=h^{\prime}$. Clearly, $1 \leq h \leq\left|R_{k}\right|$ and $0 \leq h^{\prime} \leq\left|R_{k}\right|-1$. Then

$$
\begin{align*}
& \sum_{r=0}^{\left|R_{k}\right|} \sum_{\substack{i_{1}<\ldots<i_{r} \\
i_{j} \in R_{k}}}(-1)^{r}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}  \tag{10}\\
& =\sum_{r^{\prime}=0}^{h^{\prime}} \sum_{\substack{i_{1}<\ldots<i_{r^{\prime}} \\
i_{u} \in Q}} \sum_{r=0}^{h} \\
& \sum_{\substack{j_{1}<\ldots<j_{r} \\
j_{v} \in P}}(-1)^{r+r^{\prime}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r^{\prime}}}, x_{j_{1}}, \ldots, x_{j_{r}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon} \\
& =\sum_{r^{\prime}=0}^{h^{\prime}} \sum_{\substack{i_{1}<\ldots<i_{r^{\prime}} \\
i_{u} \in Q}} \sum_{r=0}^{h} \sum_{\substack{j_{1}<\ldots<j_{r} \\
j_{v} \in P}}(-1)^{r+r^{\prime}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r^{\prime}}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}
\end{align*}
$$

(since by the definition of $P,\left(x_{j_{1}}, \ldots, x_{j_{r}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)=\left(x_{t_{1}}, \ldots, x_{t_{s}}\right)$ for any $j_{1}<\ldots<j_{r}, j_{v} \in P$ )

$$
\begin{aligned}
= & \sum_{r^{\prime}=0}^{h^{\prime}} \sum_{\substack{i_{1}<\ldots<i_{r^{\prime}} \\
i_{u} \in Q}}(-1)^{r^{\prime}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r^{\prime}}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon} \\
& \times\left(1+\sum_{r=1}^{h}(-1)^{r} \sum_{\substack{j_{1}<\ldots<j_{r} \\
j_{v} \in P}} 1\right) \\
= & \sum_{r^{\prime}=0}^{h^{\prime}} \sum_{\substack{i_{1}<\ldots<i_{r^{\prime}} \\
i_{u} \in Q}}(-1)^{r^{\prime}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r^{\prime}}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}\left(1+\sum_{r=1}^{h}(-1)^{r}\binom{h}{r}\right) \\
= & \sum_{r^{\prime}=0}^{h^{\prime}} \sum_{\substack{i_{1}<\ldots<i_{r} \\
i_{u} \in Q}}(-1)^{r^{\prime}}\left(x_{k}, x_{i_{1}}, \ldots, x_{i_{r^{\prime}}}, x_{t_{1}}, \ldots, x_{t_{s}}\right)^{-\varepsilon}(1-1)^{h}=0 .
\end{aligned}
$$

It then follows from (9) and (10) that $\bar{\Delta}=0$.
3. The gcd-closed case. Throughout this section, let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be gcd-closed. For $1 \leq k \leq n$, let $\alpha_{\varepsilon, k}$ be defined as in (1). It is clear that $\alpha_{\varepsilon, 1}=x_{1}^{-\varepsilon}$. We have the following lemmas.

Lemma 3.1. For $2 \leq k \leq n$, let $x_{k}=p^{e} q^{h}$, where $p$ and $q$ are distinct primes, $e$ and $h$ are positive integers. Then the set of greatest-type divisors of $x$ in $S$ must have the form $\left\{p^{e_{1}} q^{h_{1}}, \ldots, p^{e_{m}} q^{h_{m}}\right\}$, where $1 \leq m \leq \min \{e, h\}$, $0 \leq e_{1}<\ldots<e_{m} \leq e, h \geq h_{1}>\ldots>h_{m} \geq 0$, and $e_{i}+h_{i} \leq e+h-1$ $(i=1, \ldots, m)$.

Proof. Let $R_{k}$ be the set of greatest-type divisors of $x_{k}$ in $S$ and let $\left|R_{k}\right|=m$. Since $x_{k}=p^{e} q^{h}$, one may let $R_{k}=\left\{p^{e_{1}} q^{h_{1}}, \ldots, p^{e_{m}} q^{h_{m}}\right\}$, where $e_{i}$ and $h_{i}(1 \leq i \leq m)$ are nonnegative integers satisfying $0 \leq e_{i} \leq e$, $0 \leq h_{i} \leq h$ and $e_{i}+h_{i} \leq e+h-1$. We claim that for any $i, j \in\{1, \ldots, m\}$, $i \neq j$, we have $e_{i} \neq e_{j}$. Otherwise, there exist $i, j \in\{1, \ldots, m\}, i \neq j$, such that $e_{i}=e_{j}$. Then $p^{e_{i}} q^{h_{i}} \mid p^{e_{j}} q^{h_{j}}$ or $p^{e_{j}} q^{h_{j}} \mid p^{e_{i}} q^{h_{i}}$. This contradicts the fact that $p^{e_{i}} q^{h_{i}}$ and $p^{e_{j}} q^{h_{j}}$ are greatest-type divisors of $x_{k}$ in $S$. Thus $e_{i} \neq e_{j}$ for any $i, j \in\{1, \ldots, m\}, i \neq j$. Similarly, $h_{i} \neq h_{j}$ for $i, j \in\{1, \ldots, m\}, i \neq j$.

Without loss of generality, one may assume that $0 \leq e_{1}<\ldots<e_{m}$. Since $p^{e_{1}} q^{h_{1}}, \ldots, p^{e_{m}} q^{h_{m}}$ are greatest-type divisors, it follows that for any $i, j \in\{1, \ldots, m\}, i \neq j$, both $p^{e_{i}} q^{h_{i}} \nmid p^{e_{j}} q^{h_{j}}$ and $p^{e_{j}} q^{h_{j}} \nmid p^{e_{i}} q^{h_{i}}$. Therefore for any $i \in\{1, \ldots, m-1\}$, it follows from $e_{i}<e_{i+1}$ and $p^{e_{i}} q^{h_{i}} \nmid p^{e_{i+1}} q^{h_{i+1}}$ that $h_{i}>h_{i+1}$. So $h_{1}>\ldots>h_{m} \geq 0$.

It is clear that $e_{i}+h_{i} \leq e+h$ for $1 \leq i \leq m$. Suppose that there exists $1 \leq i \leq m$ such that $e_{i}+h_{i}=e+h$. One can deduce that $e_{i}=e$ and $h_{i}=h$.

So $p^{e_{i}} q^{h_{i}}=x_{k}$. This contradicts the fact that $p^{e_{i}} q^{h_{i}}$ is a greatest-type divisor of $x_{k}$. Then $e_{i}+h_{i} \leq e+h-1$ for $i=1, \ldots, m$.

Lemma 3.2. For $2 \leq k \leq n$, let $x_{k}=p^{e} q^{h}$, where $p$ and $q$ are distinct primes, $e$ and $h$ are positive integers. If the set of greatest-type divisors of $x_{k}$ in $S$ is $\left\{p^{e_{1}} q^{h_{1}}, \ldots, p^{e_{m}} q^{h_{m}}\right\}$, where $1 \leq m \leq \min \{e, h\}, 0 \leq e_{1}<\ldots<$ $e_{m} \leq e, h \geq h_{1}>\ldots>h_{m} \geq 0$, and $e_{i}+h_{i} \leq e+h-1(i=1, \ldots, m)$, then $\alpha_{\varepsilon, k}= \begin{cases}p^{-\varepsilon e} q^{-\varepsilon h}-p^{-\varepsilon e_{1}} q^{-\varepsilon h_{1}} & \text { if } m=1, \\ p^{-\varepsilon e} q^{-\varepsilon h}-p^{-\varepsilon e_{m}} q^{-\varepsilon h_{m}}+\sum_{i=1}^{m-1}\left(p^{-\varepsilon e_{i}} q^{-\varepsilon h_{i+1}}-p^{-\varepsilon e_{i}} q^{-\varepsilon h_{i}}\right) \\ & \text { if } m \geq 2 .\end{cases}$

Proof. Let $m \leq 2$. Then by Lemma 2.6, the result is clearly true.
In what follows let $m \geq 3$. Noting that $0 \leq e_{1}<\ldots<e_{m} \leq e$ and $h \geq h_{1}>\ldots>h_{m} \geq 0$, by Lemma 2.6 one has

$$
\begin{aligned}
\alpha_{\varepsilon, k}= & p^{-\varepsilon e} q^{-\varepsilon h}-p^{-\varepsilon e_{1}} q^{-\varepsilon h_{1}}-\ldots-p^{-\varepsilon e_{m}} q^{-\varepsilon h_{m}} \\
& +\sum_{t=2}^{m}(-1)^{t} \sum_{1 \leq i_{1}<\ldots<i_{t} \leq m}\left(p^{e} q^{h}, p^{e_{i_{1}}} q^{h_{i_{1}}}, \ldots, p^{e_{i_{t}}} q^{h_{i_{t}}}\right)^{-\varepsilon} \\
= & p^{-\varepsilon e} q^{-\varepsilon h}-p^{-\varepsilon e_{1}} q^{-\varepsilon h_{1}}-\ldots-p^{-\varepsilon e_{m}} q^{-\varepsilon h_{m}} \\
& +\sum_{t=2}^{m}(-1)^{t} \sum_{1 \leq i_{1}<\ldots<i_{t} \leq m} p^{-\varepsilon e_{i_{1}}} q^{-\varepsilon h_{i_{t}}} \\
= & p^{-\varepsilon e} q^{-\varepsilon h}-p^{-\varepsilon e_{1}} q^{-\varepsilon h_{1}}-\ldots-p^{-\varepsilon e_{m}} q^{-\varepsilon h_{m}} \\
& +p^{-\varepsilon e_{1}} q^{-\varepsilon h_{2}}+\ldots+p^{-\varepsilon e_{m-1}} q^{-\varepsilon h_{m}}+C
\end{aligned}
$$

where

$$
C=\sum_{t=2}^{m}(-1)^{t} \sum_{\substack{1 \leq i_{1}<\ldots<i_{t} \leq m \\ i_{1}+1<i_{t}}} p^{-\varepsilon e_{i_{1}}} q^{-\varepsilon h_{i_{t}}}
$$

Since $a+1<b$ implies that $b-a-1 \geq 1$, one has

$$
\begin{aligned}
C & =\sum_{2 \leq a+1<b \leq m} \sum_{t=2}^{b-a+1}(-1)^{t} \sum_{a=i_{1}<\ldots<i_{t}=b} p^{-\varepsilon e_{i_{1}}} q^{-\varepsilon h_{i_{t}}} \\
& =\sum_{2 \leq a+1<b \leq m} \sum_{t=2}^{b-a+1}(-1)^{t} p^{-\varepsilon e_{a}} q^{-\varepsilon h_{b}} \sum_{a=i_{1}<\ldots<i_{t}=b} 1 \\
& =\sum_{2 \leq a+1<b \leq m} \sum_{t=2}^{b-a+1}(-1)^{t} p^{-\varepsilon e_{a}} q^{-\varepsilon h_{b}}\binom{b-a-1}{t-2}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{2 \leq a+1<b \leq m} p^{-\varepsilon e_{a}} q^{-\varepsilon h_{b}} \sum_{t=2}^{b-a+1}(-1)^{t-2}\binom{b-a-1}{t-2} \\
& =\sum_{2 \leq a+1<b \leq m} p^{-\varepsilon e_{a}} q^{-\varepsilon h_{b}} \sum_{l=0}^{b-a-1}(-1)^{l}\binom{b-a-1}{l} \\
& =\sum_{2 \leq a+1<b \leq m} p^{-\varepsilon e_{a}} q^{-\varepsilon h_{b}}(1-1)^{b-a-1} \\
& =\sum_{2 \leq a+1<b \leq m} p^{-\varepsilon e_{a}} q^{-\varepsilon h_{b}} \cdot 0=0 .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\alpha_{\varepsilon, k}= & p^{-\varepsilon e} q^{-\varepsilon h}-p^{-\varepsilon e_{1}} q^{-\varepsilon h_{1}}-\ldots-p^{-\varepsilon e_{m}} q^{-\varepsilon h_{m}} \\
& +p^{-\varepsilon e_{1}} q^{-\varepsilon h_{2}}+\ldots+p^{-\varepsilon e_{m-1}} q^{-\varepsilon h_{m}}
\end{aligned}
$$

as desired.
Now we give the first main result in this paper.
Theorem 3.3. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a gcd-closed set satisfying $\max _{x \in S}\{v(x)\} \leq 2$ and $\varepsilon$ a positive integer. Then the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ is nonsingular.

Proof. One may assume $x_{1}<\ldots<x_{n}$. Since $\max _{x \in S}\{v(x)\} \leq 2$, for $2 \leq k \leq n$, noting that $x_{k}>1$, one has $v\left(x_{k}\right)=1$ or 2 . Namely, $x_{k}=p^{e}$, where $e \geq 1$ is an integer and $p$ is a prime, or $x_{k}=p^{e} q^{h}$, where $e \geq 1$ and $h \geq 1$ are integers, $p$ and $q$ are distinct primes. We claim that $\alpha_{\varepsilon, k} \neq 0$ for $1 \leq k \leq n$.

If $k=1$, then $\alpha_{\varepsilon, 1}=x_{1}^{-\varepsilon} \neq 0$ by Lemma 2.5 , so the claim is true. In the following let $k \geq 2$. Consider the following two cases.

CASE 1: $x_{k}=p^{e}$. Then $x_{k}$ has only one greatest-type divisor in $S$ whose form must be $p^{l}$, where $l$ is an integer and $0 \leq l \leq e-1$. By Lemma 2.5, $\alpha_{\varepsilon, k}=p^{-\varepsilon e}-p^{-\varepsilon l}$. Since $\varepsilon$ is a positive integer, one then deduces that $\alpha_{\varepsilon, k}<0$. The claim is true.

CASE 2: $x_{k}=p^{e} q^{h}$. It follows from Lemma 3.1 that there exist $2 m$ (where $1 \leq m \leq \min \{e, h\}$ ) integers $e_{1}, \ldots, e_{m}, h_{1}, \ldots, h_{m}$ satisfying $0 \leq$ $e_{1}<\ldots<e_{m} \leq e, h \geq h_{1}>\ldots>h_{m} \geq 0$, and $e_{i}+h_{i} \leq e+h-1$ $(i=1, \ldots, m)$, such that $\left\{p^{e_{1}} q^{h_{1}}, \ldots, p^{e_{m}} q^{h_{m}}\right\}$ is equal to the set of greatesttype divisors of $x_{k}$ in $S$. If $m=1$, then $\alpha_{\varepsilon, k}=p^{-\varepsilon e} q^{-\varepsilon h}-p^{-\varepsilon e_{1}} q^{-\varepsilon h_{1}}$ by Lemma 3.2. By the assumption, $\alpha_{\varepsilon, k}<0$, so the claim is true. In the following let $m \geq 2$. By Lemma 3.2,

$$
\begin{align*}
\alpha_{\varepsilon, k}= & \frac{1}{p^{\varepsilon e} q^{\varepsilon h}}-\frac{1}{p^{\varepsilon e_{1}} q^{\varepsilon h_{1}}}-\ldots-\frac{1}{p^{\varepsilon e_{m}} q^{\varepsilon h_{m}}}  \tag{11}\\
& +\frac{1}{p^{\varepsilon e_{1}} q^{\varepsilon h_{2}}}+\ldots+\frac{1}{p^{\varepsilon e_{m-1}} q^{\varepsilon h_{m}}} \\
= & \frac{1}{p^{\varepsilon e} q^{\varepsilon h}}+\left(\frac{1}{p^{\varepsilon e_{1}} q^{\varepsilon h_{2}}}-\frac{1}{p^{\varepsilon e_{1}} q^{\varepsilon h_{1}}}-\frac{1}{p^{\varepsilon e_{2}} q^{\varepsilon h_{2}}}\right) \\
& +\left(\frac{1}{p^{\varepsilon e_{2}} q^{\varepsilon h_{3}}}-\frac{1}{p^{\varepsilon e_{3}} q^{\varepsilon h_{3}}}\right)+\ldots+\left(\frac{1}{p^{\varepsilon e_{m-1}} q^{\varepsilon h_{m}}}-\frac{1}{p^{\varepsilon e_{m}} q^{\varepsilon h_{m}}}\right)
\end{align*}
$$

Since $e_{1}<e_{2}$ and $h_{1}>h_{2}$, one has $e_{2}-e_{1} \geq 1$ and $h_{1}-h_{2} \geq 1$. Since $\varepsilon \geq 1$, one can deduce that $\left(p^{\varepsilon\left(e_{2}-e_{1}\right)}-1\right)\left(q^{\varepsilon\left(h_{1}-h_{2}\right)}-1\right)-1 \geq(2-1)(3-1)-1$ $=1$. Then

$$
\begin{align*}
\frac{1}{p^{\varepsilon e_{1}} q^{\varepsilon h_{2}}}-\frac{1}{p^{\varepsilon e_{1}} q^{\varepsilon h_{1}}} & -\frac{1}{p^{\varepsilon e_{2}} q^{\varepsilon h_{2}}}  \tag{12}\\
& =\frac{1}{p^{\varepsilon e_{2}} q^{\varepsilon h_{1}}}\left[\left(p^{\varepsilon\left(e_{2}-e_{1}\right)}-1\right)\left(q^{\varepsilon\left(h_{1}-h_{2}\right)}-1\right)-1\right]>0
\end{align*}
$$

For $i=3, \ldots, m$, since $e_{i-1}<e_{i}, e_{i}-e_{i-1} \geq 1$, one has

$$
\begin{equation*}
\frac{1}{p^{\varepsilon e_{i-1}} q^{\varepsilon h_{i}}}-\frac{1}{p^{\varepsilon e_{i}} q^{\varepsilon h_{i}}}=\frac{p^{\varepsilon\left(e_{i}-e_{i-1}\right)}-1}{p^{\varepsilon e_{i}} q^{\varepsilon h_{i}}}>0 . \tag{13}
\end{equation*}
$$

By (11)-(13), one has $\alpha_{\varepsilon, k}>0$.
It then follows from the claim and Lemma 2.1 that $\operatorname{det}\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right) \neq 0$. Therefore the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ is nonsingular.
4. The lcm-closed case. In this section, we transfer the result of Section 3 to the lcm-closed case by using the following lemmas.

Lemma 4.1. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of $n$ distinct positive integers. Let $\varepsilon$ be a real number and let $m=\operatorname{lcm}\{S\}$. Then

$$
\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)=\frac{1}{m^{\varepsilon}} \cdot \operatorname{diag}\left(x_{1}^{\varepsilon}, \ldots, x_{n}^{\varepsilon}\right) \cdot\left(\left[\frac{m}{x_{i}}, \frac{m}{x_{j}}\right]^{\varepsilon}\right) \cdot \operatorname{diag}\left(x_{1}^{\varepsilon}, \ldots, x_{n}^{\varepsilon}\right)
$$

Proof. Since

$$
\left[x_{i}, x_{j}\right]=\frac{m}{\left(\frac{m}{x_{i}}, \frac{m}{x_{j}}\right)}=\frac{m \cdot\left[\frac{m}{x_{i}}, \frac{m}{x_{j}}\right]}{\frac{m}{x_{i}} \cdot \frac{m}{x_{j}}}=\frac{x_{i} x_{j}}{m} \cdot\left[\frac{m}{x_{i}}, \frac{m}{x_{j}}\right]
$$

it follows that

$$
\left[x_{i}, x_{j}\right]^{\varepsilon}=\frac{x_{i}^{\varepsilon} x_{j}^{\varepsilon}}{m^{\varepsilon}} \cdot\left[\frac{m}{x_{i}}, \frac{m}{x_{j}}\right]^{\varepsilon}
$$

Therefore the result follows immediately.
Definition. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of $n$ distinct positive integers. Let $m=\operatorname{lcm}\{S\}$. Then the reciprocal set of $S$, denoted by $m S^{-1}$, is
defined by

$$
m S^{-1}=\left\{\frac{m}{x_{1}}, \ldots, \frac{m}{x_{n}}\right\}
$$

Lemma 4.2. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be an lcm-closed set. Then the reciprocal set $m S^{-1}$ is gcd-closed.

Proof. First, for any $1 \leq i, j \leq n$, one has

$$
\left(\frac{m}{x_{i}}, \frac{m}{x_{j}}\right)=\frac{m}{\left[x_{i}, x_{j}\right]} .
$$

But $S$ is lcm-closed. So there exists $1 \leq k \leq n$ such that $\left[x_{i}, x_{j}\right]=x_{k}$. Therefore

$$
\left(\frac{m}{x_{i}}, \frac{m}{x_{j}}\right)=\frac{m}{x_{k}} \in m S^{-1}
$$

Thus the reciprocal set $m S^{-1}$ is gcd-closed.
We can give the second main result in this paper as follows.
Theorem 4.3. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be an lcm-closed set satisfying $\max _{x \in S}\{v(x)\} \leq 2$ and $\varepsilon$ a positive integer. Then the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ defined on $S$ is nonsingular.

Proof. This follows immediately from Lemmas 4.1 and 4.2, and Theorem 3.3.
5. Final remarks. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of positive integers. The set $S$ is said to be odd gcd-closed if $S$ is gcd-closed and every element in $S$ is an odd number. The set $S$ is said to be even $g c d$-closed if $S$ is not odd gcd-closed. By [11], we know that there is an even gcd-closed set $S$ such that the LCM matrix $\left(\left[x_{i}, x_{j}\right]\right)$ on $S$ is singular. But it is not clear if there is an odd gcd-closed set $S$ such that the LCM matrix ( $\left[x_{i}, x_{j}\right]$ ) on $S$ is singular. We believe that the answer to this question is negative. Furthermore, we propose the following conjecture.

Conjecture 5.1. Let $\varepsilon$ be a positive integer and let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be an odd gcd-closed set. Then the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ is nonsingular.

The set $S$ is said to be odd lcm-closed if $S$ is lcm-closed and every element in $S$ is an odd number. The set $S$ is said to be even lcm-closed if $S$ is not odd lcm-closed. By [11], one can easily construct an even lcm-closed set $S$ such that the LCM matrix $\left(\left[x_{i}, x_{j}\right]\right)$ on $S$ is singular. We suggest another conjecture.

Conjecture 5.2. Let $\varepsilon$ be a positive integer and let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be an odd lcm-closed set. Then the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ is nonsingular.

By Lemmas 4.1 and 4.2, Conjecture 5.1 is equivalent to Conjecture 5.2. Namely, Conjecture 5.1 implies Conjecture 5.2, and the converse is also true.

It follows from [13] that there is an even gcd-closed set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ such that the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on $S$ does not divide the LCM matrix ( $\left.\left[x_{i}, x_{j}\right]\right)$ on $S$ in the ring $M_{n}(\mathbb{Z})$. By [13], one can also easily construct an even lcm-closed set $S$ such that the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on $S$ does not divide the LCM matrix ( $\left[x_{i}, x_{j}\right]$ ) on $S$ in the ring $M_{n}(\mathbb{Z})$. However it is not clear if there is an odd gcd-closed (resp. lcm-closed) set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ such that the GCD matrix $\left(\left(x_{i}, x_{j}\right)\right)$ on $S$ does not divide the LCM matrix ( $\left[x_{i}, x_{j}\right]$ ) on $S$ in the ring $M_{n}(\mathbb{Z})$. We still believe that the answer is negative. We raise the following conjectures as the conclusion of this paper.

Conjecture 5.3. Let $\varepsilon$ be a positive integer and let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be an odd gcd-closed set. Then the power GCD matrix $\left(\left(x_{i}, x_{j}\right)^{\varepsilon}\right)$ on $S$ divides the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ in the ring $M_{n}(\mathbb{Z})$.

Conjecture 5.4. Let $\varepsilon$ be a positive integer and let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be an odd lcm-closed set. Then the power GCD matrix $\left(\left(x_{i}, x_{j}\right)^{\varepsilon}\right)$ on $S$ divides the power LCM matrix $\left(\left[x_{i}, x_{j}\right]^{\varepsilon}\right)$ on $S$ in the $\operatorname{ring} M_{n}(\mathbb{Z})$.
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