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1. Introduction. The branch of analytic number theory which relates the size of certain arithmetic functions to the number of lattice points in certain domains has a long and very prolific history. Enlightening expositions can be found in the monographs by F. Fricker [1], E. Krätzel [11], [12], and M. N. Huxley [7]. The most classical topics of this theory are the Dirichlet divisor problem and the Gaussian circle problem: they are concerned with the error terms $\Delta(x)$ and $P(x)$ in the identities

$$
\begin{equation*}
\sum_{1 \leq n \leq x} d(n)=x \log x+(2 \gamma-1) x+\Delta(x), \quad \sum_{1 \leq n \leq x} r(n)=\pi x+P(x), \tag{1}
\end{equation*}
$$

where $d(n)$ counts the number of divisors of $n \in \mathbb{N}$ and $r(n)$ the number of ways to write $n$ as a sum of two squares. The sharpest upper bounds to date are due to M. N. Huxley [6], [8], the present "records" reading

$$
\Delta(x) \ll x^{131 / 416}(\log x)^{26957 / 8320}, \quad P(x) \ll x^{131 / 416}(\log x)^{18637 / 8320},
$$

where $\frac{131}{416}=0.3149 \ldots$.
Concerning lower bounds, J. L. Hafner [2], [3] in 1981 improved upon G. H. Hardy's classical results [5], showing that ( ${ }^{1}$ )

$$
\begin{aligned}
& \Delta(x)=\Omega_{+}\left(x^{1 / 4}(\log x)^{1 / 4}\left(\log _{2} x\right)^{(3+2 \log 2) / 4} \exp \left(-c_{1}\left(\log _{3} x\right)^{1 / 2}\right)\right), \\
& P(x)=\Omega_{-}\left(x^{1 / 4}(\log x)^{1 / 4}\left(\log _{2} x\right)^{(\log 2) / 4} \exp \left(-c_{2}\left(\log _{3} x\right)^{1 / 2}\right)\right),
\end{aligned}
$$

with certain $c_{1}, c_{2}>0$. Very recently, K. Soundararajan [19] developed an ingenious new method by which he sharpened these bounds (up to the am-

[^0]biguity of the sign) to
\[

$$
\begin{align*}
& \Delta(x)=\Omega\left(x^{1 / 4}(\log x)^{1 / 4}\left(\log _{2} x\right)^{(3 / 4)\left(2^{4 / 3}-1\right)}\left(\log _{3} x\right)^{-5 / 8}\right)  \tag{2}\\
& P(x)=\Omega\left(x^{1 / 4}(\log x)^{1 / 4}\left(\log _{2} x\right)^{(3 / 4)\left(2^{1 / 3}-1\right)}\left(\log _{3} x\right)^{-5 / 8}\right)
\end{align*}
$$
\]

To visualize the refinement in the exponent of the $\log _{2} x$-factor, note that $\frac{1}{4}(3+2 \log 2)=1.0965 \ldots, \frac{1}{4} \log 2=0.1732 \ldots$, while $\frac{3}{4}\left(2^{4 / 3}-1\right)=1.1398 \ldots$, $\frac{3}{4}\left(2^{1 / 3}-1\right)=0.1949 \ldots$

The objective of the present article is to extend Soundararajan's approach to a much more general situation which includes the two classical problems as special cases. Let $K$ be an arbitrary algebraic number field of degree $k$, and denote by $\mathfrak{o}_{K}$ its ring of algebraic integers. For a positive integer $m$ we consider the arithmetic function $d_{K, m}(n)$ defined by the relation

$$
\zeta_{K}^{m}(s)=\sum_{n=1}^{\infty} d_{K, m}(n) n^{-s} \quad(\operatorname{Re}(s)>1)
$$

where $\zeta_{K}$ is the Dedekind zeta-function of $K$. In other words, $d_{K, m}(n)$ counts the number of $m$-tuples $\left(\mathfrak{n}_{1}, \ldots, \mathfrak{n}_{m}\right)$ of $\mathfrak{o}_{K}$-ideals with $N_{K}\left(\mathfrak{n}_{1} \cdots \mathfrak{n}_{m}\right)=n$. Here $N_{K}(\mathfrak{n})$ denotes the absolute norm of $\mathfrak{n}$. In analogy to (1), we are interested in the behavior of the error term in the identity

$$
\begin{equation*}
\sum_{1 \leq n \leq x} d_{K, m}(n)=\operatorname{res}_{s=1}\left(\zeta_{K}^{m}(s) \frac{x^{s}}{s}\right)+\Delta_{K, m}(x) \tag{3}
\end{equation*}
$$

as $x \rightarrow \infty$. The investigation of $\Delta_{\mathbb{Q}, m}$ is known as the Piltz divisor problem. Concerning upper bounds for $\Delta_{K, m}(x)$, see A. Ivić [9] (where the rational case is discussed in detail), W. G. Nowak [16], and also the references in W. Narkiewicz [15, Ch. 7].

In this article we apply Soundararajan's method to establish a sharp lower estimate for $\Delta_{K, m}(x)$. To describe the result we have to introduce some notations. For $0 \leq \nu \leq k$ let $P_{\nu}$ denote the set of all rational primes which are unramified in $K$, and which are divisible by exactly $\nu \mathfrak{o}_{K}$-prime ideals of degree 1. The $P_{\nu}$ are disjoint and together with the finitely many ramified primes exhaust the rational primes. Our result depends on the Dirichlet densities $\delta_{\nu}$ of the sets $P_{\nu}$. These densities can be calculated as follows. Let $L$ be the minimal normal extension of $K, G=\operatorname{Gal}(L / \mathbb{Q})$ its Galois group, and $H=\operatorname{Gal}(L / K)$ the subgroup of $G$ corresponding to $K$ via Galois theory. Then

$$
\begin{equation*}
\delta_{\nu}=|G|^{-1}\left|\left\{\tau \in G:\left|\left\{\sigma \in G: \tau \in \sigma H \sigma^{-1}\right\}\right|=\nu|H|\right\}\right| \tag{4}
\end{equation*}
$$

The constants $\delta_{\nu}$ satisfy $\sum_{\nu=1}^{k} \nu \delta_{\nu}=1$. If $K$ is normal, then $P_{\nu}$ is empty for $1 \leq \nu<k$. Hence $\delta_{\nu}=0$ for $1 \leq \nu<k$ and $\delta_{k}=1 / k$ in this case. Additionally, denote by $R$ the number of $1 \leq \nu \leq k$ with $\delta_{\nu}>0$.

Theorem 1. Let $k m>1$. Then for $x \rightarrow \infty$ the error term $\Delta_{K, m}$ in (3) satisfies

$$
\begin{equation*}
\Delta_{K, m}(x)=\Omega\left((x \log x)^{\frac{k m-1}{2 k m}}\left(\log _{2} x\right)^{\kappa}\left(\log _{3} x\right)^{-\lambda}\right) \tag{5}
\end{equation*}
$$

where

$$
\kappa=\frac{k m+1}{2 k m}\left(\sum_{\nu=1}^{k} \delta_{\nu}(\nu m)^{\frac{2 k m}{k m+1}}-1\right), \quad \lambda=\frac{k m+1}{4 k m} R+\frac{k m-1}{2 k m} .
$$

Furthermore, let $r_{1}$ denote the number of real conjugates of $K$. If $m r_{1} \equiv 3$ $(\bmod 8)$ then $(5)$ remains true if $\Omega$ is replaced by $\Omega_{+}$. If $m r_{1} \equiv 7(\bmod 8)$ then (5) remains true if $\Omega$ is replaced by $\Omega_{-}$.

This theorem contains (2) as special cases. The Dirichlet divisor problem corresponds to $K=\mathbb{Q}$ and $m=2$, and the circle problem corresponds to $K=\mathbb{Q}(i)$ and $m=1$. In Section 4 we discuss further special examples. Theorem 1 should be compared with the classical estimate

$$
\Delta_{K, m}(x)=\Omega_{*}\left((x \log x)^{\frac{k m-1}{2 k m}}\left(\log _{2} x\right)^{m-1}\right)
$$

due to P. Szegő and A. Walfisz [20], [21], and with Hafner's [4] refinement

$$
\Delta_{K, m}(x)=\Omega_{*}\left((x \log x)^{\frac{k m-1}{2 k m}}\left(\log _{2} x\right)^{\kappa^{\prime}} \exp \left(-c_{3}\left(\log _{3} x\right)^{1 / 2}\right)\right)
$$

Here $c_{3}>0$ is a constant (depending on $K$ and $m$ ) and

$$
\kappa^{\prime}=\frac{k m-1}{2 k m}\left(m \log m+\left(\sum_{\nu=1}^{k} \delta_{\nu} \nu \log \nu\right) m-m+1\right)+m-1
$$

In both of these last $\Omega$-statements,

$$
\Omega_{*}= \begin{cases}\Omega_{ \pm} & \text {if } k m \geq 4 \text { or } K \text { is cubic and not totally real, } \\ \Omega_{-} & \text {if } m=1 \text { and } K \text { is quadratic imaginary } \\ \Omega_{+} & \text {if } m=2,3 \text { and } K=\mathbb{Q} \\ & \text { or } m=1, k=2,3 \text { and } K \text { is totally real. }\end{cases}
$$

Soundararajan's method in most cases fails to control the sign of the large values exhibited. But note that always $\kappa>\kappa^{\prime}$. For $k$ fixed and $m \rightarrow \infty$, we see that $\kappa$ roughly grows like $c m^{2}$ with $c=\frac{1}{2} \sum_{\nu=1}^{k} \nu^{2} \delta_{\nu}$, while Hafner's $\kappa^{\prime}$ only behaves like $\frac{1}{2} m \log m$.

Soundararajan gives a heuristic reason why the exponent of $\log _{2} x$ in (2) may be best possible. His argument carries over to our more general situation. Arrange the sequence $d_{K, m}(n) n^{-\frac{k m-1}{2 k m}}$ in descending order, and let $S(M)$ denote the sum of the first $M$ largest values. Then an optimal Omega result is expected to be of the form $\Delta_{K, m}(n)=\Omega\left(x^{\frac{k m-1}{2 k m}} S(\log x)\right)$. It can be proved that $S(M)=M^{\frac{k m-1}{2 k m}}(\log M)^{\kappa+o(1)}$; thus Theorem 1 yields the expected maximal order of $\Delta_{K, m}(x)$ up to a factor $\left(\log _{2} x\right)^{o(1)}$.

The proof of Theorem 1 runs along the same lines as in Soundararajan's paper [19]. We start with the known asymptotic expansion of a Borel mean value of $\Delta_{K, m}$. To this we apply Soundararajan's key lemma (Lemma 1 below) to deduce the Omega result. In order to do this we have to count the natural numbers $n \leq x$ which have exactly $r_{\nu}$ distinct prime divisors in the set $P_{\nu}$ for $1 \leq \nu \leq k$ and no prime divisors which ramify in $K$. Moreover, we need a result which is uniform in $r=r_{1}+\cdots+r_{k} \leq B \log _{2} x$. Here $B \geq 1$ is a given constant. What we need is a special case of the following theorem (it may be viewed as a generalization of the Chebotarev density theorem). Note that for a prime $p$, which is unramified in $K$, the type of the prime ideal decomposition of $p \mathfrak{o}_{K}$ in $K$ is determined by $H=\operatorname{Gal}(L / K)$ and the Frobenius conjugacy class of $p$ in $L / \mathbb{Q}$ (see Section 2).

Let $Q$ be an algebraic number field, $K$ an algebraic extension of $Q$, and $L$ an algebraic extension of $K$ which is normal over $Q$. Set $G=\operatorname{Gal}(L / Q)$ and $H=\operatorname{Gal}(L / K)$. For every prime ideal $\mathfrak{p}$ in $\mathfrak{o}_{Q}$ denote by $(\mathfrak{p}, L / Q)$ the Frobenius conjugacy class of $\mathfrak{p}$ in $L / Q$ (see Section 3).

Theorem 2. Let $G=\bigcup_{\nu=1}^{d} A_{\nu}$ be a partition of $G$ into $d$ sets $A_{\nu} \neq \emptyset$ which are unions of conjugacy classes of $G$. For $r_{\nu} \geq 0,1 \leq \nu \leq d$, denote by $\pi_{K / Q}\left(x, r_{1}, \ldots, r_{d}\right)$ the number of $\mathfrak{o}_{Q}$-ideals $\mathfrak{n}$ with $N_{Q}(\mathfrak{n}) \leq x$, such that $\mathfrak{n}$ has no prime divisor which is ramified in $L / Q$, and $r_{\nu}$ distinct prime divisors $\mathfrak{p}$ with $(\mathfrak{p}, L / Q) \subseteq A_{\nu}$ for $1 \leq \nu \leq d$. For given $B \geq 1$ and $r=\sum_{\nu=1}^{d} r_{\nu}$, we have, uniformly in $1 \leq r \leq B \log _{2} x$ and $x \geq 3$,

$$
\begin{aligned}
& \pi_{K / Q}\left(x, r_{1}, \ldots, r_{d}\right) \\
& \quad=\left(\prod_{\nu=1}^{d} \frac{\delta_{\nu}^{r_{\nu}}}{r_{\nu}!}\right) \frac{r x}{\log x}\left(\log _{2} x\right)^{r-1}\left(\mu\left(x, r_{1}, \ldots, r_{d}\right)+O\left(\frac{r}{\left(\log _{2} x\right)^{2}}\right)\right)
\end{aligned}
$$

Here $\delta_{\nu}=\left|A_{\nu}\right| /|G|$ denotes the density of $A_{\nu}$, and

$$
\mu\left(x, r_{1}, \ldots, r_{d}\right)=H\left(\frac{(r-1) r_{1}}{r \delta_{1} \log _{2} x}, \ldots, \frac{(r-1) r_{d}}{r \delta_{d} \log _{2} x}\right)
$$

where $H$ is the function defined in (24). Furthermore, uniformly for $1 \leq r \leq$ $B \log _{2} x$ and $x \geq 3$,

$$
\mu\left(x, r_{1}, \ldots, r_{d}\right)=1+O\left(\frac{r}{\log _{2} x}\right), \quad \mu\left(x, r_{1}, \ldots, r_{d}\right) \asymp 1
$$

Corollary. Let $q \geq 1$, and let $a_{1}, \ldots, a_{d}$ be $d$ integers which are incongruent modulo $q$ and relatively prime to $q$. Denote by $\pi\left(x, r_{1}, \ldots, r_{d}\right)$ the number of integers $n \leq x$ which have $r_{\nu}$ distinct prime divisors $p \equiv a_{\nu}$ $(\bmod q)$ for $1 \leq \nu \leq d$, and no other ones. For given $B \geq 1$, and $r=$ $\sum_{\nu=1}^{d} r_{\nu}$, we have, uniformly in $1 \leq r \leq B \log _{2} x$ and $x \geq 3$,

$$
\begin{aligned}
& \pi\left(x, r_{1}, \ldots, r_{d}\right)=\frac{r}{r_{1}!\ldots r_{d}!\varphi(q)^{r}} \frac{x}{\log x}\left(\log _{2} x\right)^{r-1}\left(1+O\left(\frac{r}{\log _{2} x}\right)\right) \\
& \pi\left(x, r_{1}, \ldots, r_{d}\right) \asymp \frac{r}{r_{1}!\ldots r_{d}!\varphi(q)^{r}} \frac{x}{\log x}\left(\log _{2} x\right)^{r-1}
\end{aligned}
$$

Proof. The Corollary is a special case of Theorem 2. Set $Q=\mathbb{Q}$ and let $K$ be the cyclotomic field $\mathbb{Q}\left(\zeta_{q}\right)$. Here $\zeta_{q}$ denotes a primitive root of unity of order $q . K / \mathbb{Q}$ is normal and $|\operatorname{Gal}(K / \mathbb{Q})|=\varphi(q)$. A prime $p$ is ramified in $K / \mathbb{Q}$ if and only if $p \mid q$. For an integer $a$ with $(a, q)=1$, let $\sigma_{a} \in \operatorname{Gal}(K / \mathbb{Q})$ be uniquely defined by $\sigma_{a}\left(\zeta_{q}\right)=\zeta_{q}^{a}$. For $p \nmid q$ it is well known that $(p, K / \mathbb{Q})=\left\{\sigma_{a}\right\}$ if and only if $p \equiv a(\bmod q)$ (cf. G. J. Janusz [10, p. 104]). This proves the Corollary.
2. Proof of Theorem 1. We start with the asymptotic expansion for the Borel mean value of the error term $\Delta_{K, m}(t)$. For real parameters $T \geq 40$ and $t \in\left[T / 2, T^{2}\right]$, and arbitrary $\varepsilon>0$,

$$
\begin{align*}
B(t) & :=\frac{1}{\Gamma(h+1)} \int_{0}^{\infty} e^{-u} u^{h} \Delta_{K, m}\left(X u^{k m / 2}\right) d u  \tag{6}\\
& =c_{0} t^{(k m-1) / 2} S(t)+O\left(t^{k m / 2-3 / 4+\varepsilon}\right)
\end{align*}
$$

where

$$
S(t)=\sum_{n \leq T^{\varepsilon_{0}}} d_{K, m}(n) n^{\theta-1} \exp \left(-c_{2}(n X)^{2 /(k m)}\right) \cos \left(2 \pi c_{1} n^{1 /(k m)} t+\beta_{0}\right)
$$

with

$$
\begin{aligned}
X & =(\log T)^{-2}, \quad h=h(t):=\left(t X^{-1 /(k m)}\right)^{2} \\
\theta & =\frac{k m-1}{2 k m}, \quad \beta_{0}=-\frac{3 \pi}{4}+\frac{\pi}{4} m r_{1}
\end{aligned}
$$

Here $\varepsilon_{0}>0$ is a sufficiently small constant, $c_{j}$ are positive constants which depend only on the field $K$ and on $m$. This asymptotic expansion goes back to G. Szegő and A. Walfisz [20], [21]. For a more recent treatment in the context of asymmetric divisor problems, see W. G. Nowak [17, p. 269].

The following lemma is due to K. Soundararajan [19]. It gives a general lower bound for trigonometric series. Let $(f(n))_{n \geq 1}$ be a sequence of non-negative real numbers and $\left(\lambda_{n}\right)_{n \geq 1}$ be a non-decreasing sequence of non-negative real numbers. Suppose that $\sum_{n \geq 1} f(n)<\infty$ and consider the trigonometric series

$$
F(t):=\sum_{n \geq 1} f(n) \cos \left(2 \pi \lambda_{n} t+\beta\right)
$$

where $\beta \in \mathbb{R}$.

Lemma 1. Let $L \geq 2$ and $N \geq 1$ be integers. Let $\mathcal{M}$ be a set of integers such that $\lambda_{m} \in\left[\lambda_{N} / 2,3 \lambda_{N} / 2\right]$ for each $m \in \mathcal{M}$. For any $T \geq 2$ there exists a point $t \in\left[T / 2,(6 L)^{|\mathcal{M}|+1} T\right]$ such that

$$
\begin{equation*}
|F(t)| \geq \frac{1}{8} \sum_{m \in \mathcal{M}} f(m)-\frac{1}{L-1} \sum_{\substack{n \\ \lambda_{n} \leq 2 \lambda_{N}}} f(n)-\frac{4}{\pi^{2} X \lambda_{N}} \sum_{n \geq 1} f(n) \tag{7}
\end{equation*}
$$

If $\beta \equiv 0(\bmod 2 \pi)$ then the conclusion $(7)$ holds with $F(t)$ in place of $|F(t)|$. If $\beta \equiv \pi(\bmod 2 \pi)$ then the conclusion (7) holds with $-F(t)$ in place of $|F(t)|$.

To prove Theorem 1 we apply Lemma 1 with

$$
\begin{equation*}
f(n)=d_{K, m}(n) n^{\theta-1} \exp \left(-c_{2}(n X)^{2 /(k m)}\right) \tag{8}
\end{equation*}
$$

if $n \leq T^{\varepsilon_{0}}$ and $f(n)=0$ else, $\lambda_{n}=c_{1} n^{1 /(k m)}$ and $\beta=\beta_{0}$. For $0 \leq \nu \leq k$ let $P_{\nu}$ be the set of all rational primes which are unramified in $K$ and which are divisible by exactly $\nu \mathfrak{o}_{K}$-prime ideals of degree 1 . Let $I=\{1 \leq \nu \leq k$ : $\left.\delta_{\nu}>0\right\}$, where $\delta_{\nu}$ denotes the Dirichlet density of $P_{\nu}$ as in the introduction. Then $R=|I|$.

We choose $\mathcal{M}$ to be the set of all $n \in\left[2^{-k m} N,(3 / 2)^{k m} N\right]$ such that $n$ has $r_{\nu}$ distinct prime factors from $P_{\nu}$ for all $\nu \in I$ and no others. Here $r_{\nu}=\left[\lambda_{\nu} \log _{2} N\right]$ with some parameters $\lambda_{\nu}>0$ (the optimal choice turns out to be $\left.\lambda_{\nu}=\delta_{\nu}(\nu m)^{2 k m /(k m+1)}\right)$.

For $n \in \mathcal{M}$ the value of $d_{K, m}(n)$ is large. Indeed, if $p \in P_{\nu}$ is prime then the factorization of $p \mathfrak{o}_{K}$ contains exactly $\nu$ prime ideals $\mathfrak{p}$ with $N_{K}(\mathfrak{p})=p$. Hence $d_{K, 1}(p)=\nu$. Since for every prime ideal $\mathfrak{p}$ there are $m$ tuples $\left(\mathfrak{n}_{1}, \ldots, \mathfrak{n}_{m}\right)$ with $N_{K}\left(\mathfrak{n}_{1} \cdots \mathfrak{n}_{m}\right)=p$ (take one of the $\mathfrak{n}_{i}$ equal to $\mathfrak{p}$, all others equal to $\mathfrak{o}_{K}$ ) we find $d_{K, m}(p)=\nu m$. The same argument proves $d_{K, m}\left(p^{e}\right) \geq \nu m$ for $e \geq 1$ and $p \in P_{\nu}$. Hence

$$
\begin{equation*}
d_{K, m}(n) \geq \prod_{\nu \in I}(\nu m)^{r_{\nu}} \quad(n \in \mathcal{M}) \tag{9}
\end{equation*}
$$

Next we use Theorem 2 to estimate the cardinality of $\mathcal{M}$. Let $L$ denote the minimal normal extension of $K$. A rational prime $p$ is ramified in $K$ if and only if $p$ is ramified in $L$ (cf. W. Narkiewicz [15, Cor. 2 to Prop. 4.12]). For an unramified $p$ let $(p, L / \mathbb{Q})$ be the Frobenius symbol of $p$ in $L / \mathbb{Q}$. This is a class of conjugate elements of $G=\operatorname{Gal}(L / \mathbb{Q})$. Together with $H=\operatorname{Gal}(L / K)$ it determines the type of factorization of $p$ (unramified) in the following way (cf. G. J. Janusz [10, Prop. 2.8]). Take any $\varphi \in(p, L / \mathbb{Q})$. If the set of right cosets of $H$ in $G$ is partitioned into sets

$$
\left\{H \sigma_{1}, H \sigma_{1} \varphi, \ldots, H \sigma_{1} \varphi^{f_{1}-1}\right\}, \ldots,\left\{H \sigma_{j}, H \sigma_{j} \varphi, \ldots, H \sigma_{j} \varphi^{f_{j}-1}\right\}
$$

with $\sigma_{i} \in G$ and $f_{i} \geq 1$, then $p \mathfrak{o}_{K}=\mathfrak{p}_{1} \cdots \mathfrak{p}_{j}$. Here $\mathfrak{p}_{i}$ are prime ideals in $\mathfrak{o}_{K}$ with initial degree $f\left(\mathfrak{p}_{i} \mid \mathbb{Q}\right)=f_{i}$, thus $N_{K}\left(\mathfrak{p}_{i}\right)=p^{f_{i}}$. Hence $p \in P_{\nu}$ if and only if $p$ is unramified in $K$, and there are exactly $\nu$ right cosets $H \sigma$ with
$H \sigma \varphi=H \sigma$. In other words

$$
P_{\nu}=\left\{p \text { unramified in } K:\left|\left\{\sigma \in G: \varphi \in \sigma^{-1} H \sigma\right\}\right|=\nu|H|\right\} .
$$

The set on the right hand side is independent of the choice of $\varphi \in(p, L / \mathbb{Q})$. Let

$$
A_{\nu}=\left\{\tau \in G:\left|\left\{\sigma \in G: \tau \in \sigma^{-1} H \sigma\right\}\right|=\nu|H|\right\}
$$

Then $p \in P_{\nu}$ if and only if $(p, L / \mathbb{Q}) \subseteq A_{\nu}$. The density of $A_{\nu}$ is $\delta_{\nu}=\left|A_{\nu}\right| /|G|$. This explains (4). If we write $c_{1}=(1 / 2)^{k m}, c_{2}=(3 / 2)^{k m}$ for the moment, Theorem 2 implies (with the choice of the numbers $r_{\nu}$ made earlier)

$$
\begin{aligned}
|\mathcal{M}| \asymp & r\left(\prod_{\nu \in I} \frac{\delta_{\nu}^{r_{\nu}}}{r_{\nu}!}\right)\left(H\left(\frac{(r-1) r_{1}}{r \delta_{1} \log _{2}\left(c_{2} N\right)}, \ldots, \frac{(r-1) r_{d}}{r \delta_{d} \log _{2}\left(c_{2} N\right)}\right)\right. \\
& \times \frac{c_{2} N}{\log \left(c_{2} N\right)}\left(\log _{2}\left(c_{2} N\right)\right)^{r-1} \\
& \left.-H\left(\frac{(r-1) r_{1}}{r \delta_{1} \log _{2}\left(c_{1} N\right)}, \ldots, \frac{(r-1) r_{d}}{r \delta_{d} \log _{2}\left(c_{1} N\right)}\right) \frac{c_{1} N}{\log \left(c_{1} N\right)}\left(\log _{2}\left(c_{1} N\right)\right)^{r-1}\right)
\end{aligned}
$$

For $N$ large, the arguments of $H$ here differ only by $o(1)$ in each component, hence the same is true for the two values of $H$ involved. Observe that they are also $\asymp 1$. However,

$$
\frac{c_{2} N}{\log \left(c_{2} N\right)}\left(\log _{2}\left(c_{2} N\right)\right)^{r-1}-\frac{c_{1} N}{\log \left(c_{1} N\right)}\left(\log _{2}\left(c_{1} N\right)\right)^{r-1} \asymp \frac{N}{\log N}\left(\log _{2} N\right)^{r-1}
$$

Therefore,

$$
|\mathcal{M}| \asymp r\left(\prod_{\nu \in I} \frac{\delta_{\nu}^{r_{\nu}}}{r_{\nu}!}\right) \frac{N}{\log N}\left(\log _{2} N\right)^{r-1} \asymp \frac{N}{\log N} \prod_{\nu \in I} \frac{\left(\delta_{\nu} \log _{2} N\right)^{r_{\nu}}}{r_{\nu}!}
$$

Using $n!\sim \sqrt{2 \pi} n^{n+1 / 2} e^{-n}$ we find

$$
\begin{equation*}
|\mathcal{M}| \asymp N(\log N)^{\alpha}\left(\log _{2} N\right)^{\beta} \tag{10}
\end{equation*}
$$

where $\alpha=-1+\sum_{\nu \in I} \lambda_{\nu}\left(1+\log \delta_{\nu}-\log \lambda_{\nu}\right)$ and $\beta=-R / 2$.
To complete the proof of Theorem 1 , let $T \geq 40$ be a real parameter, and choose $L=\left\lceil\left(\log _{2} T\right)^{m}\right\rceil$ and

$$
N=\left\lceil c \log T\left(\log _{2} T\right)^{-\alpha}\left(\log _{3} T\right)^{-1-\beta}\right\rceil
$$

Here $c$ denotes a positive constant, which we choose sufficiently small to ensure

$$
\begin{equation*}
(6 L)^{|\mathcal{M}|+1} \leq T \tag{11}
\end{equation*}
$$

Moreover, this choice implies $n X \ll 1$ for $n \ll N$ and $t \in\left[\frac{1}{2} T, T^{2}\right]$. By (8)-(10) we find

$$
\begin{aligned}
\sum_{n \in \mathcal{M}} f(n) & \gg N^{\theta-1}|\mathcal{M}| \prod_{\nu \in I}(\nu m)^{r_{\nu}} \gg N^{\theta}(\log N)^{\alpha+\sum_{\nu \in I} \lambda_{\nu} \log (\nu m)}\left(\log _{2} N\right)^{\beta} \\
& \gg(\log T)^{\theta}\left(\log _{2} T\right)^{(1-\theta) \alpha+\sum_{\nu \in I} \lambda_{\nu} \log (\nu m)}\left(\log _{3} T\right)^{(1-\theta) \beta-\theta}
\end{aligned}
$$

The choice $\lambda_{\nu}=\delta_{\nu}(\nu m)^{2 k m /(k m+1)}, \nu \in I$, maximizes the exponent of $\log _{2} T$. This yields

$$
\begin{equation*}
\sum_{m \in \mathcal{M}} f(n) \gg(\log T)^{\theta}\left(\log _{2} T\right)^{\kappa}\left(\log _{3} T\right)^{-\lambda} \tag{12}
\end{equation*}
$$

with $\kappa$ and $\lambda$ as in Theorem 1.
It remains to show that the other two terms on the right hand side of (7) are small. The bound $\sum_{n \leq x} d_{K, m}(n) \ll x(\log x)^{m-1}$ together with partial summation yields $\sum_{\lambda_{n} \leq \lambda_{N}} f(n) \ll N^{\theta}(\log N)^{m-1}$. After division by $L-1$ this is small compared to the right hand side of (12). Similarly, for $t \in\left[\frac{1}{2} T, T^{2}\right]$,

$$
\frac{4}{\pi^{2} T \lambda_{N}} \sum_{n=1}^{\infty} f(n) \ll \frac{1}{T N} \sum_{1 \leq n \leq T^{\varepsilon_{0}}} d_{K, m}(n) n^{\theta-1} \ll T^{3 \varepsilon_{0}-1}
$$

This is again small compared with (12). Using (7) and (11) we conclude that for arbitrary $T \geq 40$, there exists a value $t \in\left[\frac{1}{2} T, T^{2}\right]$ with

$$
\begin{equation*}
|B(t)| \gg t^{(k m-1) / 2}(\log t)^{\theta}\left(\log _{2} t\right)^{\kappa}\left(\log _{3} t\right)^{-\lambda} \tag{13}
\end{equation*}
$$

Now let us assume that (5) is false. Then for every $\varepsilon_{1}>0$ there is a constant $c$ such that, for all $u>0$,

$$
\begin{equation*}
\left|\Delta_{K, m}(u)\right| \leq c+\varepsilon_{1} u^{\theta} \mathcal{L}(u) \tag{14}
\end{equation*}
$$

where

$$
\mathcal{L}(u):=(\log u)^{\theta}\left(\log _{2} u\right)^{\kappa}\left(\log _{3} u\right)^{-\lambda}
$$

for $u \geq 20$, and $\mathcal{L}(u)=\mathcal{L}(20)$ else. By the definition (6) of $B(t)$, this implies that

$$
|B(t)| \leq c+\frac{\varepsilon_{1}}{\Gamma(h+1)} \int_{0}^{\infty} e^{-u} u^{h}\left(X u^{k m / 2}\right)^{\theta} \mathcal{L}\left(X u^{k m / 2}\right) d u
$$

for all $t>0$. Estimating this integral by Hafner's Lemma 2.3.6 in [3], we obtain

$$
|B(t)| \leq c+c^{*} \varepsilon_{1}\left(X h^{k m / 2}\right)^{\theta} \mathcal{L}\left(X h^{k m / 2}\right)=c+c^{*} \varepsilon_{1} t^{(k m-1) / 2} \mathcal{L}\left(t^{k m / 2}\right)
$$

Together with (13), this yields a positive lower bound for $\varepsilon_{1}$. This proves (5). If $\beta_{0}$ is an integer multiple of $\pi$, Lemma 1 yields (13) with $|B(t)|$ replaced by $B(t)$ or $-B(t)$. Completing the argument as before, we obtain, for this case, the more precise information stated in Theorem 1.
3. Proof of Theorem 2. We use a variant of the method of SelbergDelange to prove Theorem 2. For a description of this method see G. Tenenbaum [22]. Let $\mathfrak{d}$ be the relative discriminant of $L / Q$. An $\mathfrak{o}_{Q}$-prime ideal $\mathfrak{p}$ is ramified in $L / Q$ if and only if $\mathfrak{p} \mid \mathfrak{d}$. For an $\mathfrak{o}_{Q}$-ideal $\mathfrak{n}$ denote by $\omega_{\nu}(\mathfrak{n})$ the number of distinct $\mathfrak{o}_{Q}$-prime ideal divisors $\mathfrak{p}$ of $\mathfrak{n}$ which are unramified in $L / Q$ and which satisfy $(\mathfrak{p}, L / Q) \subseteq A_{\nu}$. For $s \in \mathbb{C}$ and $z=\left(z_{1}, \ldots, z_{d}\right) \in \mathbb{C}^{d}$ consider the Dirichlet series

$$
F(s, z)=\sum_{(\mathfrak{n}, \mathfrak{d})=1}\left(\prod_{\nu=1}^{d} z_{\nu}^{\omega_{\nu}(\mathfrak{n})}\right) N_{Q}(\mathfrak{n})^{-s} \quad(\operatorname{Re}(s)>1)
$$

The sum runs over all $\mathfrak{o}_{Q}$-ideals $\mathfrak{n}$ relatively prime to $\mathfrak{d}$. It is absolutely convergent in the half-plane $\operatorname{Re}(s)>1$. Since $z_{\nu}^{\omega_{\nu}(\mathfrak{n})}$ is multiplicative in $\mathfrak{n}$ we find

$$
F(s, z)=\prod_{\nu=1}^{d} \prod_{\substack{\mathfrak{p} \nmid \mathfrak{d} \\(\mathfrak{p}, L / Q) \subseteq A_{\nu}}}\left(1+\frac{z_{\nu}}{N_{Q}(\mathfrak{p})^{s}-1}\right)
$$

The plan of the proof is as follows. After the analytic continuation of $F$, standard methods give the asymptotic behavior of

$$
\begin{equation*}
S(x, z)=\sum_{\substack{N_{Q}(\mathfrak{n}) \leq x \\(\mathfrak{n}, \mathfrak{d})=1}} \prod_{\nu=1}^{d} z_{\nu}^{\omega_{\nu}(\mathfrak{n})} \tag{15}
\end{equation*}
$$

Then Theorem 2 follows by a d-fold application of Cauchy's theorem.
To study the analytic properties of $F$ we use Artin L-series (see E. de Shalit [18] for a recent survey of Artin L-series). They are defined as follows. Let $L / Q$ be a finite normal extension of $Q$ with Galois group $G$. For a prime ideal $\mathfrak{P}$ of $\mathfrak{o}_{L}$ lying over the prime ideal $\mathfrak{p}$ of $\mathfrak{o}_{Q}$, one defines the decomposition group of $\mathfrak{P}$ by

$$
D_{\mathfrak{P}}=\{\tau \in G: \tau(\mathfrak{P})=\mathfrak{P}\}
$$

and the inertia subgroup by

$$
I_{\mathfrak{P}}=\left\{\tau \in G: \tau(x) \equiv x(\bmod \mathfrak{P}) \text { for all } x \in \mathfrak{o}_{L}\right\}
$$

The map $D_{\mathfrak{P}} \rightarrow \operatorname{Gal}\left(L_{\mathfrak{P}} / Q_{\mathfrak{p}}\right)$, induced by the restriction of $\tau \in D_{\mathfrak{P}}$ to $\mathfrak{o}_{L}$, is surjective with kernel $I_{\mathfrak{P}}$. Here $L_{\mathfrak{P}}$ and $Q_{\mathfrak{p}}$ denote the residue class fields. The Galois group $\operatorname{Gal}\left(L_{\mathfrak{P}} / Q_{\mathfrak{p}}\right)$ is cyclic with generator $x \mapsto x^{N_{Q}(\mathfrak{p})}$. Every element $\sigma_{\mathfrak{P}} \in D_{\mathfrak{P}}$ which maps to this generator is called a Frobenius element of $\mathfrak{P}$ in $L / Q$. It is only unique modulo $I_{\mathfrak{P}}$. The ideal $\mathfrak{p}$ is unramified if and only if $I_{\mathfrak{P}}=1$. In this case the Frobenius element is unique. For unramified $\mathfrak{p}$ the Frobenius elements $\sigma_{\mathfrak{P}}$ of all $\mathfrak{P} \mid \mathfrak{p}$ are conjugate. This conjugacy class is called the Frobenius conjugacy class of $\mathfrak{p}$ in $L / Q$ and denoted by $(\mathfrak{p}, L / Q)$.

Let $V$ be a finite-dimensional $\mathbb{C}$-vector space and $\varrho: G \rightarrow \mathrm{GL}(V)$ a representation of $G$ with character $\chi$. Furthermore, denote by $V_{\mathfrak{P}}=$ $\left\{x \in V: \varrho(\sigma)(x)=x\right.$ for all $\left.\sigma \in I_{\mathfrak{P}}\right\}$ the vector space of all $I_{\mathfrak{P}}$-fixed points. Note that $V_{\mathfrak{P}}=V$ if $\mathfrak{p}$ is unramified in $L / Q$. The Artin L-series is defined as

$$
L(s, \chi)=\prod_{\mathfrak{p}} \operatorname{det}\left(\left.\left(\operatorname{Id}_{V}-\varrho\left(\sigma_{\mathfrak{P}}\right) N_{Q}(\mathfrak{p})^{-s}\right)\right|_{V_{\mathfrak{P}}}\right)^{-1} \quad(\operatorname{Re}(s)>1)
$$

The product runs over all prime ideals $\mathfrak{p}$ in $\mathfrak{o}_{Q}$. It is absolutely and uniformly convergent in every compact subset of the half-plane $\operatorname{Re}(s)>1$. Hence $L(s, \chi)$ is holomorphic in this domain. Moreover,

$$
\begin{equation*}
\log L(s, \chi)=\sum_{\mathfrak{p}} \sum_{k \geq 1} \frac{\widetilde{\chi}\left(\sigma_{\mathfrak{P}}^{k}\right)}{k N_{Q}(\mathfrak{p})^{s}} \quad(\operatorname{Re}(s)>1) \tag{16}
\end{equation*}
$$

where

$$
\widetilde{\chi}\left(\sigma_{\mathfrak{P}}^{k}\right):=\frac{1}{\left|I_{\mathfrak{P}}\right|} \sum_{\alpha \in I_{\mathfrak{F}}} \chi\left(\sigma_{\mathfrak{P}}^{k} \alpha\right)
$$

Here and in the following, log always denotes that branch of the logarithm which is real on the positive real axis. If $\mathfrak{p}$ is unramified, e.g. $\mathfrak{p} \nmid \mathfrak{o}$, then $\widetilde{\chi}\left(\sigma_{\mathfrak{P}}^{k}\right)=\chi\left(\sigma_{\mathfrak{P}}^{k}\right)$. The Artin L-series can be continued meromorphically to the entire complex plane. There is a real constant $c=c(L)>0$ such that, for all irreducible characters $\chi$,

$$
\begin{equation*}
L(s, \chi) \neq 0 \quad \text { for } s \in \mathcal{D}:=\{\sigma+i t: \sigma \geq \psi(t)\} \tag{17}
\end{equation*}
$$

where $\psi(t):=1-c / \log (|t|+3)$. Moreover, $L(s, \chi)$ is holomorphic in $\mathcal{D}$ (up to a simple pole at $s=1$ if $\chi$ is the trivial character) and, for $s \in \mathcal{D}$ with $|t| \geq \delta>0$,

$$
\begin{equation*}
\log L(s, \chi) \ll \log _{2}(|t|+3) \tag{18}
\end{equation*}
$$

This is well known for Hecke L-series: For a proof of (17) see J. C. Lagarias and A. M. Odlyzko [13, Chapter 8]. Using (5.9) of [13], the bound (18) is readily verified on classical lines (cf. G. Tenenbaum [22, II, Theorem 16]). If one knows (17) and (18) for Hecke L-series, both assertions follow for general Artin L-series, since every Artin L-series can be expressed as a quotient of products of Hecke L-series (this is a consequence of the Brauer induction theorem). Note that we do not try to give results which are uniform in the field $L$.

For $\operatorname{Re}(s)>1$, define

$$
Z_{A}(s)=\prod_{\substack{\mathfrak{p} \nmid \mathfrak{d} \\(\mathfrak{p}, L / Q) \subseteq A}}\left(1-N_{Q}(\mathfrak{p})^{-s}\right)^{-1}
$$

Here $A=\bigcup_{j \in J} C_{j}$ is a non-empty disjoint union of conjugacy classes $C_{j}$ of $G$. From the representation theory of finite groups we use the following facts. If $G$ splits into $h$ conjugacy classes $C_{1}, \ldots, C_{h}$, then there are exactly $h$ irreducible representations, whose characters we denote by $\chi_{1}, \ldots, \chi_{h}$. The $\chi_{i}$ are constant on every conjugacy class. They satisfy the orthogonality relations

$$
|G|^{-1} \sum_{s \in G} \chi_{i}(s) \chi_{j}\left(s^{-1}\right)= \begin{cases}1 & \text { if } i=j \\ 0 & \text { else }\end{cases}
$$

This implies that the indicator function $I_{A}$ of $A$ can be written as $I_{A}=$ $\sum_{i=1}^{h} \alpha_{i}(A) \chi_{i}$, where $\alpha_{i}(A)=|G|^{-1} \sum_{j \in J} \chi_{i}\left(C_{j}^{-1}\right)\left|C_{j}\right|$. Together with (16) this gives

$$
\begin{aligned}
& \sum_{i=1}^{h} \alpha_{i}(A) \log L\left(s, \chi_{i}\right) \\
&=\sum_{\substack{\mathfrak{p} \nmid \mathfrak{o} \\
(\mathfrak{p}, L / Q) \subseteq A}} N_{Q}(\mathfrak{p})^{-s}+\sum_{i=1}^{h} \alpha_{i}(A)\left\{\sum_{\mathfrak{p} \mid \mathfrak{d}} \frac{\widetilde{\chi}_{i}\left(\sigma_{\mathfrak{P}}\right)}{N_{Q}(\mathfrak{p})^{s}}+\sum_{\mathfrak{p}} \sum_{k \geq 2} \frac{\widetilde{\chi}_{i}\left(\sigma_{\mathfrak{P}}^{k}\right)}{k N_{Q}(\mathfrak{p})^{k s}}\right\} .
\end{aligned}
$$

On the other hand, for $\operatorname{Re}(s)>1$,

$$
\log Z_{A}(s)=\sum_{\substack{\mathfrak{p} \nmid \mathfrak{p} \\(\mathfrak{p}, L / Q) \subseteq A}} N_{Q}(\mathfrak{p})^{-s}+\sum_{\substack{\mathfrak{p} \nmid \downarrow \\(\mathfrak{p}, L / Q) \subseteq A}} \sum_{k \geq 2} \frac{1}{k N_{Q}(\mathfrak{p})^{k s}} .
$$

If $\chi_{1}$ denotes the trivial character, then $\alpha_{1}(A)=|A| /|G|=\delta(A)$. Altogether, we find

$$
\log Z_{A}(s)=\delta(A) \log \zeta_{L}(s)+\xi_{A}(s)+\eta_{A}(s),
$$

where

$$
\xi_{A}(s)=\sum_{i=2}^{h} \alpha_{i}(A) \log L\left(s, \chi_{i}\right)
$$

and $\eta_{A}$ denotes a function which is holomorphic and bounded in every halfplane $\operatorname{Re}(s) \geq \frac{1}{2}+\varepsilon, \varepsilon>0$. Note that $(s-1) \zeta_{L}(s)$ and $L\left(s, \chi_{i}\right), i>1$, are holomorphic and non-zero in $\mathcal{D}$. Thus, for $v \in \mathbb{C}$,

$$
\begin{align*}
Z_{A}^{v}(s):= & \exp (-\delta(A) v \log (s-1)  \tag{1}\\
& \left.+\delta(A) v \log \left((s-1) \zeta_{L}(s)\right)+v \xi_{A}(s)+v \eta_{A}(s)\right)
\end{align*}
$$

gives the analytic continuation of $Z_{A}^{v}(s)$ to $\overline{\mathcal{D}}:=\mathcal{D} \backslash[\psi(0), 1]$. From (18) it follows that $\log Z_{A}(s) \ll \log _{2}(|t|+3)$ for $s \in \mathcal{D},|t| \geq \delta$. Hence, there is a constant $c(B)$ such that

$$
\begin{equation*}
Z_{A}^{v}(s) \ll(\log |t|)^{c(B)} \tag{20}
\end{equation*}
$$

uniformly for $|v| \leq B, s \in \mathcal{D},|t| \geq \delta$.

For $\operatorname{Re}(s)>1$ and $z=\left(z_{1}, \ldots, z_{d}\right) \in \mathbb{C}^{d}$ we write

$$
\begin{equation*}
F(s, z)=G(s, z) \prod_{\nu=1}^{d} Z_{A_{\nu}}^{z_{\nu}}(s) \tag{21}
\end{equation*}
$$

where

$$
G(s, z)=\prod_{\nu=1}^{d} \prod_{\substack{\mathfrak{p} \nmid \mathfrak{0} \\(\mathfrak{p}, L / Q) \subseteq A_{\nu}}}\left(1+\frac{z_{\nu}}{N_{Q}(\mathfrak{p})^{s}-1}\right)\left(1-\frac{1}{N_{Q}(\mathfrak{p})^{s}}\right)^{z_{\nu}}
$$

As a function of $s, G$ is analytic in $\operatorname{Re}(s)>1 / 2$, and uniformly bounded in $\operatorname{Re}(s) \geq 1 / 2+\varepsilon>1 / 2,\left|z_{\nu}\right| \leq B, 1 \leq \nu \leq d$ (cf. G. Tenenbaum [22, p. 201] for a more detailed argument). Thus (21) gives the analytic continuation of $F$ to $\overline{\mathcal{D}}$.

Let $x \geq 4, a=1+1 / \log x$ and set $T=\exp (\sqrt{\log x})-3$. Using Perron's formula and (20) we find, for an arbitrary $\varepsilon>0$,

$$
\begin{aligned}
\int_{0}^{x} S(u, z) d u & =\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F(s, z) x^{s+1} \frac{d s}{s(s+1)} \\
& =\frac{1}{2 \pi i} \int_{a-i T}^{a+i T} F(s, z) x^{s+1} \frac{d s}{s(s+1)}+O\left(x^{2} T^{-1+\varepsilon}\right)
\end{aligned}
$$

Here and in the following, all estimates are uniform in $\left|z_{1}\right| \leq B, \ldots,\left|z_{d}\right| \leq B$. The constants implied in the $O$ - and $\ll$-notation may depend on $B$ and the field $L$.

Next, Cauchy's theorem is used to replace the path of integration by a path on the boundary of $\overline{\mathcal{D}}$. The new integration path is $\mathcal{G}_{1} \cup \mathcal{G}_{2} \cup \mathcal{H} \cup$ $\mathcal{G}_{3} \cup \mathcal{G}_{4}$, where $\mathcal{G}_{1}$ is the line connecting $a-i T$ with $\psi(T)-i T, \mathcal{G}_{2}$ is the curve $\psi(t)-i t, t$ running from $-T$ to $0, \mathcal{G}_{3}=-\overline{\mathcal{G}}_{2}, \mathcal{G}_{4}=-\overline{\mathcal{G}}_{1}$ and $\mathcal{H}$ is the Hankel type integration path connecting $\psi(0)$ with $1-\varrho$ (on this part of the path $\arg (s)=-\pi)$, turning around $s=1$ at a circle with radius $\varrho:=(2 \log x)^{-1}$ and connecting $1-\varrho$ with $\psi(0)$ (here $\left.\arg (s)=\pi\right)$. Using (20) we find that the contribution of the integral over $\mathcal{G}_{1}$ and $\mathcal{G}_{4}$ is $O\left(x^{2} T^{-2+\varepsilon}\right)$. Similarly, the contribution of the integrals over $\mathcal{G}_{2}$ and $\mathcal{G}_{3}$ is $O\left(x^{1+\sigma(T)}\right)=O\left(x^{2} \exp (-c \sqrt{\log x})\right)$. Hence, by (15),

$$
\begin{equation*}
\int_{0}^{x} S(u, z) d u=\Phi(x, z)+O\left(x^{2} \exp (-c \sqrt{\log x})\right) \tag{22}
\end{equation*}
$$

where $0<c<1$ and

$$
\Phi(x, z)=\frac{1}{2 \pi i} \int_{\mathcal{H}} F(s, z) x^{s+1} \frac{d s}{s(s+1)}
$$

Taylor series expansion in (19) yields

$$
Z_{A}^{v}(s)=(s-1)^{-\delta(A) v} e^{\beta(A) v}(1+O(|s-1|)) \quad(s \in \mathcal{H}, v \in \mathbb{C},|v| \leq B)
$$

with $\beta(A)=\delta(A) \operatorname{res}_{s=1} \zeta_{L}(s)+\xi_{A}(1)+\eta_{A}(1)$. It follows that, for $s \in \mathcal{H}$,

$$
\begin{equation*}
\frac{1}{s} F(s, z)=H(z) \Gamma(w+1)(s-1)^{-w}+O\left(|s-1|^{1-\operatorname{Re}(w)}\right) \tag{23}
\end{equation*}
$$

where $w=\sum_{\nu=1}^{d} \delta_{\nu} z_{\nu}$ and

$$
\begin{equation*}
H(z):=\frac{1}{\Gamma(w+1)} G(1, z) \prod_{\nu=1}^{d} e^{\beta\left(A_{\nu}\right) z_{\nu}} \tag{24}
\end{equation*}
$$

Note that $H((0, \ldots, 0))=1$. Using (23) we find

$$
\begin{align*}
\frac{\partial^{2} \Phi}{\partial x^{2}}(x, z) & =\frac{1}{2 \pi i} \int_{\mathcal{H}} F(s, z) x^{s-1} d s  \tag{25}\\
& \ll \int_{\mathcal{H}}|s-1|^{-\operatorname{Re}(w)}\left|x^{s-1}\right||d s| \ll(\log x)^{\operatorname{Re}(w)}
\end{align*}
$$

and

$$
\begin{aligned}
\frac{\partial \Phi}{\partial x}(x, z) & =\frac{1}{2 \pi i} \int_{\mathcal{H}} F(s, z) x^{s} \frac{d s}{s} \\
& =H(z) w \Gamma(w) \frac{1}{2 \pi i} \int_{\mathcal{H}}(s-1)^{-w} x^{s} d s+O(R(x))
\end{aligned}
$$

Here

$$
\begin{aligned}
R(x) & =\int_{\mathcal{H}}|s-1|^{1-\operatorname{Re}(w)}\left|x^{s}\right||d s| \ll \int_{\psi(0)}^{1-\varrho}(1-\sigma)^{1-\operatorname{Re}(w)} x^{\sigma} d \sigma+x^{1+\varrho} \varrho^{2-\operatorname{Re}(w)} \\
& \ll x(\log x)^{\operatorname{Re}(w)-2}\left(\int_{1 / 2}^{\infty} u^{1-\operatorname{Re}(w)} e^{-u} d u+1\right) \ll x(\log x)^{\operatorname{Re}(w)-2} .
\end{aligned}
$$

By G. Tenenbaum [22, II.5, Corollary 2.1],

$$
\frac{1}{2 \pi i} \int_{\mathcal{H}}(s-1)^{-w} x^{s} d s=x(\log x)^{w-1}\left(\Gamma(w)^{-1}+O\left(x^{-\psi(0) / 2}\right)\right)
$$

uniformly for $|w| \leq B^{\prime}, B^{\prime}>0$. Hence

$$
\begin{equation*}
\frac{\partial \Phi}{\partial x}(x, z)=w H(z) x(\log x)^{w-1}+O\left(x(\log x)^{\operatorname{Re}(w)-2}\right) . \tag{26}
\end{equation*}
$$

Using (22) and (25) we infer, with $h:=\exp (-(c / 2) \sqrt{\log x})$,

$$
\begin{aligned}
h^{-1} \int_{x}^{x+h} S(u, z) d u & =h^{-1}(\Phi(x+h, z)-\Phi(x, z))+O\left(x^{2} h\right) \\
& =\frac{\partial \Phi}{\partial x}(x, z)+h \int_{0}^{1}(1-t) \frac{\partial^{2} \Phi}{\partial x^{2}}(x+t h, z) d t+O\left(x^{2} h\right) \\
& =\frac{\partial \Phi}{\partial x}(x, z)+O\left(x^{2} h\right)
\end{aligned}
$$

Together with (26) this implies

$$
\begin{equation*}
h^{-1} \int_{x}^{x+h} S(u, z) d u=w H(z) x(\log x)^{w-1}+O\left(x(\log x)^{\operatorname{Re}(w)-2}\right) \tag{27}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
S(x, z)=h^{-1} \int_{x}^{x+h} S(u, z) d u+O(D(x)) \tag{28}
\end{equation*}
$$

where, with $\mathbf{B}:=(B, \ldots, B) \in \mathbb{R}_{+}^{s}$,

$$
\begin{align*}
D(x) & =h^{-1} \int_{x}^{x+h}|S(u, z)-S(x, z)| d u  \tag{29}\\
& \leq h^{-1} \int_{x}^{x+h}(S(u, \mathbf{B})-S(x, \mathbf{B})) d u \\
& \leq h^{-1} \int_{x}^{x+h} S(u, \mathbf{B}) d u-h^{-1} \int_{x-h}^{x} S(u, \mathbf{B}) d u
\end{align*}
$$

Here we used the fact that $S(u, \mathbf{B}) \geq 0$ is non-decreasing in $u$. Applying (27) in (28) and (29) three times, we obtain

$$
\begin{equation*}
S(x, z)=w H(z) x(\log x)^{w-1}+O\left(x(\log x)^{\operatorname{Re}(w)-2}\right) \tag{30}
\end{equation*}
$$

uniformly for $\left|z_{1}\right| \leq B, \ldots,\left|z_{d}\right| \leq B$. Remember that $w=\sum_{\nu=1}^{d} \delta_{\nu} z_{\nu}$.
Now a $d$-fold application of Cauchy's theorem yields

$$
\begin{aligned}
\pi(x) & =\pi_{K / Q}\left(x, r_{1}, \ldots, r_{d}\right) \\
& =\frac{1}{(2 \pi i)^{d}} \int_{C\left(\varrho_{1}\right)} \ldots \int_{C\left(\varrho_{d}\right)} S(x, z)\left(\prod_{\nu=1}^{d} z_{\nu}^{-r_{\nu}-1}\right) d z_{1} \ldots d z_{d}
\end{aligned}
$$

Here $C\left(\varrho_{\nu}\right)$ denotes the positively oriented circle with radius $\varrho_{\nu}:=$ $\max \left(1, r_{\nu}\right) / X_{\nu}, X_{\nu}:=\delta_{\nu} \log _{2} x$, and center in the origin. Using (30) we find

$$
\begin{aligned}
\pi(x)= & \frac{x}{\log x} \frac{1}{(2 \pi i)^{d}} \\
& \times \int_{C\left(\varrho_{1}\right)} \ldots \int_{C\left(\varrho_{d}\right)} \sum_{\mu=1}^{d} \delta_{\mu} z_{\mu} H(z) \prod_{\nu=1}^{d} e^{X_{\nu} z_{\nu}} z_{\nu}^{-r_{\nu}-1} d z_{\nu}+O\left(R_{1}(x)\right)
\end{aligned}
$$

with

$$
R_{1}(x) \ll \frac{x}{(\log x)^{2}} \prod_{\nu=1}^{d}\left(\varrho_{\nu}^{-r_{\nu}} \int_{0}^{2 \pi} e^{\max \left(1, r_{\nu}\right) \cos \varphi} d \varphi\right)
$$

The first of the two elementary bounds (cf. Tenenbaum [22, p. 204])

$$
\begin{array}{r}
\int_{0}^{2 \pi} e^{x \cos \varphi} d \varphi \ll x^{-1 / 2} e^{x}, \\
\int_{0}^{2 \pi} e^{x \cos \varphi}(1-\cos \varphi) d \varphi \ll x^{-3 / 2} e^{x} \tag{31}
\end{array}
$$

and $n!\sim \sqrt{2 \pi} n^{n+1 / 2} e^{-n}$ yield (recall $\left.r=\sum_{\nu=1}^{d} r_{\nu}\right)$

$$
\begin{aligned}
R_{1}(x) & \ll \frac{x}{(\log x)^{2}}\left(\log _{2} x\right)^{r} \prod_{\nu=1}^{d}\left(\delta_{\nu}^{r_{\nu}} \max \left(1, r_{\nu}\right)^{-r_{\nu}-1 / 2} e^{r_{\nu}}\right) \\
& \ll \frac{x}{(\log x)^{2}}\left(\log _{2} x\right)^{r} \prod_{\nu=1}^{d} \frac{\delta_{\nu}^{r_{\nu}}}{r_{\nu}!} .
\end{aligned}
$$

To analyze the main term we remark that Taylor series expansion of $H$ at $z=0$ is sufficient to prove an asymptotic expansion of $\pi(x)$ with an error term of order $O\left(r\left(\log _{2} x\right)^{-1}\right)$. This is too weak to deduce a lower bound for $\pi(x)$ if $r \gg \log _{2} x$. Alternatively, we expand $H$ at $a=\left(a_{1}, \ldots, a_{d}\right)$ and choose $a$ in such a way that the contribution of the linear terms vanishes. Applying $F(1)=F(0)+F^{\prime}(0)+\int_{0}^{1}(1-t) F^{\prime \prime}(t) d t$ to $F(t)=H(a+t(z-a))$ we find

$$
H(z)=H(a)+\sum_{\kappa=1}^{d} \frac{\partial H}{\partial z_{\kappa}}(a)\left(z_{\kappa}-a_{\kappa}\right)+\sum_{\kappa, \iota=1}^{d}\left(z_{\kappa}-a_{\kappa}\right)\left(z_{\iota}-a_{\iota}\right) H_{\kappa, \iota}(z)
$$

with

$$
H_{\kappa, \iota}(z)=\int_{0}^{1}(1-t) \frac{\partial^{2} H}{\partial z_{\kappa} \partial z_{\iota}}(a+t(z-a)) d t \ll 1
$$

The contribution of the linear terms to $\pi(x)$ vanishes if we choose $a_{\nu}:=$
$(1-1 / r) r_{\nu} / X_{\nu}$. Indeed,

$$
\begin{aligned}
& \frac{1}{(2 \pi i)^{d}} \int_{C\left(\varrho_{1}\right)} \ldots \int_{C\left(\varrho_{d}\right)} \sum_{\mu=1}^{d} \delta_{\mu} z_{\mu}\left(z_{\kappa}-a_{\kappa}\right) \prod_{\nu=1}^{d} e^{X_{\nu} z_{\nu}} z_{\nu}^{-r_{\nu}-1} d z_{\nu} \\
& \quad=\left(\prod_{\nu=1}^{d} \frac{X_{\nu}^{r_{\nu}}}{r_{\nu}!}\right)\left(\sum_{\mu \neq \kappa} \delta_{\mu} \frac{r_{\mu}}{X_{\mu}}\left(\frac{r_{\kappa}}{X_{\kappa}}-a_{\kappa}\right)+\delta_{\kappa} \frac{r_{\kappa}}{X_{\kappa}}\left(\frac{r_{\kappa}-1}{X_{\kappa}}-a_{\kappa}\right)\right) \\
& \quad=\left(\log _{2} x\right)^{r-1}\left(\prod_{\nu=1}^{d} \frac{\delta_{\nu}^{r_{\nu}}}{r_{\nu}!}\right)\left((r-1) \frac{r_{\kappa}}{X_{\kappa}}-r a_{\kappa}\right)=0
\end{aligned}
$$

The contribution of the second derivatives of $H$ to $\pi(x)$ is

$$
R_{2}(x):=\frac{x}{\log x} \sum_{\mu, \kappa, \iota=1}^{d} I_{\mu, \kappa, \iota}
$$

where

$$
\begin{aligned}
I_{\mu, \kappa, \iota}= & \frac{1}{(2 \pi i)^{d}} \\
& \times \int_{C\left(\varrho_{1}\right)} \ldots \int_{C\left(\varrho_{d}\right)} \delta_{\mu} z_{\mu}\left(z_{\kappa}-a_{\kappa}\right)\left(z_{\iota}-a_{\iota}\right) H_{\kappa, \iota}(z) \prod_{\nu=1}^{d} e^{X_{\nu} z_{\nu}} z_{\nu}^{-r_{\nu}-1} d z_{\nu}
\end{aligned}
$$

If $a_{\nu}>0$ the integration path $C\left(\varrho_{\nu}\right)$ can be replaced by $C\left(a_{\nu}\right)$. Set $b_{\nu}=a_{\nu}$ if $a_{\nu}>0$ and $b_{\nu}=\varrho_{\nu}$ else. Since $H_{\kappa, \iota} \ll 1$ it follows that

$$
\begin{aligned}
I_{\mu, \kappa, \iota} \ll & \left(\prod_{\nu=1}^{d} b_{\nu}^{-r_{\nu}}\right) b_{\mu} b_{\kappa} b_{\iota} \\
& \times \int_{0}^{2 \pi} \ldots \int_{0}^{2 \pi}\left|1-I_{\left\{a_{\kappa}>0\right\}} e^{i \varphi_{\kappa}}\right|\left|1-I_{\left\{a_{\iota}>0\right\}} e^{i \varphi_{\iota}}\right| \prod_{\nu=1}^{d} e^{X_{\nu} b_{\nu} \cos \varphi_{\nu}} d \varphi_{\nu}
\end{aligned}
$$

Using Cauchy's inequality and the bounds (31) we find

$$
I_{\mu, \kappa, \iota} \ll\left(\prod_{\nu=1}^{d} b_{\nu}^{-r_{\nu}}\right) b_{\mu} b_{\kappa} b_{\iota}\left(X_{\kappa} b_{\kappa}\right)^{-1 / 2}\left(X_{\iota} b_{\iota}\right)^{-1 / 2} \prod_{\nu=1}^{d}\left(X_{\nu} b_{\nu}\right)^{-1 / 2} e^{X_{\nu} b_{\nu}}
$$

Note that $X_{\kappa} b_{\kappa}=1$ if $a_{\kappa}=0$. It follows that

$$
R_{2}(x) \ll \frac{x}{\log x}\left(\prod_{\nu=1}^{d} b_{\nu}^{-r_{\nu}-1 / 2} X_{\nu}^{-1 / 2} e^{X_{\nu} b_{\nu}}\right) \sum_{\mu=1}^{d} b_{\mu}\left(\sum_{\kappa=1}^{d} b_{\kappa}^{1 / 2} X_{\kappa}^{-1 / 2}\right)^{2}
$$

$$
\begin{aligned}
\ll & \frac{x}{\log x}\left(\log _{2} x\right)^{r-3}\left(\prod_{\nu=1}^{d} \delta_{\nu}^{r_{\nu}}\left(X_{\nu} b_{\nu}\right)^{-r_{\nu}-1 / 2} e^{X_{\nu} b_{\nu}}\right) \\
& \times \sum_{\mu=1}^{d} \max \left(1, r_{\mu}\right)\left(\sum_{\kappa=1}^{d} \max \left(1, r_{\kappa}\right)^{1 / 2}\right)^{2} \\
\ll & \frac{x}{\log x}\left(\log _{2} x\right)^{r-3}\left(\prod_{\nu=1}^{d} \frac{\delta_{\nu}^{r_{\nu}}}{r_{\nu}!}\right) r^{2} .
\end{aligned}
$$

Finally, the contribution of the term $H(a)$ to $\pi(x)$ is

$$
\frac{r x}{\log x}\left(\log _{2} x\right)^{r-1}\left(\prod_{\nu=1}^{d} \frac{\delta_{\nu}^{r_{\nu}}}{r_{\nu}!}\right) \mu\left(x, r_{1}, \ldots, r_{d}\right)
$$

where

$$
\mu\left(x, r_{1}, \ldots, r_{d}\right):=H\left(\frac{(r-1) r_{1}}{r \delta_{1} \log _{2} x}, \ldots, \frac{(r-1) r_{d}}{r \delta_{d} \log _{2} x}\right) .
$$

Altogether, we have proved

$$
\pi(x)=\left(\prod_{\nu=1}^{d} \frac{\delta_{\nu}^{r_{\nu}}}{r_{\nu}!}\right) \frac{r x}{\log x}\left(\log _{2} x\right)^{r-1}\left(\mu\left(x, r_{1}, \ldots, r_{d}\right)+O\left(\frac{r}{\left(\log _{2} x\right)^{2}}\right)\right)
$$

Since $H(z)=1+O\left(\left|z_{1}\right|\right)+\cdots+O\left(\left|z_{d}\right|\right)$ and $H(z)>0$ for real $z_{1} \geq 0, \ldots, z_{d}$ $\geq 0$, we find $\mu\left(x, r_{1}, \ldots, r_{d}\right)=1+O\left(r\left(\log _{2} x\right)^{-1}\right)$ and $\mu\left(x, r_{1}, \ldots, r_{d}\right) \asymp 1$. This completes the proof of Theorem 2.

## 4. Some special examples

4.1. For $K=\mathbb{Q}$ and $m \geq 2$ arbitrary, Theorem 1 contains Soundararajan's result on the Piltz divisor problem established already in [19]:

$$
\begin{aligned}
& \Delta_{\mathbb{Q}, m}(x) \\
& \quad=\Omega\left((x \log x)^{1 / 2-1 / 2 m}\left(\log _{2} x\right)^{(1 / 2+1 / 2 m)\left(m^{2 m /(m+1)}-1\right)}\left(\log _{3} x\right)^{-3 / 4+1 / 4 m}\right)
\end{aligned}
$$

where $\Omega$ can be replaced by $\Omega_{+}$if $m \equiv 3(\bmod 8)$, and by $\Omega_{-}$if $m \equiv 7$ $(\bmod 8)$.
4.2. If $K$ is a normal extension of $\mathbb{Q}$ of degree $k \geq 2$, then $\delta_{\nu}=0$ for $1 \leq \nu<k$ and $\delta_{k}=\frac{1}{k}$ (cf. W. Narkiewicz [15, p. 357, Cor. 4]). For arbitrary $m \geq 1$, Theorem 1 applies with

$$
\kappa=\frac{1}{2} m(k m+1)(k m)^{-2 /(k m+1)}-\frac{1}{2}-\frac{1}{2 m}
$$

The last exponent should be compared with Hafner's (see [4])

$$
\kappa^{\prime}=\frac{k m-1}{2 k} \log (k m)+\frac{1}{2}(m-1)\left(1+\frac{1}{k m}\right)
$$

Note that, for $k m$ large, $\kappa \sim \frac{1}{2} k m^{2}$, while $\kappa^{\prime} \sim \frac{1}{2} m \log (k m)$. This case clearly contains that of a quadratic field $K$ : the result then reads
$\Delta_{K, m}(x)=\Omega\left((x \log x)^{1 / 2-1 / 4 m}\left(\log _{2} x\right)^{\frac{1}{2} m(2 m+1)(2 m)^{-2 /(2 m+1)}-1 / 2-1 / 4 m}\right.$

$$
\left.\times\left(\log _{3} x\right)^{-3 / 4+1 / 8 m}\right)
$$

Since $P(x)=4 \Delta_{\mathbb{Q}(i), 1}(x)$, this in turn contains the second line of (2).
4.3. As the simplest example of a field $K$ which is not a normal extension of the rationals, let us consider a cubic field whose discriminant $D$ is not a perfect square (if the discriminant is a full square, the field $K$ is normal). In this case $L=K(\sqrt{D})$ is the minimal normal extension. Its Galois group is isomorphic to $S_{3}$, the symmetric group of three elements, and $H=\operatorname{Gal}(L / K)$ is a cyclic subgroup of order 2 . Using (4) we find $\delta_{1}=\frac{1}{2}$, $\delta_{2}=0$ and $\delta_{3}=\frac{1}{6}$. It follows that, for any $m \geq 1$,

$$
\Delta_{K, m}(x)=\Omega\left((x \log x)^{1 / 2-1 / 6 m}\left(\log _{2} x\right)^{\kappa}\left(\log _{3} x\right)^{-1}\right)
$$

with

$$
\kappa=\frac{1}{12} m^{(3 m-1) /(3 m+1)}(3 m+1)\left(3^{(3 m-1) /(3 m+1)}+1\right)-\frac{1}{2}-\frac{1}{6 m}
$$

For $m=1$, this gives $\kappa=\frac{1}{3}(\sqrt{3}-1) \approx 0.2440$, while Hafner had only $\kappa^{\prime}=\frac{1}{6} \log 3 \approx 0.1831$. Similarly, for $m=2, \kappa=\frac{7}{12}\left(2^{5 / 7}+6^{5 / 7}-1\right) \approx 2.4714$, whereas $\kappa^{\prime}=\frac{5}{12} \log 12+\frac{7}{12} \approx 1.6187$.
4.4. As a last, more intrinsic example, let us consider $K=\mathbb{Q}(\alpha)$, where $\alpha \in \mathbb{C}$ is a zero of an (irreducible) polynomial $f$ over $\mathbb{Q}$ of degree seven with Galois group $\operatorname{PSL}(3,2)$ (which is a simple group of order 168). In particular, $k=[K: \mathbb{Q}]=7$. Infinitely many number fields $K$ of this kind are known (see B. H. Matzat [14]), two of them being given by $f=X^{7}-7 X+3$ and $f=X^{7}-7 X^{3}+14 X^{2}-7 X+1$. There are exactly three non-empty sets $P_{\nu}$ belonging to $K$, namely $P_{1}, P_{3}$, and $P_{7}$, with corresponding Dirichlet densities $\delta_{1}=7 / 12, \delta_{3}=1 / 8$, and $\delta_{7}=1 / 168$. The set $P_{7}$ consists of those primes which split completely in $K$. The members of $P_{3}$ split into prime ideals whose degrees are given by the quintuple ( $1,1,1,2,2$ ). Finally, $P_{1}$ consists of two different types of primes whose decomposition is described by $(1,2,4)$ and $(1,3,3)$. It follows that, for any $m \geq 1$,

$$
\Delta_{K, m}(x)=\Omega\left((x \log x)^{1 / 2-1 / 14 m}\left(\log _{2} x\right)^{\kappa}\left(\log _{3} x\right)^{-5 / 4-1 / 28 m}\right)
$$

with
$\kappa=m^{(7 m-1) /(7 m+1)}(7 m+1)\left(\frac{7^{-2 /(7 m+1)}}{48}+\frac{3^{14 m /(7 m+1)}}{112}+\frac{1}{24}\right)-\frac{1}{2}-\frac{1}{14 m}$.
For $m=1$, this gives $\kappa=\frac{1}{42}\left(3^{11 / 4}+7^{3 / 4}-10\right) \approx 0.3528$, while Hafner had
only

$$
\kappa^{\prime}=\frac{1}{56}(\log 7+9 \log 3) \approx 0.2113 .
$$

Similarly, for $m=2$,

$$
\kappa=\frac{1}{112}\left(45 \cdot 6^{13 / 15}+70 \cdot 2^{13 / 15}+5 \cdot 14^{13 / 15}-60\right) \approx 2.94196
$$

whereas Hafner's $\kappa^{\prime}$ equals

$$
\frac{1}{336}(13 \log 7+117 \log 3+312 \log 2+180) \approx 1.63719
$$
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