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Discrete limit theorems for the Mellin transform of the

Riemann zeta-function

by

Violeta Balinskaitė and Antanas Laurinčikas (Vilnius)

1. Introduction. As usual, denote by ζ(s), s = σ + it, the Riemann
zeta-function. In analytic number theory the modified Mellin transforms
Zk(s) of powers of the function ζ(s) are considered. For k ≥ 0 and σ ≥
σ0(k) > 1, the function Zk(s) is defined by

Zk(s) =

∞\
1

|ζ(1/2 + ix)|2kx−s dx.

In view of the Mellin inversion formula the function Zk(s) is very useful for
the investigation of power moments

T\
0

|ζ(1/2 + it)|2k dt

of the Riemann zeta-function.
This paper is devoted to the asymptotic behavior of Z2(s). We recall

that Z2(s) is a meromorphic function having a pole at s = 1 of order five,

simple poles at s = 1/2 ± i
√

λj − 1/4, where {λj} ∪ {0} is the discrete
spectrum of the non-Euclidean Laplacian acting on automorphic forms for
the full modular group, and poles at s = ̺/2 for any complex zero ̺ of the
Riemann zeta-function.

This as well as estimates and mean-square estimates for Z2(s) were ob-
tained in [7]–[11].

The idea of applying probabilistic methods in the theory of functions
belongs to H. Bohr and B. Jessen [3], [4]. Later, Bohr–Jessen’s theory was
developed by many authors; for history and results see [12], [14].
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The first attempt to study the function Z2(s) in this direction was made
in [13]. To state the theorems of [13] we need some notation. Let meas{A}
denote the Lebesgue measure of a measurable set A ⊂ R, and let, for T > 0,

νt
T (. . .) =

1

T
meas{t ∈ [0, T ] : . . .},

where the dots stand for a condition satisfied by t. Here the t in νt
T only

indicates that the measure is taken over t ∈ [0, T ]. Denote by B(S) the class
of Borel subsets of the space S.

Theorem 1. Let 7/8 < σ < 1. Then on (C,B(C)) there exists a proba-

bility measure PC,σ such that the probability measure

νt
T (Z2(σ + it) ∈ A), A ∈ B(C),

converges weakly to PC,σ as T → ∞.

Now let G be a region on the complex plane. Denote by H(G) the space of
analytic functions on G equipped with the topology of uniform convergence

on compacta. Let D̂ = {s ∈ C : 7/8 < σ < 1}.

Theorem 2. On (H(D̂),B(H(D̂))) there exists a probability measure

PH such that the probability measure

ντ
T (Z2(s + iτ) ∈ A), A ∈ B(H(D̂)),

converges weakly to PH as T → ∞.

Note that Theorems 1 and 2 are valid in a comparatively narrow region.
This follows from known mean-square estimates for the function Z2(s).

Theorems 1 and 2 are of so called continuous character, because the
imaginary part t or τ of shifts varies continuously in [0, T ]. The aim of this
paper is to obtain discrete limit theorems for Z2(s), when the imaginary
part of shifts in the definition of probability measures takes values in some
arithmetical progression. For N ∈ N ∪ {0}, let

µN (. . .) =
1

N + 1

∑

0≤m≤N
...

1,

where the dots stand for a condition satisfied by m. Let h > 0 be a fixed
number. Define a probability measure by

PN,σ(A) = µN (Z2(σ + imh) ∈ A), A ∈ B(C).

Theorem 3. Let σ > 5/6. Then on (C,B(C)) there exists a probability

measure Pσ such that PN,σ converges weakly to Pσ as N → ∞.

Now let D = {s ∈ C : 5/6 < σ < 1} and

PN (A) = µN (Z2(s + imh) ∈ A), A ∈ B(H(D)).
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Theorem 4. On (H(D),B(H(D))) there exists a probability measure P

such that PN converges weakly to P as N → ∞.

For the proof of Theorems 3 and 4 we use a new mean-square esti-
mate for Z2(s). Therefore, these theorems are valid in wider regions than
Theorems 1 and 2. Clearly, Theorem 4 is also valid in the half-plane
{s ∈ C : σ > 1}.

To prove limit theorems for Dirichlet series or their integral analogues
(Laplace or Mellin transforms) usually the method of Fourier or charac-
teristic transforms as well as the Prokhorov theory (tightness and relative
compactness of families of probability measures) are applied. However, the
machinery of discrete limit theorems is quite different from that of the con-
tinuous case. In continuous theorems one deals with mathematical objects
given by integrals, while in the case of discrete limit theorems, trigonometric
and other sums appear. Therefore, discrete theorems are more complicated,
they depend on a chosen discrete set used to define the relevant probability
measures. Note that in the discrete case the Gallagher lemma (Lemma 1.4
from [5]), which relates continuous and discrete mean-square estimates, is
very useful. On the other hand, the discrete results are more convenient
for applications. For example, the discrete universality for zeta-functions is
used to estimate complicated integrals over analytic curves [2]. Theorems 3
and 4 are the first step in this direction. In future we will identify the limit
measures in these theorems. This would open the possibility to consider the
universality of the Mellin transforms.

2. A limit theorem on a torus. Let γ = {s ∈ C : |s| = 1} be the unit
circle on the complex plane. For a > 1, define

Ωa =
∏

u∈[1,a]

γu,

where γu = γ for all u ∈ [1, a]. Since γ is a compact, by the Tikhonov
theorem the torus Ωa is a compact topological Abelian group. Note that the
Tikhonov theorem holds for products over any set of indices [16].

Theorem 5. On (Ωa,B(Qa)) there exists a probability measure Qa such

that the probability measure

QN,a(A) := µN ((uimh : u ∈ [1, a]) ∈ A), A ∈ B(Ωa),

converges weakly to Qa as N → ∞.

Proof. Let Z denote the set of all integers. The dual group of Ωa is
⊕

u∈[1,a]

Zu,
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where Zu = Z for all u ∈ [1, a]. An element k = {ku : u ∈ [1, a]} ∈⊕
u∈[1,a] Zu, where only a finite number of integers ku are non-zero, acts

on Ωa by
x 7→ xk =

∏

u∈[1,a]

xku

u ,

where x = {xu : xu ∈ γ, u ∈ [1, a]}. Therefore, the Fourier transform gN (k)
of the probability measure QN is

gN (k) =
\
Ω

∏

u∈[1,a]

xku

u dQN,a =
1

N + 1

N∑

m=0

∏

u∈[1,a]

eimhku log u

=
1

N + 1

N∑

m=0

exp
{

imh
∑

u∈[1,a]

ku log u
}

,

where only a finite number of integers ku are non-zero. Since

exp
{

ih
∑

u∈[1,a]

ku log u
}

= 1

if and only if there exists r ∈ Z such that
∑

u∈[1,a]

ku log u =
2πr

h
,

we deduce that

gN (k) =






1 if
∑

u∈[1,a] ku log u = 2πr/h for some r ∈ Z,

1

N + 1

1 − exp{i(N + 1)h
∑

u∈[1,a] ku log u}

1 − exp{ih
∑

u∈[1,a] ku log u}
otherwise.

Therefore,

(1) lim
N→∞

gN (k) =

{
1 if

∑
u∈[1,a] ku log u = 2πr/h for some r ∈ Z,

0 otherwise.
Thus, by the continuity theorem for probability measures on locally compact
topological groups (see, for example, [6, Theorem 1.4.2]), the probability
measure QN,a converges weakly to a probability measure Qa with the Fourier
transform given by the right-hand side of (1). The theorem is proved.

3. Limit theorems for integrals over a finite interval. Let a > 1.
In this section we will prove limit theorems for the integral

Z2,a,y(s) :=

a\
1

|ζ(1/2 + ix)|4v(x, y) x−s dx,

where, for y ≥ 1,
v(x, y) = exp{−(x/y)σ1}

with fixed σ1 > 1/2.
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Theorem 6. On (C,B(C)) there exists a probability measure Pσ,a,y such

that the probability measure

PN,σ,a,y(A) := µN (Z2,a,y(σ + imh) ∈ A), A ∈ B(C),

converges weakly to Pσ,a,y as N → ∞.

Proof. For yx ∈ Ωa let

ŷx =

{
yx if yx is measurable over [1, a],

f(x) otherwise, where f is any measurable function defined on [1, a].

Define a function hσ,a,y : Ωa → C by the formula

hσ,a,y({yx : x ∈ [1, a]}) =

a\
1

|ζ(1/2 + ix)|4v(x, y)x−σŷ−1
x dx.

The definition of ŷx and the Lebesgue theorem show that the function hσ,a,y

is continuous. Moreover,

hσ,a,y({x
imh : x ∈ [1, a]}) =

a\
1

|ζ(1/2 + ix)|4v(x, y)x−σ−imh dx.

Hence PN,σ,a,y = QN,ah
−1
σ,a,y. Therefore, Theorem 5 and Theorem 5.1 of [1]

show that PN,σ,a,y converges weakly to Qah
−1
σ,a,y as N → ∞.

Theorem 7. On (H(D),B(H(D))) there exists a probability measure

Pa,y such that the probability measure

PN,a,y(A) := µN (Z2,a,y(s + imh) ∈ A), A ∈ B(H(D)),

converges weakly to Pa,y as N → ∞.

Proof. Consider the function ha,y : Ωa → H(D) given by the formula

ha,y({yx : x ∈ [1, a]}) =

a\
1

|ζ(1/2 + ix)|4v(x, y)x−sŷ−1
x dx.

Then the function ha,y is continuous, and

ha,y({x
imh : x ∈ [1, a]}) =

a\
1

|ζ(1/2 + ix)|4v(x, y)x−s−imh dx.

This shows that PN,a,y = QN,ah
−1
a,y. Hence, in view of Theorem 5 and The-

orem 5.1 of [1], the assertion follows.

4. Limit theorems for absolutely convergent integrals. In this
section we will consider the function

Z2,y(s) =

∞\
1

|ζ(1/2 + ix)|4v(x, y)x−s dx.
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Lemma 8. The integral defining Z2,y(s) converges absolutely for σ > 1/2.

Proof. For y ≥ 1 and σ1 > 1/2, let

ly(s) =
s

σ1
Γ

(
s

σ1

)
ys.

Define

ay(x) =
1

2πi

σ1+i∞\
σ1−i∞

|ζ(1/2 + ix)|4
ly(s)

sxs
ds.

Since Γ (σ + it) ≪ e−π|t|/2|t|σ−1/2, we obtain

ay(x) ≪ |ζ(1/2 + ix)|4x−σ1

∞\
−∞

|ly(σ1 + it)| dt ≪y |ζ(1/2 + ix)|4x−σ1 .

Using the well-known estimate

T\
0

|ζ(1/2 + it)|4 dt ≪ T log4 T,

we find that, for σ > 1/2,

∞\
1

ay(x)

xσ
dx ≪y

∞\
1

x−σ−σ1 d
( x\

0

|ζ(1/2 + it)|4 dt
)

(2)

≪y x1−σ−σ1 log4 x
∣∣∣
∞

1
+ (σ+σ1)

∞\
1

x−σ−σ1 log4 x dx < ∞.

The Mellin formula

1

2πi

b+i∞\
b−i∞

Γ (s)a−s ds = e−a

with positive a and b together with the definitions of ay(x) and v(x, y) yields

ay(x) = |ζ(1/2 + ix)|4v(x, y).

By (2) this proves the lemma.

Theorem 9. Let σ > 1/2. Then on (C,B(C)) there exists a probability

measure Pσ,y such that the probability measure

PN,σ,y(A) := µN (Z2,y(σ + it) ∈ A), A ∈ B(C),

converges weakly to Pσ,y as N → ∞.

Proof. By Theorem 6, PN,σ,a,y converges weakly to Pσ,a,y as N → ∞.
We will show that the family {Pσ,a,y} of probability measures is tight for
fixed σ and y.
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Define, on a certain probability space (Ω,B(Ω), P), a random variable
θN by the distribution law

P(θN = hm) =
1

N + 1
, m = 0, . . . , N.

Further, let

XN,a,y(σ) = Z2,a,y(σ + iθN ).

Then Theorem 6 implies

(3) XN,a,y(σ)
D

−−−−→
N→∞

Xa,y(σ),

where
D

−−−−→
N→∞

means convergence in distribution, and Xa,y(σ) is a complex-

valued random variable with distribution Pσ,a,y. Let M > 0. Then by Cheby-
shev’s inequality,

(4) P(|XN,a,y(σ)| > M) ≤
1

(N + 1)M

N∑

m=0

|Z2,a,y(σ + imh)|.

Since the integral defining Z2,y(s) converges absolutely for σ > 1/2,

(5) sup
a≥1

lim sup
N→∞

1

N + 1

N∑

m=0

|Z2,a,y(σ + imh)| ≤ R < ∞

with R = Rσ,y = Z2,y(σ). Now let M = Rε−1, where ε is an arbitrary
positive number. Then (4) and (5) show that

(6) lim sup
N→∞

P(|XN,a,y(σ)| > M) ≤ ε.

The function u : C → R given by h(s) = |s|, s ∈ C, is continuous. Therefore,
(3) and (6) imply the inequality

(7) P(|Xa,y(σ)| > M) ≤ ε.

Clearly, the set Cε = {s ∈ C : |s| ≤ M} is compact, and by (7),

P(Xa,y(σ) ∈ Cε) ≥ 1 − ε

for all a ≥ 1. Hence, by the definition of Xa,y(σ),

Pσ,a,y(Cε) ≥ 1 − ε

for all a ≥ 1, and the tightness of the family {Pσ,a,y} is proved. Then by the
Prokhorov theorem [1] the family {Pσ,a,y} is relatively compact.

By the definitions of Z2,a,y(s) and Z2,y(s), for σ > 1/2,

Z2,y(s) = lim
a→∞

Z2,a,y(s)
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uniformly in t. Therefore, for σ > 1/2 and every ε > 0,

(8) lim
a→∞

lim sup
N→∞

µN (|Z2,y(σ + imh) −Z2,a,y(σ + imh)| ≥ ε)

≤ lim
a→∞

lim sup
N→∞

1

ε(N + 1)

N∑

m=0

|Z2,y(σ + imh) −Z2,a,y(σ + imh)| = 0.

Set XN,y(σ) = Z2,y(σ + iθN ). Then by (8),

(9) lim
a→∞

lim sup
N→∞

P(|XN,y(σ) − XN,a,y(σ)| ≥ ε) = 0.

Since the family {Pσ,a,y} is relatively compact, there exists a subsequence
{Pσ,a1,y} converging weakly to a measure Pσ,y on (C,B(C)) as a1 → ∞. In
other words,

Xa1,y(σ)
D

−−−−→
a1→∞

Pσ,y.

Now (3) and (9) show that Theorem 4.2 of [1] can be applied. Thus

XN,y(σ)
D

−−−−→
N→∞

Pσ,y,

and this gives the assertion of the theorem.

Theorem 10. On (H(D),B(H(D))) there exists a probability measure

Py such that the probability measure

PN,y(A) := µN (Z2,y(s + imh) ∈ A), A ∈ B(H(D)),

converges weakly to Py as N → ∞.

Proof. We start with a metric on the space H(D). It is known (see, for
example, [5]) that there exists a sequence {Kn} of compact subsets of the
strip D such that

D =
∞⋃

n=1

Kn,

Kn ⊂ Kn+1, n ∈ N, and if K is a compact subset of D, then K ⊆ Kn for
some n. For f, g ∈ H(D), define

̺(f, g) =
∞∑

n=1

2−n ̺n(f, g)

1 + ̺n(f, g)
, where ̺n(f, g) = sup

s∈Kn

|f(s) − g(s)|.

Then it is easily seen that ̺(f, g) is a metric on H(D) which induces the
topology of uniform convergence on compacta.

We will preserve the notation used in the proof of Theorem 9. Define

YN,a,y(s) = Z2,a,y(s + iθN ).

Then by Theorem 5 we have

(10) YN,a,y(s)
D

−−−−→
N→∞

Ya,y(s),
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where Ya,y(s) is an H(D)-valued random element with distribution Pa,y.
First, we will show that the family {Pa,y} of probability measures is tight
for fixed y. For Mn > 0, similarly to the proof of Theorem 9, we find that

lim sup
N→∞

P( sup
s∈Kn

|YN,a,y(s)| > Mn) ≤ Rn/Mn,

where Rn < ∞. For arbitrary ε > 0, let Mn = Rn2nε−1. Then, using (10)
and Theorem 5.1 of [1], we deduce that

(11) P( sup
s∈Kn

|Ya,y(s)| > Mn) ≤ ε/2n, n ∈ N.

By the compactness principle, the set Hε = {f ∈ H(D) : sups∈Kn

|f(s)| ≤
Mn, n ∈ N} is compact in H(D), and by (11),

P(Ya,y(s) ∈ Hε) ≥ 1 − ε

for all a ≥ 1, or

Pa,y(Hε) ≥ 1 − ε

for all a ≥ 1. So, we have proved that the family {Pa,y} is tight, and therefore,
by the Prokhorov theorem it is relatively compact.

Moreover, the uniform convergence on compact subsets of D of Z2,a,y(s)
to Z2,y(s) as a → ∞ implies

lim
a→∞

lim sup
N→∞

µN (̺(Z2,y(s + imh),Z2,a,y(s + imh)) ≥ ε)

≤ lim
a→∞

lim sup
N→∞

1

ε(N + 1)

N∑

m=0

̺(Z2,y(s + imh),Z2,a,y(s + imh)) = 0.

Hence, setting YN,y(s) = Z2,y(s + iθN ), we have

(12) lim
a→∞

lim sup
N→∞

P(̺(YN,a,y(s), YN,y(s)) ≥ ε) = 0.

Since {Pa,y} is relatively compact, there is a subsequence {Pa1,y} converging
weakly to some measure Py on (H(D),B(H(D))) as a1 → ∞. Now (10) and
(12) together with Theorem 4.2 of [1] complete the proof.

5. Approximation of Z2(s) by Z2,y(s). In order to pass from the func-
tion Z2,y(s) to Z2(s) it is sufficient to know that Z2,y(s) approximates Z2(s).
It turns out that it is sufficient to have an approximation in the mean with
respect to the relevant space.

First, we observe that, for σ > 1/2,

(13) Z2,y(s) =
1

2πi

σ1+i∞\
σ1−i∞

Z2(s + z)ly(z)
dz

z
.
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For σ > 1/2 we have σ + σ1 > 1. Therefore, for Re z = σ1,

Z2(s + z) =

∞\
1

|ζ(1/2 + ix)|4x−s−z dx.

By the proof of Lemma 8, for σ > 1/2,

∞\
1

ay(x)

xs
dx =

1

2πi

σ1+i∞\
σ1−i∞

(
ly(z)

z

∞\
1

|ζ(1/2 + ix)|4
dx

xs+z

)
dz

=
1

2πi

σ1+i∞\
σ1−i∞

Z2(s + z)ly(z)
dz

z
.

On the other hand, in the proof of Lemma 8 it was shown that the left-hand
side of the last equality is Z2,y(s).

Theorem 11. Let K be a compact subset of the strip D. Then

lim
y→∞

lim sup
N→∞

1

N + 1

N∑

m=0

sup
s∈K

|Z2(s + imh) −Z2,y(s + imh)| = 0.

Proof. In [9] it was proved that, for σ > 5/6,

(14)

T\
1

|Z2(σ + it)|2 dt = O(T ), T → ∞.

Together with Cauchy’s formula, this leads in the same region to the estimate

(15)

T\
1

|Z ′
2(σ + it)|2 dt = O(T ), T → ∞.

Now the Gallagher lemma (see, for example, [15, Lemma 1.4]) and (14), (15)
show that, for σ > 5/6 and fixed m0,

(16)
N∑

m=m0

|Z2(σ + imh)|2 ≤
1

h

Nh\
m0h

|Z2(σ + it)|2 dt

+
( Nh\

m0h

|Z2(σ + it)|2 dt

Nh\
m0h

|Z ′
2(σ + it)|2 dt

)1/2
= O(N), N → ∞.

For 1/2 < σ ≤ 1, the function Z2(s) satisfies the estimate [8]

(17) Z2(σ + it) = Oε(t
4(1−σ)/3+ε), t ≥ t0 > 0.

Suppose that 5/6 + θ1 ≤ σ ≤ 1 − θ2, θ1, θ2 > 0, if s ∈ K. We put σ2 =
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5/6 + θ1/2. Then (13), (17) and the residue theorem yield

Z2,y(s) =
1

2πi

σ2−σ+i∞\
σ2−σ−i∞

Z2(s + z)ly(z)
dz

z
(18)

+ Z2(s) + Resz=1−sZ2(s + z)ly(z)z−1.

Let L be a simple closed contour lying in D and enclosing the set K, and
let |L| be the length of L. Then, using Cauchy’s formula, we find that

sup
s∈K

|Z2(s+imh)−Z2,y(s+imh)| ≤
1

2πδ

\
L

|Z2(z+imh)−Z2,y(z+imh)| |dz|,

where δ is the distance of L from the set K. Thus,

(19)
1

N + 1

N∑

m=0

sup
s∈K

|Z2(s + imh) −Z2,y(s + imh)|

≪
1

Nδ

\
L

|dz|
N∑

m=0

|Z2(Re z + imh+ i Im z)−Z2,y(Re z + imh+ i Im z)|

≪
|L|

Nδ
sup
s∈L

N∑

m=0

|Z2(σ + imh + it) −Z2,y(σ + imh + it)|.

Let, for brevity,

Ry(s) = Resz=1−sZ2(s + z)ly(z)z−1.

Then from (18) we derive

Z2(σ + imh + it) −Z2,y(σ + imh + it) = −Ry(σ + imh + it)

+ O
( ∞\
−∞

|Z2(σ2 + imh + it + iτ)| |ly(σ2 − σ + iτ)| dτ
)
.

Hence

(20)
1

N

N∑

m=0

|Z2(σ + imh + it) −Z2,y(σ + imh + it)|

≪
1

N

N∑

m=0

|Ry(σ + imh + it)|

+

∞\
−∞

|ly(σ2 − σ + iτ)|
1

N

N∑

m=0

|Z2(σ2 + imh + it + iτ)| dτ.

Since t is bounded, in view of (16) we obtain

(21)
1

N

N∑

m=0

|Z2(σ2 + imh + it + iτ)|

≪

(
1

N

N∑

m=0

|Z2(σ2 + imh + it + iτ)|2
)1/2

≪ 1 + |τ |.
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We have

Ry(s) = lim
w→∞

1

4!

d4

dw4

(
(w − 1)5Z2(w)

1

σ1
Γ

(
w − s

σ1

)
yw−s

)
.

Therefore, in view of the estimate Γ (s) = O(e−c|t|), c > 0, valid in any strip
σ1 ≤ σ ≤ σ2, an application of the Gallagher lemma again yields

(22)
1

N

N∑

m=0

|Ry(σ + imh + it)| = o(1), N → ∞.

Suppose that, for s ∈ L, σ ≥ 5/6+3θ1/4 and δ ≥ θ1/4. Then (19)–(22) show
that

(23)
1

N + 1

N∑

m=0

sup
s∈K

|Z2(s + imh) −Z2,y(s + imh)|

≪ sup
s∈L

∞\
−∞

|ly(σ2 − σ + iτ)|(1 + |τ |) dτ + o(1)

≪ sup
σ<−θ1/4

∞\
−∞

|ly(σ + it)|(1 + |t|) dt + o(1)

as N → ∞. However,

lim
y→∞

sup
σ<−θ1/4

∞\
−∞

|ly(σ + it)|(1 + |t|) dt = 0,

and the theorem follows from (23).

6. Proof of the main theorems

Proof of Theorem 3. First we observe that the family {Pσ,y} is tight,
where Pσ,y is the limit measure in Theorem 9. Indeed, let Xy(σ) be a
complex-valued random variable with distribution Pσ,y. Then by Theorem 9
we have

(24) XN,y(σ)
D

−−−−→
N→∞

Xy(σ).

In view of Theorem 11 and (16) we find that, for σ > 5/6,

sup
y≥1

lim sup
N→∞

1

N + 1

N∑

m=0

|Z2,y(σ + imh)| ≤ R < ∞.

Therefore, taking M = Rε−1 and using arguments similar to those in the
proof of Theorem 9, we deduce that

lim sup
N→∞

P(|XN,y(σ)| > M) ≤ ε.

Hence Pσ,y(Cε) ≥ 1 − ε for all y ≥ 1, i.e., {Pσ,y} is tight. Here we preserve
the notation of Section 4.
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Now let XN (σ) = Z2(σ + iθN ). By Theorem 11,

lim
y→∞

lim sup
N→∞

µN (|Z2(σ + imh) −Z2,y(σ + imh)| ≥ ε)

≤ lim
y→∞

lim sup
N→∞

1

ε(N + 1)

N∑

m=0

|Z2(σ + imh) −Z2,y(σ + imh)| = 0.

Therefore,

(25) lim
y→∞

lim sup
N→∞

P(|XN(σ) − XN,y(σ)| ≥ ε) = 0.

Since the family {Pσ,y} is tight, it is relatively compact. Let y1 be a sub-
sequence of y such that Pσ,y1

converges weakly, say to Pσ, as y1 → ∞.
Then

Xy1
(σ)

D
−−−−→
y1→∞

Pσ.

Now (24) and (25) show that Theorem 4.2 of [1] can be applied, and we
obtain

XN (σ)
D

−−−−→
N→∞

Pσ.

The theorem is proved.

Proof of Theorem 4. Let Yy(s) be an H(D)-valued random element with
distribution Py. Hereafter, we keep the notation used in the proof of Theo-
rem 10. By that theorem,

(26) YN,y(s)
D

−−−−→
N→∞

Yy(s).

The properties of Z2,y(s) and Theorem 9 show that

sup
y≥1

lim sup
N→∞

1

N + 1

N∑

m=0

sup
s∈Kn

|Z2,y(s + imh)| ≤ Rn < ∞.

Hence, similarly to the proof of Theorem 10 we infer that {Py} is tight.
Moreover, Theorem 11 implies

lim
n→∞

lim sup
N→∞

µN (̺(Z2(s + imh),Z2,y(s + imh)) ≥ ε)

≤ lim
y→∞

lim sup
N→∞

1

ε(N + 1)

∞∑

m=0

̺(Z2(s + imh),Z2,y(s + imh)) = 0.

Hence, taking YN (s) = Z2(s + iθN ), we find that

(27) lim
y→∞

lim sup
N→∞

P(̺(YN (s), YN,y(s)) ≥ ε) = 0.

The tightness of {Py} gives its relative compactness. Let y1 be a subsequence
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of y such that Py1
converges weakly, say to P , as y1 → ∞. Then

(28) Yy1

D
−−−−→
y1→∞

P,

and the theorem is a consequence of (26)–(28) and Theorem 4.2 of [1].
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[10] A. Ivić, M. Jutila and Y. Motohashi, The Mellin transform of powers of the zeta-

function, Acta Arith. 95 (2002), 305–342.
[11] M. Jutila, The Mellin transform of the fourth power of Riemann’s zeta-function, in:

Number Theory (Chennai, 2004), Ramanujan Math. Soc., Mysore, 2005, 15–29.
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