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On the correlation of the truncated Liouville function

by

Hédi Daboussi (Amiens) and András Sárközy (Budapest)

1. Introduction. Z and N denote the set of the integers and positive
integers, respectively. ω(n) denotes the number of prime factors of n, while
Ω(n) is the number of prime factors of n counted with multiplicity. λ(n)
denotes the Liouville function: λ(n) = (−1)Ω(n). If f(n) is a multiplica-
tive function and y > 0, then fy(n) will denote the multiplicative function
defined by

fy(pα) =
{
f(pα) for p ≤ y,
1 for p > y,

α ∈ N.

In particular, λy(n) denotes the “truncated” Liouville function which is
completely multiplicative and

λy(p) =
{−1 (= λ(p)) for p ≤ y,

+1 for p > y.

If f(n) is an arithmetic function and x > 0, then we write

H(f, x) =
∑

n≤x
f(n)f(n+ 1).

The estimate of the correlation of the Liouville function is a hopelessly
difficult task and as Hildebrand [6] writes: “(. . .) one would naturally expect
that the above sum” (the sum H(λ, x)) “is of order o(x) when x→∞, but
even the much weaker relation

lim inf
x→∞

H(λ, x)
x

< 1

is not known and seems to be beyond reach of the present methods”. Thus
Cassaigne et al. in [3] proposed to study the “truncated” Liouville function
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instead, i.e., to estimate |H(λy, x)|. They showed that for x ≥ 2 and

2 ≤ y ≤ (logx)2
/(log log x)2

we have

(1.1) |H(λy, x)| < c1
x

(log y)4 .

(c1, c2, . . . will denote positive absolute constants.) Thus for y →∞ and

(1.2) y ≤ (log x)2/(log log x)2

we have

(1.3) H(λy, x) = o(x).

In [4] we extended the problem to completely multiplicative arithmetic
functions f(n) with

f(n) ∈ {−1,+1} for all n ∈ N,

and we considerably improved on the estimates given in [3]. In particular,
we proved that (1.1) holds under the condition

(1.4) (2 ≤) y ≤ x1/(501 log log x)

which is much weaker than the one in (1.2). Moreover, we wrote: “We think
that (. . .) even the upper bound

(1.5) y = xo(1)

can be achieved. However, there are certain technical difficulties in doing
this, we hope to return to this problem in a subsequent paper”. Indeed,
in this paper our goal is to prove (1.3) under condition (1.5); this result
seems to be the limit of our knowledge in this direction at the present.
The crucial step in improving the bound in (1.4) to the one in (1.5) is to
replace Brun’s “simple” or “pure” sieve in the argument given in [4] by
the complete, strongest form of Brun’s sieve. To force out the applicability
of the latter, we will need two new lemmas (Lemmas 3 and 6 below), and
later the introduction of the set N3 and the estimate of the error term R3

will also serve this purpose. There will also be some minor changes, but a
considerable part of the technical details will remain unchanged; in these
cases, we will omit the details here and instead we will refer to [4].

We will prove:

Theorem. If f(n) is a multiplicative arithmetic function with

(1.6) |f(n)| ≤ 1 for all n ∈ N
and 2 ≤ y ≤ x, then, writing

(1.7) u =
log x
log y

,
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we have

(1.8)
∣∣∣H(f, x)− x

∏

p≤y
δ(p)

∣∣∣� x

(
(log y)−9 + exp

(
−4

8

)
+

∑

y<p≤x
f(p)6=1

1
p

)

where δ(p) is defined by

(1.9) δ(p) =





∞∑

α=1

f(2α)
2α

for p = 2,

(
1− 2

p

)(
1 + 2

p− 1
p− 2

∞∑

β=1

f(pβ)
pβ

)
for p > 2.

If f(n) is completely multiplicative, then

(1.10) δ(p) =
p+ f(p)− 2
p− f(p)

.

Applying this theorem with fy(n) in place of f(n), clearly we obtain:

Corollary 1. If f(n) is a multiplicative arithmetic function satisfying
(1.6), 2 ≤ y ≤ x, and u is defined by (1.7), then

∣∣∣H(fy, x)− x
∏

p≤y
δ(p)

∣∣∣� x

(
(log y)−9 + exp

(
−u

8

))

where δ(p) is defined by (1.9), and if f(n) is completely multiplicative, then
the latter can be replaced by (1.10).

In particular, if f(n) = λ(n), then in (1.10) we have

δ(3) =
3 + λ(3)− 2

3− λ(3)
= 0.

Thus it follows from Corollary 1 that

Corollary 2. If 3 ≤ y ≤ x and u is defined by (1.7) then

|H(λy, x)| � x

(
(log y)−9 + exp

(
−u

8

))
.

Thus, indeed, (1.3) holds for y satisfying y →∞ and (1.5).

2. Lemmas. Let Qy denote the set of the positive integers all of whose
prime factors are ≤ y (including 1 ∈ Qy), and write

Py =
∏

p≤y
p, By =

∑

p≤y

1
p
.

Define the completely multiplicative arithmetic functions d(n), m(n) by

(2.1) n = d(n)m(n), d(n),m(n) ∈ N, d(n) ∈ Qy, (m(n), Py) = 1.



64 H. Daboussi and A. Sárközy

(In other words, d(n) collects the prime factors of n not exceeding y, while
m(n) is composed of the prime factors > y.) Then we clearly have

(2.2) fy(n) = f(d(n)).

ψ(x, y) denotes the number of integers ≤ x all of whose prime factors are
≤ y. We will need several lemmas.

Lemma 1. Let 2 ≤ y ≤ x, k ∈N, a1, . . . , ak ∈ N, b1, . . . , bk ∈Z, (ai, aj)
= 1 for 1 ≤ i < j ≤ k, and (ai, bi) = 1 for i = 1, . . . , k. Set

v =
log x
log y

, E =
k∏

i=1

ai
∏

1≤i<j≤k
(aibj − ajbi), F (n) =

k∏

i=1

(ain+ bi),

and denote the number of solutions of the congruence F (x) ≡ 0 (modm)
by %(m). Then for x→∞ we have

|{n : n ≤ x, (F (n), Py) = 1}|

= x
∏

p|E
p≤y

(
1− %(p)

p

) ∏

p-E
p≤y

(
1− k

p

)

× (1 +O(exp(−v(log v − log log 3v − log k − 2))) +O(exp(−
√

log x))).

Proof. This is a special case of the “fundamental lemma” type Brun
sieve result Theorem 2.5 in [5].

Lemma 2. If 2 ≤ y ≤ x, then

|{n : n ≤ x, (n, Py) = 1}| � x

log y
.

Proof. This is a special case of Lemma 2 in [4] and, indeed, it follows
from Lemma 1 above (with F (n) = n).

Lemma 3. Assume that h(n) is a multiplicative function such that

(2.3) h(p) = h(p2) = . . . = h(pα) = . . . for all p,

and there are numbers K > 0, L ≥ 0 with

(2.4) |h(p)−K| ≤ L/p for all p.

Then for all 2 ≤ y ≤ z we have

(2.5)
∑

z≤n
n∈Qy

h(n)
n
� (log y)K exp

(
− log z

log y

)

where the implicit constant depends on K and L only.
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Proof. For all η > 0 we have
∑

z≤n
n∈Qy

h(n)
n
≤
∑

z≤n
n∈Qy

h(n)
n

(
n

z

)η
=

1
zη

∑

z≤n
n∈Qy

h(n)
n1−η .

Choosing η = 1/log y here, we obtain
∑

z≤n
n∈Qy

h(n)
n
≤ exp

(
− log z

log y

)∑

n∈Qy

h(n)
n1−η(2.6)

= exp
(
− log z

log y

)∏

p≤y

(
1 + h(p)

∞∑

α=1

1
pα(1−η)

)

= exp
(
− log z

log y

)∏

p≤y

(
1 +

h(p)
p1−η − 1

)
.

Here we have
∏

p≤y

(
1 +

h(p)
p1−η − 1

)
= exp

(∑

p≤y

h(p)
p1−η +O(1)

)
(2.7)

= exp
(∑

p≤y

h(p)
p

exp(η log p) +O(1)
)

= exp
(∑

p≤y

h(p)
p

(1 + η log p) +O(1)
)

= exp
(∑

p≤y

h(p)
p

+ η
∑

p≤y

h(p) log p
p

+O(1)
)

= exp(K log log y + ηK log y +O(1))� (log y)K .

Now (2.5) follows from (2.6) and (2.7).

Lemma 4. For all 2 ≤ y ≤ z we have
∑

z≤n
n∈Qy

1
n
� (log y) exp

(
− log z

log y

)
.

Proof. This is Lemma 3 in [4] and, indeed, it follows from Lemma 3
above with h(n) ≡ 1, K = 1, L = 0.

Lemma 5. If (log x)2 ≤ y ≤ x and u is defined by (1.7), then

ψ(x, y)� x exp(−u log u).

Proof. This is Lemma 4 in [4] and, indeed, this follows from de Bruijn’s
classical estimate (see Theorem 2 in Part II of [1]; see also [2]).
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Lemma 6. Defining d(n) by (2.1) and u by (1.7), we have

(2.8)
∑

n≤x
d(n)>x1/8

1� x exp
(
−u

8

)
.

Proof. We have

(2.9)
∑

n≤x
d(n)>x1/8

1 =
∑

n≤x
x1/8<d(n)≤x/y

1 +
∑

n≤x
x/y<d(n)

1 = K1 +K2,

say. If n is counted in the first term, then it is of the form n = dm with
x1/8 < d ≤ x/y, d ∈ Qy, (m,Py) = 1 so that, using first Lemma 2 and then
Lemma 4, we get

K1 ≤
∑

x1/8<d≤x/y
d∈Qy

∑

m≤x/d
(m,Py)=1

1(2.10)

�
∑

x1/8<d≤x/y
d∈Qy

x

d log y
≤ x

log y

∑

n1/8<d
d∈Qy

1
d

� x

log y
(log y) exp

(
− log x1/8

log y

)
= x exp

(
−u

8

)
.

If n is counted in the second term in (2.9), then in n=d(n)m≤x,
(m,Py) = 1 we have

m ≤ x

d(n)
< y

so that we must have m = 1, thus

K2 =
∑

x/y<d≤x
d∈Qy

1 ≤
∑

d≤x
s∈Qy

1 = ψ(x, y).

If (log x)2 ≤ y, then by Lemma 5 it follows that

(2.11) K2 � exp(−u log u) (for (logx)2 ≤ y).

If y < (log x)2, then again by Lemma 5 we have

K2 ≤ ψ(x, y) ≤ ψ(x, (logx)2)(2.12)

� x exp
(
− log x

log(log x)2 log
log x

log(log x)2

)

= x exp
(
−
(

1
2

+ o(1)
)

log x
)



Correlation of the truncated Liouville function 67

= x1/2+o(1) � x exp
(
−1

8
· log x

log 2

)

≤ x exp
(
−1

8
u

)
(for 2 ≤ y < (log x)2).

Now (2.8) follows from (2.9)–(2.12).

3. Completion of the proof of the Theorem. Clearly we have
f(n) = fy(n) unless there is a prime p with p > y, f(p) 6= 1, p |n.

Thus it follows in the same way as in (4.1) of [4] that

(3.1)
∣∣∣
∑

n≤x
f(n)f(n+ 1)−

∑

n≤x
fy(n)fy(n+ 1)

∣∣∣ ≤ 6x
∑

y<p≤x
f(p)6=1

1
p

+ 2.

Thus it suffices to estimate H(fy, x) =
∑
n≤xfy(n)fy(n+ 1).

Set

φ = 60By = 60
∑

p≤y

1
p
,

and define N0, N1, N2 and N3 by

N1 = {n : n ≤ x, ω(d(n)d(n+ 1)) > φ},
N2 = {n : n ≤ x, Ω(d(n)d(n+ 1))− ω(d(n)d(n+ 1)) > φ},
N3 = {n : n ≤ x, d(n)d(n+ 1) > x1/4}

and

N0 = {n : n ≤ x} \ (N1 ∪ N2 ∪ N3).

Then writing

(3.2) S =
∑

n∈N0

fy(n)fy(n+ 1),

by (1.6) we have
∣∣∣
∑

n≤x
fy(n)fy(n+ 1)− S

∣∣∣ =
∣∣∣

∑

n∈N1∪N2∪N3

fy(n)fy(n+ 1)
∣∣∣(3.3)

≤
∑

n∈N1∪N2∪N3

|fy(n)fy(n+ 1)|

≤
∑

n∈N1∪N2∪N3

1 ≤ |N1|+ |N2|+ |N3|.

It remains to estimate |N1|, |N2|, |N3| and S.
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|N1| and |N2| can be estimated in the same way as in [4], and first we
obtain

|N1| ≤ 4x
∑

k>φ/2

1
k!

(
2
∑

p≤y

1
p

)k

whence, by Stirling’s formula,

|N1| ≤ 4x
∑

k>φ/2

(
3
k

)k
(2By)k(3.4)

< 4x
∑

k>φ/2

(
12
φ
By

)k
= 4x

∑

k>φ/2

5−k

� x 5−φ/2 � x(log y)−30.

Next, as in [4], we obtain

(3.5) |N2| �
∑

r2≥2φ/2

x

r2 � x 2−φ/4 � x(log y)−9.

Moreover, we clearly have

N3 ⊂ {n : n ≤ x, d(n) > x1/8}
∪ {n : n+ 1 ≤ x, d(n+ 1) > x1/8} ∪ {n : x < n+ 1 ≤ x+ 1}

whence, by Lemma 6,

(3.6) |N3| ≤ 2
∑

n≤x
d(n)>x1/8

1 + 1� x exp
(
−u

8

)
.

Now consider the sum S in (3.2), i.e. the summation over n ∈ N0. The
definition of N0 can be rewritten as

(3.7) N0 = {n : n ≤ x, ω(d(n)d(n+ 1)) ≤ φ,
Ω(d(n)d(n+ 1))− ω(d(n)d(n+ 1)) ≤ φ, d(n)d(n+ 1) ≤ x1/4}.

In each term in (3.2), we write n in the form (2.1), we use (2.2), and then
we group the terms according to the values of d(n) and d(n+ 1):

S =
∑

n∈N0

f(d(n))f(d(n+ 1))(3.8)

=
∑

(d,d′)

f(d)f(d′)|{n : n ∈ N0, d(n) = d, d(n+ 1) = d′}|

where we sum over all pairs (d, d′) such that there is at least one n with

n ∈ N0,(3.9)

d(n) = d, d(n+ 1) = d′.(3.10)
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If there is at least one n with these properties, then we must have

(3.11) d = d(n) ∈ Qy, d′ = d(n+ 1) ∈ Qy,
and by (3.7) and (3.9),

ω(dd′) = ω(d(n)d(n+ 1)) ≤ φ,(3.12)

Ω(dd′)− ω(dd′) = Ω(d(n)d(n+ 1))− ω(d(n)d(n+ 1)) ≤ φ,(3.13)

dd′ = d(n)d(n+ 1) ≤ x1/4.(3.14)

Moreover by (3.10) we have d |n and d′ |n+ 1 whence

(3.15) (d, d′) = 1.

By (3.11)–(3.15), in the sum in (3.8) we may restrict ourselves to the set

E = {(d, d′) : d, d′ ∈ Qy, ω(dd′) ≤ φ,
Ω(dd′)− ω(dd′) ≤ φ, dd′ ≤ x1/4, (d, d′) = 1}.

If (d, d′) ∈ E , then clearly the condition n ∈ N0 in the last factor in (3.8)
can be replaced by n ≤ x so that, by (3.15), (3.8) can be rewritten as

(3.16) S =
∑

(d,d′)∈E
f(dd′)|{n : n ≤ x, d(n) = d, d(n+ 1) = d′}|.

For fixed (d, d′) ∈ E , n satisfies (3.10) if and only if representation (2.1) of n
and n+ 1 is of the form

n = dm, (m,Py) = 1,(3.17)

n+ 1 = d′m′, (m′, Py) = 1.(3.18)

By (3.15), there are uniquely defined integers a, a′ with

(3.19) a′d′ − ad = 1, −d′ < a ≤ 0.

Then the positive integers m, m′ satisfy

(n =) dm = d′m′ − 1 ≤ x
if and only if there is a positive integer r with

(3.20) m = d′r + a, m′ = dr + a′, r ≤ (x− ad)/(dd′).

By (3.17), (3.18) and (3.20), we may rewrite (3.16) as

(3.21) S =
∑

(d,d′)∈E
f(dd′)|{r : r ≤ (x− ad)/(dd′),

((d′r + a)(dr + a′), Py) = 1}|.
If (d, d′) ∈ E , then by the definition of E we have

(3.22) dd′ ≤ x1/4.
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It follows from (3.19) and (3.22) that

(3.23)
(
x

dd′
+ 1 ≥

)
x− ad
dd′

≥ x

dd′
≥ x3/4.

If x3/4 ≤ y ≤ x, then (1.8) holds trivially; thus we may assume that y < x3/4.
Then by (3.23), Lemma 1 can be applied with (x−ad)/(dd′) and (d′n+ a)
×(dn+a′) in place of x and F (n), respectively. (Note that (a1, b1)=(d′, a)=1
and (a2, b2) = (d, a′) = 1 follow from (3.19) and (a1, a2) = (d′, d) = 1 also
holds by (3.15).)

Then, by (3.19),

E = a1a2(a1b2 − a2b1) = dd′(d′a′ − da) = dd′,

clearly,

%(p) = 1 for p |E,
and, by (3.23),

v =
log (x− ad)/(dd′)

log y
≥ 3

4
· log x

log y
=

3
4
u.

Thus we deduce from Lemma 1 that for (d, d′) ∈ E we have

(3.24) |{r : r ≤ (x− ad)/(dd′), ((d′r + a)(dr + a′), Py) = 1}|

=
x− ad
dd′

∏

p|dd′

(
1− 1

p

) ∏

p-dd′
p≤y

(
1− 2

p

)

×
(

1 +O

(
exp
(
−u

2
log u

)
+ exp(−

√
log x)

))

=
x

dd′
∏

p|dd′

(
1− 1

p

) ∏

p-dd′
p≤y

(
1− 2

p

)

×
(

1 +O

(
exp
(
−u

2
log u

)
+ exp(−

√
log x)

))
+O(1).

Observe that this estimate depends only on the value of the product dd′

but it is independent of a, a′ and the factors d, d′. Thus introducing the
notation

(3.25) D = dd′,

we infer from (3.21) and (3.24) that
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S =
∑

D

|{(d, d′) : (d, d′) ∈ E , dd′ = D}|(3.26)

× f(D)
(
x

D

∏

p|D

(
1− 1

p

) ∏

p-D
p≤y

(
1− 2

p

)

×
(

1 +O

(
exp
(
−u

2
log u

)
+ exp(−

√
log x)

))
+O(1)

)

where D runs over all integers that can be represented in the form (3.25)
with (d, d′) ∈ E ; denote the set of these integers D by D. If D ∈ D, then by
(3.11)–(3.14) we have

D ∈ Qy,(3.27)

ω(D) ≤ φ,(3.28)

Ω(D)− ω(D) ≤ φ,(3.29)

D ≤ x1/4.(3.30)

Conversely, if D satisfies (3.27)–(3.30), then clearly for any pair (d, d′) sat-
isfying (3.15) and (3.25) we have (d, d′) ∈ E .

It follows that

(3.31) D = {D : D ∈ Qy, ω(D) ≤ φ, Ω(D)− ω(D) ≤ φ, D ≤ x1/4}

and clearly

(3.32) |{(d, d′) : (d, d′) ∈ E , dd′ = D}|
= |{(d, d′) : dd′ = D, (d, d′) = 1}| = 2ω(D).

Moreover, it follows from (3.30) that in (3.26) the last error term O(1) is
much smaller than the other error terms, thus it can be dropped. Hence, by
(1.6), it follows from (3.26) and (3.32) that

S = x
∑

D∈D

f(D)2ω(D)

D

∏

p|D

(
1− 1

p

) ∏

p-D
p≤y

(
1− 2

p

)
(3.33)

+O

(
x exp

(
−u

2
log u

) ∑

D∈D

2ω(D)

D

∏

p|D

(
1− 1

p

) ∏

p-D
p≤y

(
1− 2

p

))

+O

(
x exp(−

√
log x)

∑

D∈D

2ω(D)

D

∏

p|D

(
1− 1

p

) ∏

p-D
p≤y

(
1− 2

p

))
.
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Now, as in [4], we define the multiplicative arithmetic function ψ(n) with

ψ(pα) =





(
1− 1

p

)(
1− 2

p

)−1

=
p− 1
p− 2

for p > 2,

1 for p = 2,

α ∈ N,

and we write

η(D) =
{

1/2 for 2 |D,
0 for 2 -D,

so that

(3.34) |ψ(pα)| ≤ 2 for all p and α ∈ N;

a little computation shows that also

|ψ(pα)| =
(

1− 1
p

)(
1− 2

p

)−1

≤ 1 +
1
p

+
6
p2(3.35)

<

(
1 +

1
p

)(
1 +

6
p2

)
≤
(

1 +
1
p

)
exp

(
6
p2

)
,

and

(3.36) |η(D)| ≤ 1 for all D ∈ N.
Then the first sum, say

∑
1, in (3.33) can be rewritten as

∑
1

=
∑

D∈D

f(D)2ω(D)

D

∏

p|D

(
1− 1

p

) ∏

p-D
p≤y

(
1− 2

p

)
(3.37)

=
∏

2<p≤y

(
1− 2

p

) ∑

D∈D

f(D)2ω(D)η(D)ψ(D)
D

.

Now write
D1 = {D : D ∈ Qy, ω(D) > φ},
D2 = {D : D ∈ Qy, Ω(D)− ω(D) > φ},
D3 = {D : D ∈ Qy, D > x1/4},

so that

(3.38) D = Qy \ (D1 ∪ D2 ∪ D3).

It follows from (1.6) and (3.34)–(3.38) that
∑

1
=

∏

2<p≤y

(
1− 2

p

)( ∑

D∈Qy

f(D)2ω(D)η(D)ψ(D)
D

(3.39)

+O

( ∑

D∈D1∪D2∪D3

|f(d)|2ω(D)η(D)ψ(D)
D

))
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=
∏

2<p≤y

(
1− 2

p

) ∑

D∈Qy

f(D)2ω(D)η(D)ψ(D)
D

+O

(
(log y)−2

( ∑

D∈D1

2ω(D)2ω(D)

D

+
∑

D∈D2

2ω(D)2ω(D)

D
+
∑

D∈D3

2ω(D)ψ(D)
D

))

=
∏

2<p≤y

(
1− 2

p

) ∑

D∈Qy

f(D)2ω(D)η(D)ψ(D)
D

+O

(
(log y)−2

( ∑

D∈Qy
ω(D)>φ

4ω(D)

D

+
∑

D∈Qy
Ω(D)−ω(D)>φ

4ω(D)

D
+

∑

D∈Qy
D>x1/4

2ω(D)ψ(D)
D

))

= Z +O((log y)−2(R1 +R2 +R3)), say.

Here we have

Z =
∏

2<p≤y

(
1− 2

p

) ∞∑

α=1

∑

D′∈Qy
2-D′

f(2α)f(D′)2ω(D′)+1ψ(D′)
2αD′

· 1
2

(3.40)

=
∏

2<p≤y

(
1− 2

p

) ∑

D′∈Qy
2-D′

f(D′)2ω(D′)ψ(D′)
D′

∞∑

α=1

f(2α)
2α

=
∞∑

α=1

f(2α)
2α

∏

2<p≤y

(
1− 2

p

)(
1 + 2ψ(p)

∞∑

β=1

f(pβ)
pβ

)
=
∏

p≤y
δ(p)

with the function δ(p) defined by (1.9). If f(n) is completely multiplicative
then clearly δ(p) in (1.9) is, indeed,

δ(2) =
∞∑

α=1

(
f(2)

2

)α
=

f(2)
2− f(2)

=
2 + f(2)− 2

2− f(2)

and

δ(p) =
(

1− 2
p

)(
1 + 2

p− 1
p− 2

· f(p)
p− f(p)

)
=
p+ f(p)− 2
p− f(p)

for p > 2

as claimed in (1.10).
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The error terms R1, R2 can be estimated in the same way as in [4], and
these estimates are similar to those of |N1| and |N2| earlier:

R1 =
∑

k>φ

∑

D∈Qy
ω(D)=k

4k

D

≤
∑

k>φ

1
k!

(∑

p≤y

∞∑

α=1

4
pα

)k
=
∑

k>φ

1
k!

(
4
∑

p≤y

1
p− 1

)k
≤
∑

k>φ

1
k!

(8By)k

whence, by

(3.41) By =
∑

p≤y

1
p

= log log y +O(1)

and Stirling’s formula,

(3.42) R1 �
∑

k>φ

(
24By
k

)k
<
∑

k>φ

2−k � 2−φ = O((log y)−30).

To estimate R2, as in [4] we write each D with D ∈ Qy, Ω(D)−ω(D) > φ
in the form D = r2s with |µ(s)| = 1. Then as in the proof of (4.11) in [4]
we have Ω(r) > φ/2, whence, by (3.41),

r2 ≥ (2Ω(r))2 ≥ 2φ = 260By > (log y)36.

It follows that

R2 =
∑

D∈Qy
Ω(D)−ω(D)>φ

4ω(D)

D
(3.43)

≤
∑

r2>(log y)36

∑

s∈Qy
|µ(s)|=1

4ω(r2s)

r2s

≤
∑

r2>(log y)36

4ω(r2)

r2

∑

s∈Qy
|µ(s)|=1

4ω(s)

s

� (log y)−17
∏

p≤y

(
1 +

4
p

)
≤ (log y)−17 exp(4By)

� (log y)−17(log y)4 = (log y)−13.

To estimate R3, observe that by (3.35) we have

|ψ(D)| =
∏

pα‖D
|ψ(pα)| <

∏

p|D

(
1 +

1
p

)
exp

(∑

p

6
p2

)
�
∏

p|D

(
1 +

1
p

)
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so that

(3.44) R3 �
∑

D∈Qy
D>x1/4

1
D

2ω(D)
∏

p|D

(
1 +

1
p

)
.

The function
h(D) = 2ω(D)

∏

p|D

(
1 +

1
p

)

is multiplicative, we have

h(p) = h(p2) = . . . = h(pα) = . . . = 2
(

1 +
1
p

)

so that (2.3) holds, and it also satisfies (2.4) with K = 2 and L = 2. Thus
the sum in (3.44) can be estimated by using Lemma 3 with x1/4 in place
of z. We obtain

(3.45) R3 � (log y)2 exp
(
− log x1/4

log y

)
= (log y)2 exp

(
−u

4

)
.

Finally, by (3.35) and (3.36), the sum in the error term in (3.33) can be
estimated in the following way:

(3.46)
∑

D∈D

2ω(D)

D

∏

p|D

(
1− 1

p

) ∏

p-D
p≤y

(
1− 2

p

)

=
∏

2<p≤y

(
1− 2

p

) ∑

D∈D

2ω(D)η(D)ψ(D)
D

� (log y)−2
∑

D∈D

2ω(D)

D

∏

p|D

(
1 +

1
p

)
exp

(∑

p|D

6
p2

)

� (log y)−2
∑

D∈Qy

2ω(D)

D

∏

p|D

(
1 +

1
p

)

= (log y)−2
∏

p≤y

(
1 +

2(p+ 1)
(p− 1)p

)

= (log y)−2
∏

p≤y

(
1 +

2
p

)
exp

(
O

(
1
p2

))

� (log y)−2
∏

p≤y

(
1 +

2
p

)
= O(1).

It follows from (3.33), (3.37), (3.39), (3.40), (3.42), (3.43), (3.45) and
(3.46) that
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S = x
∏

p≤y
δ(p)

+O

(
x(log y)−2

(
(log y)−30 + (log y)−13 + (log y)2 exp

(
−u

4

)))

+O

(
x

(
exp
(
−u

2
log u

)
+ exp(−

√
log x)

))

= x
∏

p≤y
δ(p) +O

(
x

(
(log y)−15 + exp

(
−u

4

)
+ exp(−

√
log x)

))
.

It is easy to see that here we have

exp(−
√

log x)� max
{

(log y)−15, exp
(
−u

4

)}
,

thus the exp(−√log x) term in the error term can be dropped:

(3.47) S = x
∏

p≤y
δ(p) +O

(
x

(
(log y)−15 + exp

(
−u

4

)))
.

(1.8) in the Theorem follows from (3.1)–(3.6) and (3.47) and this com-
pletes the proof of the Theorem.
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