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1. Introduction and statement of results. Let $\Gamma=\Gamma_{0}(N)$ or $\Gamma_{0}^{+}(p)$ with $p=1$ or a prime. Here $\Gamma_{0}^{+}(p)$ denotes the group generated by the Hecke group $\Gamma_{0}(p)$ and the Fricke involution $W_{p}=\left(\begin{array}{cc}0 & -1 \\ p & 0\end{array}\right)$. For $k \in \mathbb{Z}$ we denote by $M_{k}^{!}(\Gamma)$ the space of weakly holomorphic modular forms of weight $k$ on $\Gamma$. As usual, $M_{k}(\Gamma)$ and $S_{k}(\Gamma)$ are the spaces of weight $k$ modular and cusp forms respectively on $\Gamma$. Let $H_{k}(\Gamma)$ be the space of weight $k$ harmonic weak Maass forms on $\Gamma$ and $H_{k}^{\infty}(\Gamma)$ be the subspace of those $g \in H_{k}(\Gamma)$ whose principal parts at the cusps other than $\infty$ are constant. Following [16] we call two collections $f_{n} \in M_{k}^{!}(\Gamma)$ and $g_{m} \in H_{2-k}(\Gamma)$ with $q$-expansions

$$
\begin{array}{ll}
f_{n}=q^{-n}+\sum_{m>0} c_{f_{n}}(m) q^{m}, & n \geq 0 \\
g_{m}=g_{m}^{-}+q^{-m}+\sum_{n \geq 0} c_{g_{m}}(n) q^{n}, & m>0
\end{array}
$$

a harmonic weak Maass-modular grid of weight $k$ on $\Gamma$ if the identity of Fourier coefficients

$$
c_{f_{n}}(m)=-c_{g_{m}}(n)
$$

holds. Here $q=e^{2 \pi i \tau}$ and $\tau \in \mathbb{H}=\{\tau \in \mathbb{C} \mid \operatorname{Im}(\tau)>0\}$.
Guerzhoy [16] showed the existence of grids of integral weight $k$ on the full modular group $\mathrm{SL}_{2}(\mathbb{Z})$. In [9] Cho and Choie considered vector-valued harmonic weak Maass-modular grids of integral weights and obtained, as a corollary, (scalar-valued) harmonic weak Maass-modular grids of prime level $p$ with a certain Nebentypus.

In this paper we deal with harmonic weak Maass-modular grids of integral weight $k$ for both $\Gamma_{0}(N)$ and $\Gamma_{0}^{+}(p)$. More precisely, we prove

[^0]Theorem 1.1. Let $\Gamma=\Gamma_{0}(N)$ or $\Gamma_{0}^{+}(p)$, and assume that $k \geq 2$ is even.
(i) If $k>2$, then there exist unique $f_{n} \in M_{k}^{\infty}(\Gamma)=M_{k}^{!}(\Gamma) \cap H_{k}^{\infty}(\Gamma)$ and $g_{m} \in H_{2-k}^{\infty}(\Gamma)$ with Fourier expansions

$$
\begin{aligned}
f_{n}(\tau) & =q^{-n}+\sum_{m>0} c_{f_{n}}(m) q^{m}, \quad n \geq 0 \\
g_{m}(\tau) & =g_{m}^{-}(\tau)+q^{-m}+\sum_{n \geq 0} c_{g_{m}}^{+}(n), q^{n}, \quad m>0
\end{aligned}
$$

such that

$$
c_{g_{m}}^{+}(n)=-c_{f_{n}}(m)
$$

(ii) If $k=2$, then there exists such a grid for all $m, n \geq 1$. In this case $f_{n}$ is unique and $g_{m}$ is unique up to constants.

Remark 1. (i) For complex $s$, let

$$
\mathcal{M}_{s}(y):=|y|^{k / 2-1} M_{(1-k / 2) \operatorname{sgn}(y), s-1 / 2}(|y|)
$$

where $M_{\mu, \nu}(z)$ is the usual $M$-Whittaker function. Following [8, Section 6] and [3, Section 2.2], we define, for $k \in 2 \mathbb{N}$ and integers $m, N \geq 1$,

$$
Q(-m, k, N ; \tau):=\frac{1}{(k-1)!} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma_{0}(N)}\left(\left.\varphi_{-m}^{*}\right|_{2-k} \gamma\right)(\tau)
$$

where $\varphi_{-m}^{*}(\tau)=\mathcal{M}_{k / 2}(-4 \pi m y) e^{-2 \pi i m x}$ and $\tau=x+i y \in \mathbb{H}$. In Theorem 1.1 . $g_{m}$ is given in terms of the Maass Poincaré series $Q(-m, k, N ; \tau)$ and $f_{n}=$ $(-n)^{1-k} D^{k-1} g_{n}$ for $m, n \geq 1$. And $f_{0}$ is constructed from the Eisenstein series $\left.\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} 1\right|_{k} \gamma$ (see Section 3). We note that the Fourier coefficient of $q^{n}$ in $g_{m}^{+}$is expressed in terms of the $I$-Bessel function and the Kloosterman sum as follows [8, Proposition 6.2]: for all $m, n \geq 1$,

$$
\begin{aligned}
& c_{g_{m}}^{+}(0)=-\frac{2^{k} \pi^{k}(-1)^{k / 2} m^{k-1}}{(k-1)!} \sum_{\substack{c>0 \\
c \equiv 0(N)}} \frac{K(-m, 0, c)}{c^{k}} \\
& c_{g_{m}}^{+}(n)=-2 \pi(-1)^{k / 2} \sum_{\substack{c>0 \\
c \equiv 0(N)}}(m / n)^{(k-1) / 2} \frac{K(-m, n, c)}{c} I_{k-1}\left(\frac{4 \pi \sqrt{|m n|}}{c}\right) .
\end{aligned}
$$

Similarly the Fourier coefficient of $q^{m}$ in $f_{0}^{+}$has the following exact formula: for all $m \geq 1$,

$$
c_{f_{0}}^{+}(m)=\frac{2^{k} \pi^{k}(-1)^{k / 2} m^{k-1}}{(k-1)!} \sum_{\substack{c>0 \\ c \equiv 0(N)}} \frac{K(0, m, c)}{c^{k}} .
$$

(ii) Assume that the genus $g(\Gamma)$ of $\Gamma$ is zero. Let $m_{k}$ denote the maximal order of a nonzero $f \in M_{k}^{\infty}(\Gamma)$ at $\infty$. For every integer $n \geq-m_{k}$, there exists a unique weakly holomorphic modular form $f_{k, n} \in M_{k}^{\infty}(\Gamma)$ with Fourier expansion

$$
f_{k, n}(\tau)=q^{-n}+\sum_{m>m_{k}} a_{k}(m, n) q^{m}
$$

and together they form a basis for $M_{k}^{\infty}(\Gamma)$ (see [15, 13, 14, 11, 12]). Another type of grids which do not involve harmonic weak Maass forms appears in [15, 13, 14]. It follows from [15, Corollary 1] and [14, Corollary 3.6] that the two collections $f_{k, n} \in M_{k}^{!}\left(\Gamma_{0}^{+}(p)\right)\left(=M_{k}^{\infty}\left(\Gamma_{0}^{+}(p)\right)\right)$ and $f_{2-k, m} \in$ $M_{2-k}^{!}\left(\Gamma_{0}^{+}(p)\right)$ form a grid. In particular, if $\operatorname{dim} S_{k}\left(\Gamma_{0}^{+}(p)\right)=0$, then the grid given by $f_{k, n}$ and $f_{2-k, m}$ coincides with our grid $\left(f_{n}, g_{m}\right)$ of Theorem 1.1 .

## Theorem 1.2.

(i) Let $\left(f_{n}, g_{m}\right)$ be a weight $k$ grid on $\Gamma$ and let $T_{n}$ denote the usual weight $k$ Hecke operator. Then $f_{n}=n^{1-k} f_{1} \mid T_{n}$ for any positive integer $n$ relatively prime to the level of $\Gamma$.
(ii) Assume that $g(\Gamma)=0$. Then there exists a modular form $\psi \in M_{k}(\Gamma)$ such that if $n$ is a positive integer relatively prime to the level of $\Gamma$, then

$$
f_{n}-n^{1-k} \psi \mid T_{n} \in \mathbb{Q}\left(\left(q^{-1}, q\right)\right)
$$

Remark 2. In the proof of Theorem 1.2 in Section $4, \psi$ is chosen to be $f_{1}-f_{k, 1}$, which belongs to $S_{k}(\Gamma)$ when $\Gamma=\Gamma_{0}^{+}(p)$.

Example 1. Let $\Gamma=\Gamma_{0}(9)$ and $k=4$. It follows from the Fourier expansion of $Q^{+}(-m, 4,9 ; \tau)$ that

$$
\begin{array}{lrlr}
g_{1}^{+}(\tau)=q^{-1} & -\frac{1}{4} q^{2} & +\frac{49}{125} q^{5} & +O\left(q^{6}\right), \\
g_{2}^{+}(\tau)=q^{-2}-2 q & -q^{4} & +O\left(q^{6}\right), \\
g_{3}^{+}(\tau)=q^{-3}+3 & -18 q^{3} & & +O\left(q^{6}\right), \\
g_{4}^{+}(\tau)=q^{-4} & -8 q^{2} & & -\frac{11392}{125} q^{5} \\
g_{5}^{+}(\tau)=q^{-5}+49 q & -178 q^{4} & +O\left(q^{6}\right),
\end{array}
$$

Since $f_{0}(\tau)=\left.\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} 1\right|_{k} \gamma$ and $f_{n}=(-n)^{-3} D^{3} g_{n}$ for $n \geq 1$, the Fourier expansion of $f_{n}$ is given by

$$
\begin{aligned}
& f_{0}(\tau)=1 \quad-3 q^{3} \\
& f_{1}(\tau)=q^{-1}+2 q^{2}-49 q^{5}+O\left(q^{6}\right), \\
& f_{2}(\tau)=q^{-2}+\frac{1}{4} q \quad+8 q^{4}+O\left(q^{6}\right), \\
& f_{3}(\tau)=q^{-3}+18 q^{3}+O\left(q^{6}\right), \\
& f_{4}(\tau)=q^{-4}+q^{2}+178 q^{5}+O\left(q^{6}\right), \\
& f_{5}(\tau)=q^{-5}-\frac{49}{125} q \quad+\frac{11392}{125} q^{4}+O\left(q^{6}\right),
\end{aligned}
$$

In the above we can observe that the duality relation $c_{g_{m}}^{+}(n)=-c_{f_{n}}(m)$ holds, as expected from Theorem 1.1 .

Let $j_{9}(\tau)=(\eta(\tau) / \eta(9 \tau))^{3}+3$ be the Hauptmodul for $\Gamma_{0}(9)$, and $\Delta_{9}=$ $\eta(9 \tau)^{6} / \eta(3 \tau)^{2}$. It then follows from the Fourier expansion of $f_{1}$ and [12] that

$$
f_{1}(\tau)=f_{4,1}+2 f_{4,-2}
$$

where $f_{4,-2}=\Delta_{9}^{2} \cdot j_{9}^{2}$ and $f_{4,1}=\Delta_{9}^{2}\left(j_{9}^{5}-29 j_{9}^{2}\right)$. From the action of the Hecke operator $T_{n}$ on the Fourier coefficients of $f_{1}$ we can verify that $\left.f_{n}=\frac{1}{n^{3}} f_{1} \right\rvert\, T_{n}$, as desired in Theorem 1.2 .

This paper is organized as follows. We begin with necessary background on harmonic weak Maass forms in Section 2. The proof of Theorem 1.1 is given in Section 3, while Theorem 1.2 is proved in Section 4.
2. Harmonic weak Maass forms. Let $\tau=x+i y \in \mathbb{H}$, the complex upper half-plane, with $x, y \in \mathbb{R}$. Let $k \in \mathbb{Z}$ and $N$ a positive integer. A smooth function $f: \mathbb{H} \rightarrow \mathbb{C}$ is called a harmonic weak Maass form of weight $k$ for $\Gamma_{0}(N)$ if it satisfies:
(i) For all $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(N)$ we have

$$
\left(\left.f\right|_{k} \gamma\right)(\tau):=(c \tau+d)^{-k} f\left(\frac{a \tau+b}{c \tau+d}\right)=f(\tau)
$$

(ii) $\Delta_{k} f=0$, where $\Delta_{k}$ is the weight $k$ hyperbolic Laplace operator defined by

$$
\Delta_{k}:=-y^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)+i k y\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right)
$$

(iii) There is a Fourier polynomial $P_{f}(\tau)=\sum_{-\infty \ll n \leq 0} c_{f}^{+}(n) q^{n} \in \mathbb{C}\left[q^{-1}\right]$ such that $f(\tau)=P_{f}(\tau)+O\left(e^{-\varepsilon y}\right)$ as $y \rightarrow \infty$ for some $\varepsilon>0$. Here $q=e^{2 \pi i \tau}$ as usual. Analogous conditions are required at all cusps.

We denote the space of all harmonic weak Maass forms by $H_{k}\left(\Gamma_{0}(N)\right)$. The polynomial $P_{f} \in \mathbb{C}\left[q^{-1}\right]$ is called the principal part of $f$ at the corre-
sponding cusps. In particular $f \in H_{k}\left(\Gamma_{0}(N)\right)$ has a unique decomposition $f=f^{+}+f^{-}$, where

$$
f^{+}(\tau)=\sum_{n \gg-\infty} c_{f}^{+}(n) q^{n}, \quad f^{-}(\tau)=\sum_{n<0} c_{f}^{-}(n) \Gamma(1-k, 4 \pi|n| y) q^{n}
$$

Here $\Gamma(a, y)=\int_{y}^{\infty} e^{-t} t^{a-1} d t$ denotes the incomplete Gamma function.
The Maass raising and lowering operators $R_{k}$ and $L_{k}$ on functions $f$ : $\mathbb{H} \rightarrow \mathbb{C}$ are defined by

$$
\begin{aligned}
R_{k} & =2 i \frac{\partial}{\partial \tau}+k y^{-1}=i\left(\frac{\partial}{\partial x}-i \frac{\partial}{\partial y}\right)+k y^{-1} \\
L_{k} & =-2 i y^{2} \frac{\partial}{\partial \bar{\tau}}=-i y^{2}\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right)
\end{aligned}
$$

We also recall the differential operator

$$
D:=\frac{1}{2 \pi i} \frac{d}{d \tau}
$$

For $\epsilon>0$ we denote by $\mathcal{F}(\epsilon)$ the truncated fundamental domain

$$
\mathcal{F}(\epsilon)=\{\tau \in \mathbb{H}| | x|\leq 1 / 2,|\tau| \geq 1, y \leq 1 / \epsilon\}
$$

for $\mathrm{SL}_{2}(\mathbb{Z})$, and we define the truncated fundamental domain for $\Gamma_{0}(N)$ by

$$
\mathcal{F}_{N}(\epsilon)=\bigcup_{\gamma \in \Gamma_{0}(N) \backslash \mathrm{SL}_{2}(\mathbb{Z})} \gamma \mathcal{F}(\epsilon)
$$

We denote by $(\cdot, \cdot)$ the Petersson inner product. Now we introduce the regularized inner product $(f, h)^{\text {reg }}$ for $f \in M_{k}^{!}\left(\Gamma_{0}(N)\right)$ and $h \in M_{k}\left(\Gamma_{0}(N)\right)$. It is defined to be the constant term in the Laurent expansion at $s=0$ of the meromorphic continuation in $s$ of the function

$$
\lim _{\epsilon \rightarrow 0^{+}} \int_{\mathcal{F}_{N}(\epsilon)} f(\tau) \overline{h(\tau)} y^{k-s} \frac{d x d y}{y^{2}}
$$

As in [8, Remark 8], if $f \in M_{k}^{!}\left(\Gamma_{0}(N)\right)$ has vanishing constant term at every cusp of $\Gamma_{0}(N)$, then

$$
(f, h)^{\mathrm{reg}}=\lim _{\epsilon \rightarrow 0^{+}} \int_{\mathcal{F}_{N}(\epsilon)} f(\tau) \overline{h(\tau)} y^{k} \frac{d x d y}{y^{2}}
$$

For $k \geq 2$ there is an antilinear differential operator $\xi_{2-k}: H_{2-k}\left(\Gamma_{0}(N)\right)$ $\rightarrow S_{k}\left(\Gamma_{0}(N)\right)$ defined by

$$
\xi_{2-k}(f)(\tau):=y^{k} \overline{L_{2-k} f(\tau)}
$$

Finally, we can define the regularized bilinear pairing $\{f, g\}$ with $f \in$ $M_{k}^{!}\left(\Gamma_{0}(N)\right)$ and $g \in H_{2-k}\left(\Gamma_{0}(N)\right)$ as

$$
\{f, g\}:=\left(f, \xi_{2-k}(g)\right)^{\mathrm{reg}}
$$

3. Proof of Theorem 1.1. Let $C_{N}$ denote the set of all cusps for $\Gamma_{0}(N)$, and $h_{s}$ the width for $s \in C_{N}$. For each cusp $s \in C_{N}$, take $\sigma_{s} \in \mathrm{SL}_{2}(\mathbb{Z})$ so that $\sigma_{s}(s)=\infty$. Then, at every cusp $s \in C_{N}, f \in M_{k}^{!}\left(\Gamma_{0}(N)\right)$ and $g \in H_{2-k}\left(\Gamma_{0}(N)\right)$ have Fourier expansions

$$
\begin{aligned}
\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(\tau) & =\sum_{n \gg-\infty} c_{f}(s, n) q_{h_{s}}^{n} \\
\left(\left.g\right|_{2-k} \sigma_{s}^{-1}\right)(\tau) & =\sum_{n \gg-\infty} c_{g}^{+}(s, n) q_{h_{s}}^{n}+\sum_{n<0} c_{g}^{-}(s, n) \Gamma\left(k-1,4 \pi|n| y / h_{s}\right) q_{h_{s}}^{n}
\end{aligned}
$$

where $q_{h_{s}}=e^{2 \pi i \tau / h_{s}}$. We denote by $g_{s}^{+}(\tau)$ (respectively, $\left.g_{s}^{-}(\tau)\right)$ the holomorphic (respectively, nonholomorphic) part of $\left(\left.g\right|_{2-k} \sigma_{s}^{-1}\right)(\tau)$.

TheOrem 3.1. Let $f \in M_{k}^{!}\left(\Gamma_{0}(N)\right)$ and $g \in H_{2-k}\left(\Gamma_{0}(N)\right)$. Suppose that $f$ has vanishing constant terms at all cusps of $\Gamma_{0}(N)$. Then, with the notation as above,

$$
\{f, g\}=\sum_{s \in C_{N}} h_{s}\left(\sum_{m+n=0} c_{f}(s, m) c_{g}^{+}(s, n)\right)
$$

Proof. Note that

$$
\begin{aligned}
d(f(\tau) g(\tau) d \tau) & =\bar{\partial}(f(\tau) g(\tau) d \tau)=f(\tau)\left(\frac{\partial}{\partial \bar{\tau}} g(\tau)\right) d \bar{\tau} \wedge d \tau \\
& =-f(\tau)\left(L_{2-k} g\right) \frac{d x d y}{y^{2}}=-f(\tau) \overline{\xi_{2-k}(g)} y^{k} \frac{d x d y}{y^{2}}
\end{aligned}
$$

We put

$$
\gamma(s, \epsilon)=\left\{\tau \in \mathcal{F}_{N}(\epsilon) \mid \operatorname{Im}\left(\sigma_{s} \tau\right)=1 / \epsilon\right\}
$$

Then

$$
\begin{aligned}
\{f, g\} & =-\lim _{\epsilon \rightarrow 0^{+}} \int_{\mathcal{F}_{N}(\epsilon)} d(f(\tau) g(\tau) d \tau)=-\lim _{\epsilon \rightarrow 0^{+}} \oint_{\partial \mathcal{F}_{N}(\epsilon)} f(\tau) g(\tau) d \tau \\
& =-\lim _{\epsilon \rightarrow 0^{+}} \sum_{s \in C_{N}} \int_{\gamma(s, \epsilon)} f(\tau) g(\tau) d \tau \\
& =-\lim _{\epsilon \rightarrow 0^{+}} \sum_{s \in C_{N}} \int_{\sigma_{s}(\gamma(s, \epsilon))}\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(w)\left(\left.g\right|_{2-k} \sigma_{s}^{-1}\right)(w) d w \\
& =\lim _{\epsilon \rightarrow 0^{+}} \sum_{s \in C_{N}} \int_{-h_{s} / 2+i / \epsilon}^{h_{s} / 2+i / \epsilon}\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(w)\left(\left.g\right|_{2-k} \sigma_{s}^{-1}\right)(w) d w \\
& =\lim _{\epsilon \rightarrow 0^{+}} \sum_{s \in C_{N}} \int_{-h_{s} / 2}^{h_{s} / 2}\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(x+i / \epsilon)\left(\left.g\right|_{2-k} \sigma_{s}^{-1}\right)(x+i / \epsilon) d x
\end{aligned}
$$

$$
\begin{aligned}
=\lim _{\epsilon \rightarrow 0^{+}} \sum_{s \in C_{N}}\left(\int_{-h_{s} / 2}^{h_{s} / 2}\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(x\right. & +i / \epsilon) \cdot g_{s}^{-}(x+i / \epsilon) d x \\
& \left.+\int_{-h_{s} / 2}^{h_{s} / 2}\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(x+i / \epsilon) \cdot g_{s}^{+}(x+i / \epsilon) d x\right)
\end{aligned}
$$

If we decompose $\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(\tau)=P_{f, s}(\tau)+R_{f, s}(\tau)$ with the principal part

$$
P_{f, s}(\tau)=\sum_{-\infty \ll m<0} c_{f}(s, m) q_{h_{s}}^{m}
$$

of $\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(\tau)$, then

$$
\begin{aligned}
\int_{-h_{s} / 2}^{h_{s} / 2} P_{f, s}(x+i / \epsilon) \cdot g_{s}^{-} & (x+i / \epsilon) d x=\int_{-h_{s} / 2}^{h_{s} / 2}\left(\sum_{-\infty \ll m<0} c_{f}(s, m) e^{\frac{2 \pi i m}{h_{s}}(x+i / \epsilon)}\right) \\
& \times\left(\sum_{n<0} c_{g}^{-}(s, n) \Gamma\left(k-1,4 \pi|n| \frac{1}{\epsilon h_{s}}\right) e^{\frac{2 \pi i m}{h_{s}}(x+i / \epsilon)}\right) d x \\
=h_{s} & \sum_{\substack{-\infty \ll m<0, n<0 \\
m+n=0}} c_{f}(s, m) c_{g}^{-}(s, n) \Gamma\left(k-1,4 \pi|n| \frac{1}{\epsilon h_{s}}\right)=0
\end{aligned}
$$

Furthermore,

$$
\lim _{\epsilon \rightarrow 0^{+}} \int_{-h_{s} / 2}^{h_{s} / 2} R_{f, s}(x+i / \epsilon) \cdot g_{s}^{-}(x+i / \epsilon) d x=0
$$

because $g_{s}^{-}(x+i / \epsilon)$ decays to zero due to the behavior of the incomplete Gamma function $\Gamma(k-1,4 \pi|n| y) \sim e^{-4 \pi|n| y}$ as $y \rightarrow \infty$.

Therefore,

$$
\begin{aligned}
\{f, g\}= & \lim _{\epsilon \rightarrow 0^{+}} \sum_{s \in C_{N}} \int_{-h_{s} / 2}^{h_{s} / 2}\left(\left.f\right|_{k} \sigma_{s}^{-1}\right)(x+i / \epsilon) \cdot g_{s}^{+}(x+i / \epsilon) d x \\
= & \lim _{\epsilon \rightarrow 0^{+}} \sum_{s \in C_{N}} \int_{-h_{s} / 2}^{h_{s} / 2}\left(\sum_{m \gg-\infty} c_{f}(s, m) e^{\frac{2 \pi i m}{h_{s}}(x+i / \epsilon)}\right) \\
& \times\left(\sum_{n \gg-\infty} c_{g}^{+}(s, n) e^{\frac{2 \pi i n}{h_{s}}(x+i / \epsilon)}\right) d x \\
= & \lim _{\epsilon \rightarrow 0^{+}} \sum_{s \in C_{N}} h_{s}\left(\sum_{m+n=0} c_{f}(s, m) c_{g}^{+}(s, n)\right) \\
= & \sum_{s \in C_{N}} h_{s}\left(\sum_{m+n=0} c_{f}(s, m) c_{g}^{+}(s, n)\right)
\end{aligned}
$$

Hereafter we assume that $k \geq 2$.
Lemma 3.2. Let $m$ be a positive integer and $g_{m} \in H_{2-k}^{\infty}(\Gamma)$ be such that $g_{m}=g_{m}^{-}+g_{m}^{+}$and $g_{m}^{+}=q^{-m}+O(1)$.
(i) If $k>2$, then the $g_{m}$ is unique.
(ii) If $k=2$, then the $g_{m}$ is unique up to constants.

Proof. Suppose that there are two elements satisfying the definition of $g_{m}$ and let $h \in H_{2-k}^{\infty}(\Gamma)$ be their difference. By Theorem 3.1 we obtain $0=\{\phi, h\}=\left(\phi, \xi_{2-k}(h)\right)$ for every $\phi \in S_{k}(\Gamma)$. It then follows that $\xi_{2-k}(h)=0$, i.e. $h \in M_{2-k}^{!}(\Gamma) \cap H_{2-k}^{\infty}(\Gamma)$. Furthermore, $h \in M_{2-k}(\Gamma)$ since $h$ is holomorphic at all cusps. Therefore $h=0$ if $k>2$, and $h$ should be constant if $k=2$.

The uniqueness of the grid in Theorem 1.1 follows immediately from Lemma 3.2. For $m, N \geq 1$ and $k \geq 2$, let $Q(-m, k, N ; \tau)$ be the harmonic weak Maass form of weight $2-k$ for $\Gamma_{0}(N)$ defined as in [8]. Let $\Gamma=\Gamma_{0}^{+}(p)$. For $m, n \geq 1$ and $k \geq 2$ we take

$$
\begin{aligned}
g_{m}(\tau) & =Q(-m, k, p ; \tau)+\left.Q(-m, k, p ; \tau)\right|_{2-k} W_{p} \\
f_{n}(\tau) & =(-n)^{1-k} D^{k-1} g_{n}(\tau)
\end{aligned}
$$

and for $n=0$ and $k>2$,

$$
f_{0}(\tau)=\left.\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} 1\right|_{k} \gamma
$$

Indeed $f_{0}(\tau)$ is the classical Eisenstein series. For details, we refer the reader to [18, Theorems 2.6.6 and 2.6.9].

The following proposition comes from [21, Proposition 3.3].
Proposition 3.3. If $k \geq 2$ and $m, N \geq 1$, then $Q(-m, k, N ; \tau) \in$ $H_{2-k}^{\infty}\left(\Gamma_{0}(N)\right)$ and $Q^{+}(-m, k, N ; \tau)=q^{-m}+O(1)$.

Proof. For the convenience of the reader, we prove that the principal part of $Q(-m, k, N ; \tau)$ at all cusps other than $\infty$ is constant. It follows from [8, Section 6.2] that

$$
\begin{equation*}
D^{k-1} Q(-m, k, N ; \tau)=-m^{k-1} P(-m, k, N ; \tau) \tag{3.1}
\end{equation*}
$$

where $P(-m, k, N ; \tau)$ is the classical Poincaré series defined as

$$
P(-m, k, N ; \tau)=\left.\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma_{0}(N)} e^{-2 \pi i m \tau}\right|_{k} \gamma
$$

Let $s$ be a cusp which is not $\Gamma_{0}(N)$-equivalent to $\infty$, and $\sigma \in \mathrm{SL}_{2}(\mathbb{Z})$ with
$\sigma(\infty)=s$. Then

$$
\begin{aligned}
& D^{k-1}\left(\left.Q(-m, k, N ; \tau)\right|_{2-k} \sigma\right) \\
&=\left.\left(D^{k-1} Q(-m, k, N ; \tau)\right)\right|_{k} \sigma \\
&=-\left.m^{k-1} P(-m, k, N ; \tau)\right|_{k} \sigma \\
& \text { by Bol's identity [2] } \\
&=-\left.m^{k-1} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma_{0}(N)} e^{-2 \pi i m \tau}\right|_{k} \gamma \sigma .
\end{aligned}
$$

Since $\gamma \sigma(\infty) \neq \infty$ for all $\gamma \in \Gamma_{0}(N)$, we see that $\gamma \sigma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ with $c \neq 0$. Thus

$$
\left|e^{-2 \pi i m \tau}\right|_{k} \gamma \sigma \left\lvert\,=\frac{e^{2 \pi m y /|c \tau+d|^{2}}}{|c \tau+d|^{k}} \leq \frac{e^{2 \pi m / y}}{|c \tau+d|^{k}}\right.
$$

This implies that if $k>2$, then $\left.P(-m, k, N ; \tau)\right|_{k} \sigma$ is bounded as $y \rightarrow \infty$, whence $Q(-m, k, N ; \tau)$ has a constant principal part at the cusp $s$.

Now we assume $k=2$. In this case,

$$
\begin{aligned}
\varphi_{m}^{*}(\tau) & =M_{0,1 / 2}(4 \pi m y) e^{-2 \pi i m x} \\
& =2 \pi \sqrt{m} y^{1 / 2} I_{1 / 2}(2 \pi m y) e^{-2 \pi i m x} \quad \text { by [1, (13.6.3)] or [7, Section 3.1]. }
\end{aligned}
$$

This implies that our $Q(-m, 2, N ; \tau)$ equals $2 \pi \sqrt{m} \mathcal{F}_{m}(\tau, 1)$, where $\mathcal{F}_{m}(\tau, s)$ is the Niebur-Poincaré series. Since $\mathcal{F}_{m}(\tau, 1)$ has a constant principal part at all cusps other than $\infty$ (see [19, 17] and [10, Section 2]), we have the desired assertion.

We remark that $g_{m}$ and $f_{n}$ have Fourier expansions

$$
\begin{aligned}
g_{m}(\tau) & =g_{m}^{-}(\tau)+q^{-m}+\sum_{n \geq 0} c_{g_{m}}^{+}(n) q^{n} \in H_{2-k}\left(\Gamma_{0}^{+}(p)\right) \\
f_{n}(\tau) & =q^{-n}+\sum_{m>0} c_{f_{n}}(m) q^{m} \in M_{k}^{!}\left(\Gamma_{0}^{+}(p)\right)
\end{aligned}
$$

Theorem 3.4. Let $\Gamma=\Gamma_{0}^{+}(p)$. With the same notation as above:
(i) If $k>2$, then

$$
c_{g_{m}}^{+}(n)=-c_{f_{n}}(m) \quad \text { for all } m \geq 1 \text { and } n \geq 0
$$

(ii) If $k=2$, then the relation in (i) holds for all $m, n \geq 1$.

Proof. If $n=0$ and $k>2$, then $\left\{f_{0}, g_{m}\right\}=\left(f_{0}, \xi_{2-k}\left(g_{m}\right)\right)=0$ since $f_{0}$ is an Eisenstein series and $\xi_{2-k}\left(g_{m}\right)$ is a cusp form (see [18, Theorem 2.6.10]). For $n \geq 1$, we can infer

$$
\left\{f_{n}, g_{m}\right\}=\left(f_{n}, \xi_{2-k}\left(g_{m}\right)\right)^{\mathrm{reg}}=(-n)^{1-k}\left(D^{k-1} g_{n}, \xi_{2-k}\left(g_{m}\right)\right)^{\mathrm{reg}}=0
$$

from [8, Corollary 4.3] or [3, Theorem 1.2]. By Theorem 3.1] we have

$$
\begin{aligned}
0 & =\left\{f_{n}, g_{m}\right\}=\sum_{s \in C_{p}} h_{s}\left(\sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(s, m^{\prime}\right) c_{g_{m}}^{+}\left(s, n^{\prime}\right)\right) \\
& =\sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(\infty, m^{\prime}\right) c_{g_{m}}^{+}\left(\infty, n^{\prime}\right)+p \sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(0, m^{\prime}\right) c_{g_{m}}^{+}\left(0, n^{\prime}\right) \\
& =(1+p) \sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(\infty, m^{\prime}\right) c_{g_{m}}^{+}\left(\infty, n^{\prime}\right) \\
& =(1+p)\left(c_{f_{n}}(\infty, m)+c_{g_{m}}^{+}(\infty, n)\right)
\end{aligned}
$$

Let $\Gamma=\Gamma_{0}(N)$. For $m, n \geq 1$ and $k \geq 2$ we take

$$
g_{m}(\tau)=Q(-m, k, N ; \tau), \quad f_{n}(\tau)=(-n)^{1-k} D^{k-1} g_{n}(\tau)
$$

and for $n=0$ and $k>2$,

$$
f_{0}(\tau)=\left.\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} 1\right|_{k} \gamma
$$

We observe from [21, Proposition 3.3] that $g_{m} \in H_{2-k}^{\infty}\left(\Gamma_{0}(N)\right)$ and $f_{n} \in$ $M_{k}^{\infty}\left(\Gamma_{0}(N)\right)$. Now we write the Fourier expansions of $g_{m}$ and $f_{n}$ as

$$
g_{m}(\tau)=g_{m}^{-}(\tau)+q^{-m}+\sum_{n \geq 0} c_{g_{m}}^{+}(n) q^{n}, \quad f_{n}(\tau)=q^{-n}+\sum_{m>0} c_{f_{n}}(m) q^{m}
$$

Theorem 3.5. Let $\Gamma=\Gamma_{0}(N)$. With the same notation as above:
(i) If $k>2$, then

$$
c_{g_{m}}^{+}(n)=-c_{f_{n}}(m) \quad \text { for all } m \geq 1 \text { and } n \geq 0
$$

(ii) If $k=2$, then the relation in (i) holds for all $m, n \geq 1$.

Proof. We proceed as in the proof of Theorem 3.4. First, $\left\{f_{n}, g_{m}\right\}=0$ for the same reason, and hence

$$
\begin{aligned}
0 & =\left\{f_{n}, g_{m}\right\}=\sum_{s \in C_{N}} h_{s}\left(\sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(s, m^{\prime}\right) c_{g_{m}}^{+}\left(s, n^{\prime}\right)\right) \\
& =\sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(\infty, m^{\prime}\right) c_{g_{m}}^{+}\left(\infty, n^{\prime}\right)+\sum_{s \in C_{N}-\{\infty\}} h_{s}\left(\sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(s, m^{\prime}\right) c_{g_{m}}^{+}\left(s, n^{\prime}\right)\right) \\
& =c_{f_{n}}(\infty, m)+c_{g_{m}}^{+}(\infty, n)+\sum_{s \in C_{N}-\{\infty\}} h_{s}\left(\sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(s, m^{\prime}\right) c_{g_{m}}^{+}\left(s, n^{\prime}\right)\right)
\end{aligned}
$$

The Maass-Poincaré series $g_{m}$ has the Fourier expansion at $s \in C_{N}-\{\infty\}$ of the form

$$
\left.g_{m}\right|_{2-k} \sigma_{s}^{-1}=g_{m, s}^{-}+\sum_{l \geq 0} c_{g_{m}}^{+}(s, l) q_{h_{s}}^{l}
$$

and also $f_{n}(n \geq 1)$ has the Fourier expansion

$$
\left.f_{n}\right|_{k} \sigma_{s}^{-1}=(-n)^{1-k} D^{k-1}\left(\left.g_{n}\right|_{2-k} \sigma_{s}^{-1}\right)=\sum_{l>0} c_{f_{n}}(s, l) q_{h_{s}}^{l}
$$

with

$$
c_{f_{n}}(s, l)=(-n)^{1-k} c_{g_{n}}^{+}(s, l)\left(l / h_{s}\right)^{k-1} .
$$

We also note that the Eisenstein series $f_{0}$ vanishes at all cusps $s \in C_{N}-\{\infty\}$. Therefore,

$$
\sum_{s \in C_{N}-\{\infty\}} h_{s}\left(\sum_{m^{\prime}+n^{\prime}=0} c_{f_{n}}\left(s, m^{\prime}\right) c_{g_{m}}^{+}\left(s, n^{\prime}\right)\right)=0
$$

In fact, we can prove Theorem 3.5 by dealing with their Fourier coefficients explicitly as follows.

Lemma 3.6. For any $m, n \in \mathbb{Z}$, let $K(m, n, c)$ be the Kloosterman sum

$$
K(m, n, c)=\sum_{v(c)^{\times}} e\left(\frac{m \bar{v}+n v}{c}\right)
$$

Then

$$
K(-m, n, c)=K(-n, m, c)
$$

Proof. By direct computation,

$$
\begin{aligned}
K(-m, n, c) & =\sum_{v(c)^{\times}} e\left(\frac{-m \bar{v}+n v}{c}\right) \\
& =\sum_{v(c)^{\times}} e\left(\frac{-m(-v)+n(-\bar{v})}{c}\right)=K(-n, m, c)
\end{aligned}
$$

Lemma 3.7. With the notation as above, for all $m, n \geq 1$,

$$
c_{g_{n}}^{+}(m) m^{k-1}=c_{g_{m}}^{+}(n) n^{k-1}
$$

Proof. We recall from Remark 1 that the Fourier coefficient of $q^{n}$ in $g_{m}^{+}$ is

$$
c_{g_{m}}^{+}(n)=-2 \pi(-1)^{k / 2} \sum_{\substack{c>0 \\ c \equiv 0(N)}}\left(\frac{m}{n}\right)^{(k-1) / 2} \frac{K(-m, n, c)}{c} I_{k-1}\left(\frac{4 \pi \sqrt{|m n|}}{c}\right) .
$$

By Lemma 3.6 ,

$$
\begin{aligned}
& c_{g_{m}}^{+}(n) \\
& =\left(\frac{m}{n}\right)^{k-1}\left(-2 \pi(-1)^{k / 2} \sum_{\substack{c>0 \\
c \equiv 0(N)}}\left(\frac{n}{m}\right)^{(k-1) / 2} \frac{K(-n, m, c)}{c} I_{k-1}\left(\frac{4 \pi \sqrt{|n m|}}{c}\right)\right) \\
& =\left(\frac{m}{n}\right)^{k-1} c_{g_{n}}^{+}(m) .
\end{aligned}
$$

Another proof of Theorem 3.5. When $m, n \geq 1$, Theorem 3.5 follows immediately from Lemma 3.7;

$$
c_{f_{n}}(m)=(-n)^{1-k} c_{g_{n}}^{+}(m) m^{k-1}=(-n)^{1-k} c_{g_{m}}^{+}(n) n^{k-1}=-c_{g_{m}}^{+}(n)
$$

Finally when $n=0$, we find from Lemma 3.6 and the formulas for the Fourier coefficients $c_{f_{0}}(m)$ and $c_{g_{m}}^{+}(0)$ given in Remark 1 that

$$
c_{f_{0}}(m)=-c_{g_{m}}^{+}(0)
$$

4. Proof of Theorem $\mathbf{1 . 2}$. The Hecke operators $T_{n}$ act on harmonic weak Maass forms and on weakly holomorphic modular forms in the usual way, and the formula for the action on the Fourier coefficients is the same. Since $g_{1} \mid T_{m}$ belongs to the space $H_{2-k}^{\infty}(\Gamma)$ and has principal part $m^{1-k} q^{-m}$, it follows from Lemma 3.2 that $g_{m}=m^{k-1} g_{1} \mid T_{m}$. We then have

$$
\begin{aligned}
-f_{n} & =D^{k-1}\left(n^{1-k} g_{n}\right)=D^{k-1}\left(g_{1} \mid T_{n}\right)=D^{k-1}\left(\left.n^{-k / 2} \sum_{\substack{a d=n \\
0 \leq b<d}} g_{1}\right|_{2-k}\left(\begin{array}{ll}
a & b \\
0 & d
\end{array}\right)\right) \\
& =\left.n^{-k / 2} \sum_{\substack{a d=n \\
0 \leq b<d}}\left(D^{k-1} g_{1}\right)\right|_{k}\left(\begin{array}{ll}
a & b \\
0 & d
\end{array}\right)=\left.n^{1-k} \sum_{\substack{a d=n \\
0 \leq \leq b<d}} n^{k / 2-1}\left(D^{k-1} g_{1}\right)\right|_{k}\left(\begin{array}{ll}
a & b \\
0 & d
\end{array}\right) \\
& =n^{1-k}\left(D^{k-1} g_{1}\right)\left|T_{n}=-n^{1-k} f_{1}\right| T_{n} .
\end{aligned}
$$

Now we take $\psi=f_{1}-f_{k, 1}$ where $f_{k, 1}$ is the weakly holomorphic modular form in the space $M_{k}^{\infty}(\Gamma)$ defined in Remark 1 (ii). Then $\psi \in M_{k}(\Gamma)$. Since $f_{n}=n^{1-k} f_{1} \mid T_{n}$, we obtain $f_{n}=n^{1-k} \psi\left|T_{n}+n^{1-k} f_{k, 1}\right| T_{n}$. Now the assertion follows since $\psi \mid T_{n} \in M_{k}(\Gamma)$ and $n^{1-k} f_{k, 1} \mid T_{n} \in n^{1-k} \mathbb{Z}\left(\left(q^{-1}, q\right)\right)$.
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