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## 1. INTRODUCTION

The behavior of binomial coefficients modulo primes attracted attention for a long time, and still does (cf. [1], [3], [5], [7]-[9]). A classical and very elegant result of Lucas is

Theorem A ([14]). Let $p$ be a prime and $n, k$ nonnegative integers, $n \geq k$, with base $p$ representations $[n]_{p}=n_{l-1} \ldots n_{0},[k]_{p}=k_{t-1} \ldots k_{0}$. Then

$$
\binom{n}{k} \equiv\binom{n_{l-1}}{k_{l-1}} \cdots\binom{n_{1}}{k_{1}}\binom{n_{0}}{k_{0}}(\bmod p)
$$

( where we agree to put $k_{i}=0$ for $i>t-1$ and $\binom{n_{i}}{k_{i}}=0$ if $n_{i}<k_{i}$ ).
Assume that $p$ is an odd prime and consider the sequence of middle binomial coefficients $A_{n}=\binom{2 n}{n}$. Using Lucas' theorem, one can easily prove that $\binom{2 n}{n} \not \equiv 0(\bmod p)$ if and only if the base $p$ representation of $n$ is composed only of the digits $0,1, \ldots,(p-1) / 2$. Thus, the set of integers $n$ with $\binom{2 n}{n} \not \equiv 0(\bmod p)$ is an infinite set of density 0 . Berend and Harmse [4] considered the sequence $\left(A_{k}^{\prime}\right)_{k=0}^{\infty}$ obtained from $\left(A_{n} \bmod p\right)_{n=0}^{\infty}$ by omitting the zeros. They proved that each nonzero residue modulo $p$ is visited by $\left(A_{k}^{\prime}\right)_{k=0}^{\infty}$ with the same asymptotic frequency $1 /(p-1)$. In fact, they proved a stronger result, showing that the sequence $\left(A_{n}\right)_{n=0}^{\infty}$ is weakly welldistributed modulo $p$ (see Section 2).

Kriger [11] proved the analogous result for the sequences $A_{n}=\binom{3 n}{n}$ and $A_{n}=\binom{3 n}{n, n, n}$ (for $p \geq 11$ ).

A significant ingredient of the proofs in [4] and [11] was to show that each nonzero residue is indeed visited by $\left(A_{n}\right)_{n=0}^{\infty}$. The main tool for proving this was the investigation of the function $g(n)=A_{n+1} / A_{n}$. In fact, it was found

[^0]that it is enough to prove that the multiplicative group $(\mathbb{Z} / p \mathbb{Z})^{\times}$is generated by $\{g(n): 0 \leq n<p / C-1\}$, where $C=2$ for the sequence $A_{n}=\binom{2 n}{n}$ and $C=3$ for $\binom{3 n}{n}$ and $\binom{3 n}{n, n, n}$.

In this paper, we consider the sequence $A_{n}=\binom{C n}{D n}$ for any constants $C, D$ with $C>D>0$. It turns out to be difficult to continue with the function $g(n)=A_{n+1} / A_{n}$ for large values of $C$. One of the reasons is that (assuming that $C, D$ are coprime) $g(n)$ is a rational function whose numerator and denominator are polynomials of degree $C-1$ in $n$ (for example, if $A_{n}=\binom{3 n}{n}$, then $g(n)=\frac{3(3 n+1)(3 n+2)}{2(n+1)(2 n+1)}$. Thus, $g(n)$ becomes more and more complicated as $C$ grows. In addition, the interval $[0, p / C-1)$ becomes smaller.

The key observation in our proof is that the behavior of $\binom{C n}{D n}(\bmod p)$ is related to the Möbius transformation $f(n)=(C n+1) /(D n+1)$. We find that $f(n)$ can play (under certain assumptions on $C, D$ ) a role similar to the function $g(n)$ in [4], [11]. This observation enables us to generalize the above mentioned results to each of the sequences $A_{n}=\binom{C n}{D n}$.

We also study the behavior of more general sequences modulo $p$. For example, we consider multinomial sequences of the form $A_{n}=\binom{K n}{K_{1} n, \ldots, K_{t} n}$, as well as sequences in $\mathbb{Z}^{d}$, defined in terms of binomial coefficients.

In Section 2 we formulate our main results. In Section 3 we consider the set of nonzero residues modulo $p$ which are visited by $\binom{C n}{D n}(\bmod p)$ and in Section 4 we prove that each such residue is visited with the same asymptotic frequency (when ignoring the 0's).

## 2. THE MAIN RESULTS

Let $p$ be a prime. A sequence $\vec{A}=\left(A_{n}\right)_{n=0}^{\infty}$ over $\mathbb{Z}$ is $p$-solvable if for every $r \in \mathbb{Z} / p \mathbb{Z}$ there exist infinitely many solutions $n$ for the congruence $A_{n} \equiv r(\bmod p)$.

Consider the sequence $A_{n}=\binom{C n}{D n}$, where $C, D$ are arbitrary integers with $0<D<C$. Let $\nu_{p}$ denote the $p$-adic valuation (that is, $p^{\nu_{p}(n)}$ is the exact power of $p$ dividing $n$ ). It can be easily observed (see Lemma 10) that, if $\nu_{p}(C)>\nu_{p}(D)$, then $\binom{C n}{D n} \equiv 0(\bmod p)$ for every $n>0$. In particular, $\binom{C n}{D n}$ is not $p$-solvable. Our key result is

Theorem 1. Let $p>5$ be a prime and $C, D$ integers with $0<D<C$. Then $\binom{C n}{D n}$ is p-solvable if and only if $\nu_{p}(C) \leq \nu_{p}(D)$.

In particular, considering also a few cases with $p=3,5$, we obtain
Corollary 2. Let $C, D$ be integers with $0<D<C$. Then $\binom{C n}{D n}$ is p-solvable for every prime $p>C$, with the exception of the case $(C, D, p)=$ $(4,2,5)$.

Corollary 3. For any $C \geq 2$, the sequence $\binom{C n}{n}$ is p-solvable if and only if $p$ does not divide $C$.

We note that Theorem 1 is false in general for $p=3,5$. In fact, for these primes, taking $C=4$ and $D=2$, we see that the quadratic residues modulo $p$ (including 0) are the only possible values for $\binom{C n}{D n}(\bmod p)$. In particular, $\binom{C n}{D n}$ is not $p$-solvable. Note that this implies that $A_{n}=\binom{2 D n}{D n}$ is not $p$-solvable for any even integer $D$ and $p=3,5$.

Open Question 4. Let $p=3,5$. For which values of $C, D$ is the sequence $\binom{C n}{D n} p$-solvable?

Let us now consider the relative frequency with which each nonzero residue is visited by $\left(A_{n} \bmod p\right)_{n=0}^{\infty}$. In this part we consider more general sequences than in Theorem 1. We begin with a few notations.

Take a sequence $\vec{A}=\left(A_{n}\right)_{n=0}^{\infty}$ in $\mathbb{Z}$ and denote by $S=S(\vec{A})$ the set of nonzero residues $r \in(\mathbb{Z} / p \mathbb{Z})^{\times}$such that $A_{n} \equiv r(\bmod p)$ for infinitely many $n$ 's. Assume that $S \neq \emptyset$ and let $\left(A_{k}^{\prime}\right)_{k=0}^{\infty}$ denote the subsequence of $\left(A_{n} \bmod p\right)_{n=0}^{\infty}$ obtained by omitting the zeros. The sequence $\left(A_{n}\right)_{n=0}^{\infty}$ is $S$-weakly uniformly distributed modulo $p$ (cf. [16, p. 8]) if each $r \in S$ appears in $\left(A_{n}^{\prime}\right)_{n=0}^{\infty}$ with the same asymptotic frequency $1 / \#(S)$. More precisely, let the density of a set $X \subseteq \mathbb{N}$ be

$$
D(X)=\lim _{N \rightarrow \infty} \frac{\#([0, N) \cap X)}{N}
$$

(if the limit exists). Then $\left(A_{n}\right)_{n=0}^{\infty}$ is $S$-weakly uniformly distributed modulo $p$ if $D\left(\left\{n \in \mathbb{N}: A_{n}^{\prime}=r\right\}\right)=1 / \#(S)$ for every $r \in S$.

We also define a stronger version of uniform distribution modulo $p$, where we demand the limit to be valid for any "large" intervals $[N, M)$ and not only for initial intervals $[0, N)$. Let the Banach density (cf. [6, p. 72]) of a set $X \subseteq \mathbb{N}$ be

$$
B D(X)=\lim _{M \rightarrow N \rightarrow \infty} \frac{\#([N, M) \cap X)}{M-N}
$$

(if the limit exists). Then $\left(A_{n}\right)_{n=0}^{\infty}$ is $S$-weakly well-distributed modulo $p$ (cf. $[12$, p. 84, p. 200, p. 221] $)$ if $B D\left(\left\{n \in \mathbb{N}: A_{n}^{\prime}=r\right\}\right)=1 / \#(S)$ for every $r \in S$.

Take a multinomial sequence of the form

$$
\begin{equation*}
A_{n}=\binom{K n}{K_{1} n, \ldots, K_{m} n} \tag{1}
\end{equation*}
$$

where $K_{i}$ are positive integers with $\sum_{i=1}^{m} K_{i}=K$. Assume that $A_{n} \not \equiv 0$ $(\bmod p)$ for some positive $n$ and define

$$
G=\left\{A_{n} \bmod p: n \geq 1\right\} \backslash\{0\} \subseteq(\mathbb{Z} / p \mathbb{Z})^{\times}
$$

Lemma 5. Let $\left(A_{n}\right)_{n=0}^{\infty}$ be as in (1). Then:
(i) $G$ is a subgroup of $(\mathbb{Z} / p \mathbb{Z})^{\times}$.
(ii) Each residue $r \in G$ is visited by $\left(A_{n} \bmod p\right)_{n=0}^{\infty}$ infinitely often.
(iii) The set $\left\{n \in \mathbb{N}: A_{n} \not \equiv 0(\bmod p)\right\}$ is of Banach density 0 .

Theorem 6. The sequence $\left(A_{n}\right)$ in (1) is $G$-weakly well-distributed modulo $p$.

Example 7. If $A_{n}=\binom{3 n}{n, n, n}$ and $p=7$, then $G=\{1,6\}$, and thus the residues 1,6 are visited by $\left(A_{n}^{\prime}\right)$ with the same asymptotic frequency $1 / 2$.

We also provide analogues of Lemma 5 and Theorem 6 for multiple binomial sequences in $\mathbb{Z}^{m}$.

Theorem 8. Let $C_{1}, D_{1}, \ldots, C_{m}, D_{m}$ be integers with $C_{i}>D_{i}>0$ and

$$
A_{n}=\left(\binom{C_{1} n}{D_{1} n}, \ldots,\binom{C_{m} n}{D_{m} n}\right) \in \mathbb{Z}^{m}, \quad n \geq 0
$$

Assume that $G=\left\{A_{n} \bmod p: n \geq 1\right\} \cap\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}$ is nonempty (where $A_{n} \bmod p$ denotes the $m$-vector obtained from $A_{n}$ by taking the residue modulo $p$ of each coordinate). Then:
(i) $G$ is a subgroup of $\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}$.
(ii) For each $r \in G$ there are infinitely many $n$ 's with $A_{n} \equiv r(\bmod p)$.
(iii) $B D\left(\left\{n \in \mathbb{N}: A_{n} \in\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}(\bmod p)\right\}\right)=0$.
(iv) Let $\left(A_{n}^{\prime}\right)_{n=0}^{\infty}$ be the sequence obtained from $\left(A_{n} \bmod p\right)_{n=0}^{\infty}$ by omitting those elements $A_{n} \bmod p$ not belonging to $\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}$. Then

$$
B D\left(\left\{n \in \mathbb{N}: A_{n}^{\prime}=r\right\}\right)=1 / \#(G), \quad r \in G
$$

## 3. THE SET $\left\{\binom{C n}{D n} \bmod p: n \geq 1\right\} \backslash\{0\}$

In this section $C, D$ are fixed integers with $0<D<C$, and $p$ is a prime. We start with a few notations and basic lemmas.

Let $\Omega$ be a finite set. A word $w$ of length $l=l(w) \geq 0$ over $\Omega$ is a concatenation of $l$ elements in $\Omega$ (called letters). Write $\Lambda$ for the empty word. Let $w z$ denote the concatenation of two words $w, z$ over $\Omega$ and $w^{k}$ the concatenation of $w$ with itself $k \geq 0$ times. Thus for example, $1(10)^{2} 01^{3}=110100111$ is a word of length 9 over $\Omega=\mathbb{Z} / 2 \mathbb{Z}$. A word $z$ is a subword of $w$ if $w=z_{0} z z_{1}$ for some words $z_{0}, z_{1}$.

The base $p$ representation of an integer $n>0$ is the (unique) word $[n]_{p}=n_{l-1} \ldots n_{1} n_{0}$ over $\mathbb{Z} / p \mathbb{Z}$ with $n=\sum_{i=0}^{l-1} n_{i} p^{i}$ and $n_{l-1} \neq 0$. We will refer to $n_{0}, n_{l-1}$ as the least significant, and most significant digits of $n$, respectively, and to $n_{i}$ as the $i$ th digit (where we agree that $n_{i}=0$ for $i \geq l)$. Put $[0]_{p}=\Lambda$.

Let $k \leq n$ be a nonnegative integer with base $p$ representation $k_{t-1} \ldots k_{1} k_{0}$. We write $k \preceq n$ if $k_{i} \leq n_{i}$ for each $i$. (By Lucas' theorem we have $p \nmid\binom{n}{k}$ if and only if $k \preceq n$.) Write $l(n)=l\left([n]_{p}\right)$.

Lemma 9. Let $n, n_{0}, n_{1}>0$ be integers and assume $[n]_{p}=\left[n_{0}\right]_{p} 0^{l}\left[n_{1}\right]_{p}$ for some $l \geq l(C)$. Then

$$
\binom{C n}{D n} \equiv\binom{C n_{0}}{D n_{0}}\binom{C n_{1}}{D n_{1}}(\bmod p)
$$

The lemma follows directly from Lucas' theorem upon observing that

$$
[C n]_{p}=\left[C n_{0}\right]_{p} 0^{i}\left[C n_{1}\right]_{p}, \quad[D n]_{p}=\left[D n_{0}\right]_{p} 0^{j}\left[D n_{1}\right]_{p}
$$

for some $i, j \geq 0$ satisfying $i+l\left(C n_{1}\right)=j+l\left(D n_{1}\right)=l+l\left(n_{1}\right)$.
Put

$$
G=\left\{\binom{C n}{D n} \bmod p: n \geq 1\right\} \backslash\{0\}
$$

Lemma 10.
(i) $G$ is either empty or a subgroup of $(\mathbb{Z} / p \mathbb{Z})^{\times}$.
(ii) $G=\emptyset$ if and only if $\nu_{p}(C)>\nu_{p}(D)$.

Proof. (i) Since, by Lemma 9, $G$ is closed under multiplication, it is either empty or a subgroup of $(\mathbb{Z} / p \mathbb{Z})^{\times}$.
(ii) Assume first that $\nu_{p}(C)>\nu_{p}(D)$. Let $n \geq 1$ and $i=\nu_{p}(D n)$. The $i$ th digit of $C n$ is 0 , whereas the $i$ th digit of $D n$ is not. By Lucas' theorem, $\binom{C n}{D n} \equiv 0(\bmod p)$, and so $G=\emptyset$.

Assume now that $\nu_{p}(C) \leq \nu_{p}(D)$. By Lucas' theorem, $\binom{C^{\prime} n}{D^{\prime} n} \equiv\binom{C^{\prime} p^{i} n}{D^{\prime} p^{i} n}$ $(\bmod p)$ for every $C^{\prime}, D^{\prime}, i$. Dividing $C$ and $D$ by an appropriate power of $p$, we may assume that $C \not \equiv 0(\bmod p)$. Put $m=\left(p^{\phi(C)}-1\right) / C$, where $\phi$ is Euler's totient function, and note that $m$ is an integer. Since the word $[C m]_{p}$ consists of occurrences of the letter $p-1$ only, we have $D m \preceq C m$, and thus $\binom{C m}{D m} \not \equiv 0(\bmod p)$. In particular, $G \neq \emptyset$.

Lemma 11. For every $r \in G \cup\{0\}$, there are infinitely many $n$ 's such that $\binom{C n}{D n} \equiv r(\bmod p)$. In particular, if $G=(\mathbb{Z} / p \mathbb{Z})^{\times}$, then $\binom{C n}{D n}$ is p-solvable.

Proof. We first prove the existence of an $n^{\prime}>0$ with $\binom{C n^{\prime}}{D n^{\prime}} \equiv 0(\bmod p)$. Take an integer $a>0$ such that $C / p^{a} \leq \min (D, C-D)$ and put $n^{\prime}=\left\lceil p^{l} / C\right\rceil$ for some $l \geq a+l(C)$. Note that $C n^{\prime} \in\left[p^{l}, p^{l}+C\right)$, and thus $\left[C n^{\prime}\right]_{p}=10^{a} w$ for some word $w$. Since $C / p^{a} \leq D$ and so $p^{a} D n^{\prime} \geq C n^{\prime}$, we get

$$
l\left(D n^{\prime}\right) \geq l\left(C n^{\prime}\right)-a=l(w)+1
$$

Similarly, since $C / p^{a} \leq C-D$ and so $p^{a} D n^{\prime} \leq\left(p^{a}-1\right) C n^{\prime}$ we get

$$
l\left(D n^{\prime}\right) \leq l\left(\left(p^{a}-1\right) C n^{\prime}\right)-a=l\left(C n^{\prime}\right)-1
$$

Taking $l=l\left(D n^{\prime}\right)-1 \in\left[l(w), l\left(C n^{\prime}\right)-2\right]$, we infer that the $l$ th digit of $C n^{\prime}$ is 0 , whereas the $l$ th digit of $D n^{\prime}$ is not. By Lucas' theorem we have $\binom{C n^{\prime}}{D n^{\prime}} \equiv 0(\bmod p)$.

Now let $r \in G \cup\{0\}$ and $n$ be such that $\binom{C n}{D n} \equiv r(\bmod p)$. Lucas' theorem shows that $\binom{C n p^{i}}{D n p^{i}} \equiv r(\bmod p)$ for every $i$.

Lemma 12. Let $n_{0}, n_{1}>0$ be integers. Denote by $c_{0}, d_{0}$ the least significant digits of $C n_{0}, D n_{0}$, respectively, and by $c_{1}, d_{1}$ the lth digits of $C n_{1}$, $D n_{1}$, respectively, where $l=l\left(C n_{1}\right)-1$. Assume that $D n_{i} \preceq C n_{i}$ for $i=0,1$ and that $c_{0}+c_{1}<p$. Then

$$
\frac{\binom{c_{0}+c_{1}}{d_{0}+d_{1}}}{\binom{c_{0}}{d_{0}}\binom{c_{1}}{d_{1}}} \in G .
$$

Proof. Take words $w_{0}, w_{1}, z_{0}, z_{1}$ over $\mathbb{Z} / p \mathbb{Z}$ such that

$$
\left[C n_{0}\right]_{p}=w_{0} c_{0}, \quad\left[D n_{0}\right]_{p}=z_{0} d_{0}, \quad\left[C n_{1}\right]_{p}=c_{1} w_{1}, \quad 0^{a}\left[D n_{1}\right]_{p}=d_{1} z_{1}
$$

where $a=l\left(C n_{1}\right)-l\left(D n_{1}\right)$. Put $n=n_{0} p^{l}+n_{1}$, and note that

$$
[C n]_{p}=w_{0}\left(c_{0}+c_{1}\right) w_{1}, \quad[D n]_{p}=z_{0}\left(d_{0}+d_{1}\right) z_{1}
$$

Using Lucas' theorem we obtain

$$
\frac{\binom{C n}{D n}}{\binom{C n_{0}}{D n_{0}}\binom{C n_{1}}{D n_{1}}}=\frac{\binom{c_{0}+c_{1}}{d_{0}+d_{1}}}{\binom{c_{0}}{d_{0}}\binom{c_{1}}{d_{1}}} \in G . \square
$$

3.1. Proof of Theorem 1, assuming $D \not \equiv 0, C / 2, C(\bmod p)$. In this subsection we prove Theorem 1 for the cases where
(i) $D \not \equiv 0, C / 2, C(\bmod p)$.

In this part of the proof, $p$ may also be 5 . The cases $D \equiv 0, C / 2, C(\bmod p)$ will be handled in Subsection 3.2 for $p>5$. It will also be convenient to add the following two assumptions on $C, D$ :
(ii) $C=p^{e}-1$ for some positive integer $e$,
(iii) $C / 2<D<C$.

To justify assumptions (ii), (iii), observe the following. Lemma 10 shows that the assertion of Theorem 1 is true in the cases where $\nu_{p}(C)>\nu_{p}(D)$. Thus we may assume $\nu_{p}(C) \leq \nu_{p}(D)$. Since, by assumption (i), $\nu_{p}(D)=0$, we conclude that $C$ is not a multiple of $p$. Replacing the pair $(C, D)$ with $(C m, D m)$, where $m$ is as in the proof of Lemma 10, we obtain (ii). In order to obtain (iii), we replace (if necessary) the pair $(C, D)$ with $(C, C-D)$. Note that, if we replace $(C, D)$ with $\left(C^{\prime}, D^{\prime}\right)$ according to the above two cases, then $\left(C^{\prime}, D^{\prime}\right)$ still satisfies assumption (i). Moreover, if $\binom{C^{\prime} n}{D^{\prime} n}$ is $p$-solvable, then so is $\binom{C n}{D n}$. Thus, without loss of generality, we may assume (i)-(iii).

In our proof we will repeatedly use properties of Möbius transformations. A Möbius transformation over a field $\mathbb{F}$ is a rational function of the form $f(n)=(a n+b) /(c n+d)$, where the matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is invertible. A very basic property of a Möbius transformation $f$ is that it permutes the elements of $\mathbb{F} \cup\{\infty\}$ (when we put $f(\infty)=a / c, f(-d / c)=\infty$ ). We refer the reader to [17] for more on Möbius transformations.

Let $f$ be the Möbius transformation over $\mathbb{Z} / p \mathbb{Z}$ given by

$$
f(n)=\frac{C n+1}{D n+1}
$$

By assumption (ii) we have $f(n)=(-n+1) /(D n+1)$. Define

$$
T=\left\{0 \leq n<p: n \neq 1,\binom{C n}{D n} \not \equiv 0(\bmod p)\right\}
$$

Observe that assumption (ii) implies
Lemma 13. Let $k \leq C$ be a positive integer, and put $l_{0}=l(k)$ and $l_{1}=l\left(p^{l_{0}}-k\right)$. Then

$$
[k C]_{p}=[k-1]_{p}(p-1)^{e-l_{0}} 0^{l_{0}-l_{1}}\left[p^{l_{0}}-k\right]_{p}
$$

Proposition 14. $G \supseteq f(T)$.
Proof. Let $n \in T$. Since $G$ is a group, we obtain $f(0)=1 \in G$. Thus we may assume $n \neq 0$. By Lemma 13 we have $[2 C]_{p}=1(p-1)^{e-1}(p-2)$. Since $C / 2<D<C$, the word $[2 D]_{p}$ is of the same length as $[2 C]_{p}$, and it begins with 1 as well. Write

$$
[C n]_{p}=w_{0} c, \quad[D n]_{p}=z_{0} d, \quad[2 C]_{p}=1 w_{1}, \quad[2 D]_{p}=1 z_{1}
$$

where $c, d$ are the residues of $C n, D n$ modulo $p$, respectively.
The assumption $D \not \equiv C / 2(\bmod p)$ ensures that the least significant digit of $2 D$ is not $p-1$. Thus, $2 D \preceq 2 C$. Since $n \in T$, we have $D n \preceq C n$. Note that $C \equiv-1(\bmod p)$ and $n \neq 1$. Thus, $c \neq p-1$ as $1<n<p$ and so $c+1<p$. Lemma 12 yields

$$
\frac{c+1}{d+1}=\frac{\binom{c+1}{d+1}}{\binom{c}{d}\binom{1}{1}} \in G
$$

Since $c \equiv C n(\bmod p)$ and $d \equiv D n(\bmod p)$, we get $(C n+1) /(D n+1) \in G$.
Lemma 15. For every integer $n \in[1, p-1]$, we have $\binom{C n}{D n} \not \equiv 0(\bmod p)$ if and only if $\binom{C(p-n)}{D(p-n)} \equiv 0(\bmod p)$.

Proof. Let $d$ denote the least significant digit of $D n$. Recall that, by Lucas' theorem, we have $\binom{C n}{D n} \not \equiv 0(\bmod p)$ if and only if $D n \preceq C n$. Since $[C n]_{p}=(n-1)(p-1)^{e-1}(p-n)$, this happens if and only if $d \leq p-n$.

Similarly, observing that the least significant digits of $C(p-n), D(p-n)$ are $n, p-d$, respectively, we obtain $\binom{C(p-n)}{D(p-n)} \equiv 0(\bmod p)$ if and only if $p-d>n$.

By the assumption $D \not \equiv C(\bmod p)$ we have $D n \not \equiv C n(\bmod p)$, and so $d \neq p-n$. Thus the conditions $d \leq p-n$ and $p-d>n$ are equivalent.

Lemma 16. $T$ is of cardinality $(p-1) / 2$.
Proof. By the previous lemma, $\binom{C n}{D n} \not \equiv 0(\bmod p)$ for exactly $(p-1) / 2$ of the elements $n \in[1, p-1]$. One of those values is $n=1$, which does not belong to $T$. On the other hand, $0 \in T$, which gives $\#(T)=(p-1) / 2$.

Denote the set of nonzero quadratic residues modulo $p$ by $Q$, and let $\bar{Q}=(\mathbb{Z} / p \mathbb{Z})^{\times} \backslash Q$ denote the set of quadratic nonresidues.

Corollary 17. $G$ contains at least $(p-1) / 2$ elements. In particular, either $G=Q$ or $G=(\mathbb{Z} / p \mathbb{Z})^{\times}$.

In fact, this follows from the injectivity of $f$, Proposition 14 and Lemma 16.

Lemma 18. If $G \neq(\mathbb{Z} / p \mathbb{Z})^{\times}$, then $G=f(T)$.
Proof. By Proposition 14, $f(T) \subseteq G$. Note that if $f(T) \subsetneq G$, then $\#(G)>(p-1) / 2$, and so $G=(\mathbb{Z} / p \mathbb{Z})^{\times}$. Thus, we must have $f(T)=G$.

Let $h(n)$ be the rational function on $\mathbb{Z} / p \mathbb{Z}$ given by

$$
h(n)=f(n) f(-n)=\frac{n^{2}-1}{D^{2} n^{2}-1}
$$

Proposition 19. Assume that $G \neq(\mathbb{Z} / p \mathbb{Z})^{\times}$and let $n \in(\mathbb{Z} / p \mathbb{Z})^{\times}$be such that $n^{2}-1 \neq 0$ and $D^{2} n^{2}-1 \neq 0$. Then $h(n) \in \bar{Q}$.

Proof. By Corollary 17 we have $G=Q$. By our assumptions $n \neq \pm 1$. Thus, Lemma 15 shows that exactly one of the elements $n, p-n$ belongs to $T$. By Lemma 18 and the fact that $f$ is an injection we see that exactly one of $f(n), f(p-n)$ belongs to $G$, and we conclude that one of them is a quadratic residue modulo $p$ and the other is not. In particular, $f(n) f(-n) \in \bar{Q}$.

REMARK. Let $\phi(n)=\left(\frac{n}{p}\right)$ denote the Legendre symbol of $n$ modulo $p$ and put $M(x)=\left(x^{2}-1\right)\left(D^{2} x^{2}-1\right) \in \mathbb{Z} / p \mathbb{Z}[x]$. An equivalent formulation of Proposition 19 is that, assuming $G \neq(\mathbb{Z} / p \mathbb{Z})^{\times}$, we have $\phi(M(n))=-1$ for every $n \in(\mathbb{Z} / p \mathbb{Z})^{\times}$which is not a root of $M(x)$. Observing that $\phi(M(0))=1$, we get

$$
\begin{equation*}
\sum_{n \in \mathbb{Z} / p \mathbb{Z}} \phi(M(n)) \leq-(p-6) \tag{2}
\end{equation*}
$$

One way to use Proposition 19 for proving Theorem 1 for $p>19$ and $D \not \equiv 0, C / 2, C(\bmod p)$ is to observe that (2) contradicts the estimate of
$\sum_{n \in \mathbb{Z} / p \mathbb{Z}} \phi(M(n))$ given in [13, Thm. 5.41] for those values of $p$. A selfcontained proof of Theorem 1 for those cases is given below.

Lemma 20. If $(C, D, p)$ satisfies assumptions (i)-(iii) and $p$ is a prime number in $[5,19]$, then $\binom{C n}{D n}$ is p-solvable.

Proof. By Proposition 14 it suffices to prove that $f(T)$ generates $(\mathbb{Z} / p \mathbb{Z})^{\times}$. Assume first that $(D, p) \notin(2+7 \mathbb{Z}, 7)$ and $(D, p) \notin(2+13 \mathbb{Z}, 13)$. Table 1 provides a number $n \in T$ such that $f(n)$ generates $(\mathbb{Z} / p \mathbb{Z})^{\times}$. For the case $p=13, D \equiv 2(\bmod 13)$, observe that $2,3 \in T$ and that $\{f(2), f(3)\}=\{5,9\}$ generates $\mathbb{Z} / 13 \mathbb{Z}$.

Assume $p=7$ and $D \equiv 2(\bmod 7)$. Note that

$$
[4 C]_{p}=36^{e-1} 3, \quad[4 D]_{p}=a w 1
$$

where $a \in\{2,3\}$ and $w$ is a word of length $e-1$. Using Lemma 12 (with $n_{0}=n_{1}=4$ ) we infer that $g=\binom{6}{a+1} /\binom{3}{a}\binom{3}{1}$ belongs to $G$. Since $a \in\{2,3\}$, we have $g \in\{3,5\}(\bmod p)$, and so $g$ generates $(\mathbb{Z} / p \mathbb{Z})^{\times}$.

Table 1. A number $n \in T$ such that $f(n)$ generates $(\mathbb{Z} / p \mathbb{Z})^{\times}$for $5 \leq p \leq 19$

| $D \backslash p$ | $p=5$ | $p=7$ | $p=11$ | $p=13$ | $p=17$ | $p=19$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D \equiv 1(\bmod p)$ | $f(2)=3$ | $f(3)=3$ | $f(2)=7$ | $f(3)=6$ | $f(2)=11$ | $f(6)=2$ |
| $D \equiv 2(\bmod p)$ | $D \equiv C / 2$ |  | $f(2)=2$ |  | $f(2)=10$ | $f(2)=15$ |
| $D \equiv 3(\bmod p)$ | $f(2)=2$ | $D \equiv C / 2$ | $f(5)=8$ | $f(2)=11$ | $f(2)=12$ | $f(3)=15$ |
| $D \equiv 4(\bmod p)$ | $D \equiv C$ | $f(2)=3$ | $f(2)=6$ | $f(5)=6$ | $f(6)=10$ | $f(2)=2$ |
| $D \equiv 5(\bmod p)$ |  | $f(2)=5$ | $D \equiv C / 2$ | $f(2)=7$ | $f(2)=3$ | $f(5)=13$ |
| $D \equiv 6(\bmod p)$ |  | $D \equiv C$ | $f(3)=8$ | $D \equiv C / 2$ | $f(4)=6$ | $f(7)=14$ |
| $D \equiv 7(\bmod p)$ |  |  | $f(2)=8$ | $f(2)=6$ | $f(3)=3$ | $f(4)=13$ |
| $D \equiv 8(\bmod p)$ |  |  | $f(7)=8$ | $f(4)=7$ | $D \equiv C / 2$ | $f(2)=10$ |
| $D \equiv 9(\bmod p)$ |  |  | $f(3)=7$ | $f(2)=2$ | $f(3)=6$ | $D \equiv C / 2$ |
| $D \equiv 10(\bmod p)$ |  |  | $D \equiv C$ | $f(8)=2$ | $f(3)=12$ | $f(3)=3$ |
| $D \equiv 11(\bmod p)$ |  |  |  | $f(4)=6$ | $f(2)=14$ | $f(2)=14$ |
| $D \equiv 12(\bmod p)$ |  |  |  | $D \equiv C$ | $f(3)=5$ | $f(2)=3$ |
| $D \equiv 13(\bmod p)$ |  |  |  |  | $f(2)=5$ | $f(4)=15$ |
| $D \equiv 14(\bmod p)$ |  |  |  |  | $f(2)=7$ | $f(6)=10$ |
| $D \equiv 15(\bmod p)$ |  |  |  |  | $f(2)=6$ | $f(3)=14$ |
| $D \equiv 16(\bmod p)$ |  |  |  |  | $D \equiv C$ | $f(4)=2$ |
| $D \equiv 17(\bmod p)$ |  |  |  |  |  | $f(2)=13$ |
| $D \equiv 18(\bmod p)$ |  |  |  |  |  | $D \equiv C$ |

Let $X \subseteq Q, Y \subseteq \bar{Q}$. A function $g: \mathbb{Z} / p \mathbb{Z} \cup\{\infty\} \rightarrow \mathbb{Z} / p \mathbb{Z} \cup\{\infty\}$ exchanges $Q, \bar{Q}$ with possible exceptions $(X, Y)$ if $g(x) \in \bar{Q}$ for every $x \in Q \backslash X$ and $g(x) \in Q$ for every $x \in \bar{Q} \backslash Y$.

Proof of Theorem 1 for $D \not \equiv 0, C / 2, C(\bmod p)$. Suppose the sequence $\binom{C n}{D n}$ is not $p$-solvable for some $C, D$ with $\nu_{p}(C) \leq \nu_{p}(D)$. By Lemma 11, Corollary 17 and Lemma 20, we have $p>19$ and $G=Q$. If $D^{2} \equiv 1(\bmod p)$, then the function $h$ is identically 1 , which contradicts Proposition 19. Therefore $D^{2} \not \equiv 1(\bmod p)$. Consider the Möbius transformation

$$
g(x)=\frac{x-1}{D^{2} x-1} .
$$

Proposition 19 shows that $g(x) \in \bar{Q}$ for every $x \in Q \backslash\left\{1,1 / D^{2}\right\}$. Observe that $g(0), g(\infty) \in Q$. Since $g$ is a Möbius transformation, it is a permutation of $\mathbb{Z} / p \mathbb{Z} \cup\{\infty\}$. This implies that there exist $a, b \in \bar{Q}$ such that $g$ exchanges $Q, \bar{Q}$ with exceptions $\left(\left\{1,1 / D^{2}\right\},\{a, b\}\right)$.

Multiplying $g(x)$ by $\left(\left(D^{2} x-1\right) / D\right)^{2}$, we conclude that the polynomial

$$
P(x)=g(x)\left(\frac{D^{2} x-1}{D}\right)^{2}=(x-1)\left(x-\frac{1}{D^{2}}\right)
$$

exchanges $Q, \bar{Q}$ with the same exceptions. Set

$$
d=\frac{1}{2}\left(1+1 / D^{2}\right) \in \mathbb{Z} / p \mathbb{Z} .
$$

Assume first $d \neq 0$. Observe that $P(x+d)=P(-x+d)$ for every $x \in \mathbb{Z} / p \mathbb{Z}$. Since $P$ exchanges $Q, \bar{Q}$, we conclude that, for each $x \in \mathbb{Z} / p \mathbb{Z}$ which is not one of the following (up to) ten possible exceptions:

$$
E=\left\{ \pm(r-d): r \in\left\{1,1 / D^{2}, a, b, 0\right\}\right\}
$$

we have $x+d \in Q$ if and only if $-x+d \in Q$, and similarly for $\bar{Q}$. Consider the Möbius transformation $M(x)=(x+d) /(-x+d)$. We obtain $M(x) \in Q$ for every $x \in \mathbb{Z} / p \mathbb{Z} \backslash E$. Since $M$ is injective and $p>19$, this gives a contradiction.

Now assume $d=0$. In this case $D^{2} \equiv-1(\bmod p)$, and thus $P(x)=x^{2}-1$ exchanges $Q, \bar{Q}$ with the exceptions $(\{1,-1\},\{a, b\})$.

Since $p>19$, we get $9 \in Q \backslash\{ \pm 1\}$, and so $80=9^{2}-1 \in \bar{Q}$. Since $80=$ $4^{2} \cdot 5$, we conclude that $5 \in \bar{Q}$. Now $4 \in Q \backslash\{ \pm 1\}$, and thus $15=4^{2}-1 \in \bar{Q}$. Since $5 \in \bar{Q}$, we obtain $3 \in Q$. Hence $8=3^{2}-1 \in \bar{Q}$, which implies that $2 \in \bar{Q}$. Since $2,5 \in \bar{Q}$, we have $10 \in Q$, which gives $99=10^{2}-1 \in \bar{Q}$, and so $11 \in \bar{Q}$. Since $3 \in Q$, we have $12 \in Q$, and thus $11 \cdot 13=12^{2}-1 \in \bar{Q}$, and since $11 \in \bar{Q}$ we conclude $13 \in Q$. Finally, $25 \in Q$, and so $2^{4} \cdot 3 \cdot 13=25^{2}-1 \in \bar{Q}$, which is a contradiction.
3.2. Proof of Theorem 1 for $D \equiv 0, C / 2, C(\bmod p)$. We begin with the case $D \equiv C / 2(\bmod p)$. Exactly as before, we may assume $C=p^{e}-1$ for some $e$.

Proposition 21. If $D \equiv C / 2(\bmod p)$, then $\binom{C n}{D n}$ is $p$-solvable for $p \geq 7$.

Proof. Replacing $(C, D)$ with $(C, C-D)$, we may assume $D \leq C / 2$. Define $I=[0,(p-3) / 2]$ (where $[a, b]$ denotes the set of integers $k$ with $a \leq k \leq b)$. Choose $k \in I$ and $t=p-2 k$. Note that the least significant digits of $C t, D t$ are $2 k, k$, respectively, and that the most significant digit of $3 C$ is 2 . Write

$$
[C t]_{p}=w_{0}(2 k), \quad[D t]_{p}=z_{0} k, \quad[3 C]_{p}=2 w_{1}, \quad 0^{a}[3 D]_{p}=d z_{1}
$$

where $a=l(3 C)-l(3 D)$ and by the assumption $D \leq C / 2$ we have $d \in\{0,1\}$. Note also that each letter in $w_{0}$, except for the leading one, is $p-1$. Thus, $D t \preceq C t$, and in particular (taking $k=(p-3) / 2$ and so $t=3$ ) we have $3 D \preceq 3 C$.

Assume first that $d=0$. Lemma 12 yields

$$
\frac{2(2 k+1)}{k+2}=\frac{\binom{2 k+2}{k}}{\binom{2 k}{k}\binom{2}{0}} \in G, \quad k \in I
$$

Taking $k=1$ we obtain $2 \in G$, and hence $(2 k+1) /(k+2) \in G$ for each $k \in I$. If $p=7$, then, taking $k=2$, we have $5 / 4 \in G$, so that $5 \in G$. Since 5 generates $(\mathbb{Z} / 7 \mathbb{Z})^{\times}$, this implies the assertion. Assume therefore $p>7$. Taking $k=4$, we obtain $3 \in G$. Assume to the contrary that $G \neq(\mathbb{Z} / p \mathbb{Z})^{\times}$, and let $m$ be the minimal residue in $(\mathbb{Z} / p \mathbb{Z})^{\times} \backslash G$. Assume first that $m$ is even (when considered as an integer in [1, $p-1]$ ). Put $k=m / 2 \in[1,(p-1) / 2]$. Since $2 \in G$ and $m \notin G$, we obtain $k \notin G$, which contradicts the minimality of $m$. Assume now that $m$ is odd and write $m=2 k+1$. Note that $k$ must belong to $I$. Since $(2 k+1) /(k+2) \in G$, we conclude that $k+2 \notin G$. Since $m \neq 3$, and so $k>1$, we obtain $k+2<m$, which contradicts the assumption that $m$ is minimal.

Consider now the case where $d=1$. Here we obtain

$$
\frac{2 k+1}{k+1}=\frac{\binom{2 k+2}{k+1}}{\binom{2 k}{k}\binom{2}{1}} \in G, \quad k \in I
$$

If $p=7$, then $3 / 2 \in G$ is a generator of $(\mathbb{Z} / 7 \mathbb{Z})^{\times}$. Assume $p>7$. We obtain $3 / 2,5 / 3,9 / 5 \in G$ and so $2=(2 / 3) \cdot(5 / 3) \cdot(9 / 5) \in G$. Assume $G \neq(\mathbb{Z} / p \mathbb{Z})^{\times}$, and let $m$ be the minimal residue in $(\mathbb{Z} / p \mathbb{Z})^{\times} \backslash G$. As before, $m$ cannot be even. Write $m=2 k+1$. Since $(2 k+1) /(k+1) \in G$, we obtain $k+1 \notin G$, which contradicts the minimality of $m$.

Consider now the cases where $D \equiv 0, C(\bmod p)$. As before, we assume that $C=p^{e}-1$. Replacing (if necessary) the pair ( $C, D$ ) with $(C, C-D)$ we may assume $D \equiv 0(\bmod p)$. It will be convenient to define $v=\nu_{p}(D)$ and $R=\lfloor C / D\rfloor+1$. Note that $v \geq 1$ and that $R$ is the minimal integer with $R D>C$ (and thus minimal with $l(R D)=e+1$ ).

The proof is broken into the following three lemmas.

Lemma 22. Assume that $R \leq\lceil 2 p / 3\rceil+1$. Then $\binom{C n}{D n}$ is $p$-solvable for every prime $p \geq 7$.

Proof. Since $p \geq 7$ we have $R<p$. Take an $n_{0}<p$ and note that
$\left[C n_{0}\right]_{p}=w_{0}\left(p-n_{0}\right), \quad\left[D n_{0}\right]_{p}=z_{0} 0, \quad[C R]_{p}=(R-1) w_{1}, \quad[D R]_{p}=1 z_{1}$, for some words $w_{0}, w_{1}, z_{0}, z_{1}$ with $l\left(w_{1}\right)=l\left(z_{1}\right)=e$. Since each letter of $w_{0}$, except for the leading one, is $p-1$, we get $D n_{0} \preceq C n_{0}$ for each $n_{0}<p$, and so $D R \preceq C R$ as well. Taking $n_{0} \in[R, p-1]$ we obtain $p-n_{0}+R-1<p$. Thus, Lemma 12 implies

$$
\frac{p-n_{0}+R-1}{R-1}=\frac{\binom{p-n_{0}+R-1}{1}}{\binom{p-n_{0}}{0}\binom{R-1}{1}} \in G, \quad n_{0} \in[R, p-1] .
$$

This shows that

$$
\frac{p-n_{0}+R-1}{p-n_{0}^{\prime}+R-1} \in G \quad \text { for every } n_{0}, n_{0}^{\prime} \in[R, p-1]
$$

and so $a / b \in G$ for every $a, b \in[R, p-1]$. In particular, $-a \equiv a /(p-1) \in G$ for every such $a$. Define $I=[1, p-1-\lceil 2 p / 3\rceil]$. Since $R \leq\lceil 2 p / 3\rceil+1$, we have $I \subseteq G$.

Assume first that $p \geq 71$. Since $3 \in I$, we obtain $\{3 i: i \in I\} \subseteq G$. A simple calculation shows that $\#(I \cup\{3 i: i \in I\})>(p-1) / 2$ for $p \geq 71$. Thus, $\#(G)>(p-1) / 2$, and hence $G=(\mathbb{Z} / p \mathbb{Z})^{\times}$. In the cases $11 \leq p \leq 67$ it can be checked that there exists a generator of $(\mathbb{Z} / p \mathbb{Z})^{\times}$in the interval $I$.

We are left with the case $p=7$. If $R \leq 5$, then it can be easily verified that

$$
\left\{\frac{p-n_{0}+R-1}{R-1}: n_{0} \in[R, p-1]\right\}
$$

generates $G$. Assume therefore $R=6$. Thus, $5 D \leq C$ and $6 D>C$. Consider the binomial coefficient $b=\binom{10 C p^{e}+4 C}{10 D p^{e}+4 D}$. We obtain

$$
\begin{aligned}
{\left[10 C p^{e}+4 C\right]_{p} } & =12(p-1)^{e-1} 0(p-1)^{e-1} 3 \\
{\left[10 D p^{e}+4 D\right]_{p} } & =1 w_{1} 0 w_{2} 0
\end{aligned}
$$

where $w_{1}, w_{2}$ are of length $e-1$ with $1 w_{1} 0=[10 D]_{p}$ and $w_{2} 0=[4 D]_{p}$. By Lucas' theorem we have

$$
b \equiv\binom{1}{0}\binom{2}{1}\binom{p^{e-1}-1}{(1 / p)\left(10 D-p^{e}\right)}\binom{0}{0}\binom{p^{e-1}-1}{4 D / p}\binom{3}{0}(\bmod p)
$$

Note that for every $c \in\left[0, p^{e-1}-1\right]$ we have $\binom{p^{e-1}-1}{c} \equiv(-1)^{c}(\bmod p)$. Since $4 D / p$ is even and $(1 / p)\left(10 D-p^{e}\right)$ is odd, we obtain $b \equiv-2(\bmod p)$, which is a generator of $(\mathbb{Z} / 7 \mathbb{Z})^{\times}$.

Lemma 23. Assume that $\lceil 2 p / 3\rceil+1<R \leq\lceil 2 p / 3\rceil p^{v-1}+1$. Then $\binom{C n}{D n}$ is $p$-solvable for every prime $p \geq 7$.

Proof. Observe that our assumptions imply $v>1$, and thus $R+k<p^{v}$ for each $k \in[0, p-1]$. Hence, $[(R+k) C]_{p}=w a(p-1)^{e-v} w_{1}$, where $w_{1}$ is a word with $l\left(w_{1}\right)=v$ and $a$ is a digit with $a \equiv R+k-1(\bmod p)$. Take an integer $k$ in the interval $I=[0,\lceil 2 p / 3\rceil]$. Since $R>\lceil 2 p / 3\rceil+1$, and so $k<R-1$, the most significant digit of $(R+k) D$ is 1 . Thus, $[(R+k) D]_{p}=$ $1 w^{\prime} 0^{v}$ for some word $w^{\prime}$ of length $e-v$. Lucas' theorem implies that

$$
\binom{(R+k) C}{(R+k) D} \equiv\binom{a}{1} \cdot\binom{p^{e}-1}{(R+k) D-p^{e}}(\bmod p)
$$

Since $\binom{p^{e}-1}{c} \equiv(-1)^{c}(\bmod p)$ for $c \leq p^{e}-1$, we conclude that

$$
\binom{(R+k) C}{(R+k) D} \equiv(-1)^{(R+k) D-p^{e}} a \equiv(-1)^{R D-1+k D}(R+k-1)(\bmod p)
$$

belongs to $G$ for every $k \in I$, with one possible exception in case $a=0$.
If $D$ is even, then those values are distinct and so $\#(G)>(p-1) / 2$, which implies that $G=(\mathbb{Z} / p \mathbb{Z})^{\times}$. Assume that $D$ is odd. Take $t=R D-1$, and let $d$ denote the residue of $R-1$ modulo $p$. We have

$$
\begin{equation*}
(-1)^{t+k}(d+k) \in G \cup\{0\}, \quad k \in I . \tag{3}
\end{equation*}
$$

If $p \in\{7,11,13,17,19\}$, then one can easily check that the nonzero values in (3) generate $(\mathbb{Z} / p \mathbb{Z})^{\times}$for each $t \in\{0,1\}$ and $d \in \mathbb{Z} / p \mathbb{Z}$. Assume therefore that $p \geq 23$, and assume to the contrary that $G \neq(\mathbb{Z} / p \mathbb{Z})^{\times}$. Since $\#(I)>$ $(p+1) / 2$, it follows that $\{d+k: k \in I\} \backslash\{0\}$ generates $G$. This implies that $-1 \notin G$ and $G$ is a subgroup of index 2 in $(\mathbb{Z} / p \mathbb{Z})^{\times}$(i.e., $G$ is the group of nonzero quadratic residues modulo $p$ ). If $d>\lceil p / 3\rceil$, then, taking $k_{0}=p-1-d, k_{1}=p+1-d$, we obtain

$$
\left\{(-1)^{t+k_{i}}\left(d+k_{i}\right)(\bmod p): i=0,1\right\}=\{1, p-1\}
$$

This contradicts the fact that $-1 \notin G$. Assume therefore $0 \leq d \leq\lceil p / 3\rceil$. Take an even number $a \in[0,8]$ such that $a \equiv 2 p(\bmod 5)$. Put

$$
n_{0}=\frac{2 p-a}{5}, \quad n_{1}=\frac{2 p+4 a}{5}
$$

Since $p \geq 23$, we get $n_{0}, n_{1} \in[\lceil p / 3\rceil,\lceil 2 p / 3\rceil]$. Thus, $n_{0}, n_{1} \in\{d+k: k \in I\}$. Recall that $n_{1}-n_{0}=a$ is even. Using (3) we obtain $(-1)^{t} n_{0},(-1)^{t} n_{1} \in G$ for some $t$. In particular, $n_{0} / n_{1} \in G$. Since

$$
\frac{n_{0}}{n_{1}}=\frac{2 p+4 a}{2 p-a} \equiv-4(\bmod p)
$$

and $4=2^{2} \in G$, we obtain $-1 \in G$, which is a contradiction.
Lemma 24. Assume that $R>\lceil 2 p / 3\rceil p^{v-1}+1$. Then $\binom{C n}{D n}$ is $p$-solvable for every prime $p \geq 7$.

Proof. Let $t=\lceil 2 p / 3\rceil, n_{0}=t p^{v-1}+1$ and take $n_{1}=p^{v}+r$ for some $r \in[2, t]$. Our assumption implies that $l\left(D n_{0}\right) \leq e$. Since $\left[C n_{0}\right]_{p}=$ $t 0^{v-1}(p-1)^{e-v} w^{\prime}$ for some word $w^{\prime}$ of length $v$, we obtain $D n_{0} \preceq C n_{0}$. Write

$$
\left[C n_{0}\right]_{p}=t w_{0}, \quad\left[D n_{0}\right]_{p}=z_{0}
$$

where $w_{0}, z_{0}$ are words with $l\left(w_{0}\right) \geq l\left(z_{0}\right)$. Take $a=e+1-l\left(D n_{1}\right)$, and note that
$\left[C n_{1}\right]_{p}=10^{v-1}(r-1)(p-1)^{e-v-1}(p-2)(p-1)^{v-1}(p-r), \quad 0^{a}\left[D n_{1}\right]_{p}=b w 0^{v}$, where $l(w)=e-v$ and $b \in\{0,1,2\}$. Note that the case $b=2$ is possible only when $v=1$. Moreover, it implies that $n_{1} \geq 2 R-1$ and so $p+r \geq$ $2 R-1 \geq 2\lceil 2 p / 3\rceil+3$, which gives $r \geq 3$. Thus, $b \leq r-1$. Let $s$ denote the least significant digit of $w$. Assuming $s \neq p-1$, we obtain $D n_{1} \preceq C n_{1}$. Write

$$
\left[C n_{1}\right]_{p}=w_{1}(p-2)(p-1)^{v-1}(p-r), \quad\left[D n_{1}\right]_{p}=z_{1} s 0^{v}
$$

Take $n=p^{l\left(C n_{0}\right)-1} n_{1}+n_{0}$. Since $p-r+t \geq p$, we obtain

$$
[C n]_{p}=w_{1}(p-1) 0^{v-1}(t-r) w_{0}, \quad[D n]_{p}=z_{1} s 0^{l\left(w_{0}\right)-l\left(z_{0}\right)+v} z_{0}
$$

Lucas' theorem gives

$$
\frac{\binom{C n_{0}}{D n_{0}}\binom{C n_{1}}{D n_{1}}}{\binom{C n}{D n}} \equiv \frac{\binom{p-2}{s}}{\binom{p-1}{s}}(\bmod p) .
$$

Thus, $s+1=\binom{p-2}{s} /\binom{p-1}{s} \in G$. Denote by $d \in(\mathbb{Z} / p \mathbb{Z})^{\times}$the residue of $D / p^{v}$ modulo $p$. We have $s \equiv d r(\bmod p)$. Thus, $d r+1 \in G$ for every $r \in[2, t] \backslash\{-1 / d\}$. If $p \geq 11$, this implies $\#(G)>(p-1) / 2$, and so $G=(\mathbb{Z} / p \mathbb{Z})^{\times}$. For $p=7$, it can be easily checked that the set $S_{d}=$ $\{d r+1: r \in[2, t] \backslash\{-1 / d\}\}$ generates $G$ for each $1 \leq d \leq 6$.

Lemmas $22-24$ prove Theorem 1 in the cases $D \equiv 0, C(\bmod p)$.
3.3. Proofs of Corollaries 2 and 3. Recall that, apart from the cases $D \equiv 0, C / 2, C(\bmod p)$, we have proved Theorem 1 for the prime 5 also.

Proof of Corollary 2. If $(C, D, p) \neq(2,1,3),(2,1,5)$, then this is a direct consequence of Theorem 1 . In the cases $(C, D, p)=(2,1,3),(2,1,5)$, we infer that $2=\binom{2}{1} \in G$ is a generator of $(\mathbb{Z} / p \mathbb{Z})^{\times}$.

Proof of Corollary 3. If $C \not \equiv 1,2(\bmod p)$ or $p>5$, then this is a direct consequence of Theorem 1. If $p=2$, then it follows from Lemmas 10 and 11. For the cases $C \equiv 2(\bmod p)$ and $p=3,5$, note that $\binom{C}{1} \equiv 2(\bmod p)$ is a generator of $(\mathbb{Z} / p \mathbb{Z})^{\times}$.

Assume therefore $C \equiv 1(\bmod p)$ and $p=3,5$. Take $n_{0}=1$ and let $n_{1}<p$ be such that the most significant digit of $C n_{1}$ is 1 . Lemma 12 shows that
$2=\binom{1+1}{1+0} /\binom{1}{1}\binom{1}{0} \in G$. Since 2 is a generator of $(\mathbb{Z} / p \mathbb{Z})^{\times}$for $p=3,5$, this implies the corollary.

## 4. WEAK WELL-DISTRIBUTION

In this section we prove Lemma 5 and Theorems 6 and 8. It turns out to be convenient to begin with Theorem 8 and to use it to obtain Lemma 5 and Theorem 6.
4.1. Proof of Theorem $\mathbf{8 ( i ) - ( i i i ) . ~ O n e ~ c a n ~ e a s i l y ~ p r o v e ~ t h e ~ f o l l o w i n g ~}$ two lemmas (cf. [15, Lemma 11, Proposition 22]).

Lemma 25. Let $X \subseteq \mathbb{N}$ and $0 \leq \alpha \leq 1$. Assume that

$$
\max _{j \geq 1}\left|\frac{\#\left(X \cap\left[j p^{l},(j+1) p^{l}\right)\right)}{p^{l}}-\alpha\right| \underset{l \rightarrow \infty}{\longrightarrow} 0
$$

Then $X$ is of Banach density $\alpha$.
Lemma 26. Let $P_{w}(l)$ denote the probability that a random word $z$, chosen uniformly from $(\mathbb{Z} / p \mathbb{Z})^{l}$, does not contain $w$ as a subword. Then

$$
\lim _{l \rightarrow \infty} P_{w}(l)=0
$$

In fact, we will prove (Lemma 33) a more general version of Lemma 26. (We will also prove (Lemma 29) a claim which is very similar to Lemma 25.)

Lemma 27. Let $w$ be a word over $\mathbb{Z} / p \mathbb{Z}$. Denote by $X$ the set of numbers $n \in \mathbb{N}$ such that $[n]_{p}$ does not contain $w$ as a subword. Then $B D(X)=0$.

Proof. Let $j, l \geq 1$ and choose uniformly at random an integer $n$ in the interval $\left[j p^{l},(j+1) p^{l}\right)$. Note that $[n]_{p}=[j]_{p} z$ where $z$ is a random word of length $l$. Thus, the probability that $[n]_{p}$ does not contain $w$ as a subword is $\leq P_{w}(l)$ and the lemma follows from Lemmas 25 and 26 .

Let $A_{n}=\left(\binom{C_{1} n}{D_{1} n},\binom{C_{2} n}{D_{2} n}, \ldots,\binom{C_{m} n}{D_{m} n}\right)$ and $G$ be as in Theorem 8. Put $L=\max _{i=1}^{m} l\left(C_{i}\right)$. The following lemma is a direct consequence of Lemma 9.

LEMMA 28. Let $n, n_{0}, n_{1}>0$ be integers and assume that $[n]_{p}=$ $\left[n_{0}\right]_{p} 0^{l}\left[n_{1}\right]_{p}$ for some $l \geq L$. Then

$$
A_{n} \equiv A_{n_{0}} A_{n_{1}}(\bmod p)
$$

Proof of the first three parts in Theorem 8. (i) Lemma 28 implies that $G$ is a group.
(ii) follows by observing that $A_{p^{i} n} \equiv A_{n}(\bmod p)$ for each $i$ and $n$.
(iii) Note that the set in question is a subset of

$$
X=\left\{n \in \mathbb{N}:\binom{C_{1} n}{D_{1} n} \not \equiv 0(\bmod p)\right\}
$$

Thus, it suffices to prove that $B D(X)=0$. By Lemma 11 there exists an $n^{\prime}$ with $\binom{C_{1} n^{\prime}}{D_{1} n^{\prime}} \equiv 0(\bmod p)$. Put $w=0^{l_{1}}\left[n^{\prime}\right]_{p} 0^{l_{1}}$, where $l_{1}=l\left(C_{1}\right)$. Lemma 9 implies that for each integer $n>0$ whose base $p$ representation contains the word $w$ we have $\binom{C_{1} n}{D_{1} n} \equiv 0(\bmod p)$ and so $n \notin X$. Thus, the assertion follows from Lemma 27.
4.2. Proof of Theorem 8(iv). Take $r \in G$ and let $X_{r}=\{n \in \mathbb{N}$ : $\left.A_{n}^{\prime}=r\right\}$. For every $j, l \geq 1$ put

$$
I_{j, l}=\left[j p^{l},(j+1) p^{l}\right), \quad I_{j, l}^{\prime}=\left\{n \in I_{j, l}: A_{n} \in\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}(\bmod p)\right\}
$$

Denote by $\mathcal{N}_{l}$ the set of numbers $j \geq 1$ such that $I_{j, l}^{\prime} \neq \emptyset$.
Let us first sketch the proof: We start by showing (Lemma 29) that, in order to prove that $B D\left(X_{r}\right)=1 / \#(G)$, it is enough to consider the distribution of $\left(A_{n}(\bmod p)\right)_{n \in I}$ on the sets $I=I_{j, l}^{\prime}$ with large $l$ 's. Then we define a partition $\mathcal{P}$ of $I_{j, l}^{\prime}$ such that the size of each $Y \in \mathcal{P}$ is either 1 or $\#(G)$. Moreover, taking a large $l$, we prove that "almost every" $Y \in \mathcal{P}$ is of cardinality $\#(G)$, where $\left(A_{n}(\bmod p)\right)_{n \in Y}$ takes each value in $G$ exactly once. This implies that

$$
\frac{\#\left\{n \in I_{j, l}^{\prime}: A_{n} \equiv g(\bmod p)\right\}}{\#\left(I_{j, l}^{\prime}\right)} \approx \frac{1}{\#(G)} \quad \text { for each } g \in G
$$

Lemma 29. Assume that

$$
\begin{equation*}
\max _{j \in \mathcal{N}_{l}}\left|\frac{\#\left\{n \in I_{j, l}^{\prime}: A_{n} \equiv r(\bmod p)\right\}}{\#\left(I_{j, l}^{\prime}\right)}-\frac{1}{\#(G)}\right| \underset{l \rightarrow \infty}{\longrightarrow} 0 \tag{4}
\end{equation*}
$$

Then $B D\left(X_{r}\right)=1 / \#(G)$.
Proof. Let $M$ be a (large) positive integer. Take an interval $I=[a, b)$ such that $I^{\prime}=\left\{n \in I: A_{n} \in\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}(\bmod p)\right\}$ contains at least $M$ elements. Put $l=\lfloor l(M) / 2\rfloor$ and consider the sets $I_{j, l}^{\prime}$ for integers $j$ in $\left[a / p^{l}, b / p^{l}-1\right]$. Note that those $I_{j, l}^{\prime}$ are disjoint subsets of $I^{\prime}$. If $M$ (and hence $l$ ) is large, most of the elements of $I^{\prime}$ belong to some $I_{j, l}^{\prime}$ with $j$ in $\left[a / p^{l}, b / p^{l}-1\right]$. In fact, we have

$$
\frac{\#\left(I^{\prime}\right)-\sum_{j=\left\lceil a / p^{l}\right\rceil}^{\left\lfloor b / p^{l}\right\rfloor-1} \#\left(I_{j, l}^{\prime}\right)}{\#\left(I^{\prime}\right)} \leq \frac{2 p^{l}}{M}=\frac{2 p^{\lfloor l(M) / 2\rfloor}}{M} \underset{M \rightarrow \infty}{\longrightarrow} 0 .
$$

Let $\varepsilon>0$. If $M$ (and hence $l$ ) is large, then (4) implies that

$$
\left|\frac{\#\left\{n \in I_{j, l}^{\prime}: A_{n} \equiv r(\bmod p)\right\}}{\#\left(I_{j, l}^{\prime}\right)}-\frac{1}{\#(G)}\right|<\varepsilon
$$

for every $j \in \mathcal{N}_{l}$. Thus, for large enough $M$ we have

$$
\left|\frac{\#\left\{n \in I^{\prime}: A_{n} \equiv r(\bmod p)\right\}}{\#\left(I^{\prime}\right)}-\frac{1}{\#(G)}\right|<\varepsilon
$$

for every set $I^{\prime}$ of the form $I^{\prime}=\left\{n \in[a, b): A_{n} \in\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}(\bmod p)\right\}$ of size $\#\left(I^{\prime}\right) \geq M$.

Lemma 30. There exist $\#(G)$ integers $\left(R_{g}\right)_{g \in G}$ such that
(i) $A_{R_{g}} \equiv g(\bmod p)$ for each $g \in G$.
(ii) The base $p$ representations $\left(\left[R_{g}\right]_{p}\right)_{g \in G}$ are of the same length, and end with a nonzero digit.
Proof. For each $g \in G$ take a positive integer $n_{g}$ such that $A_{n_{g}} \equiv g$ $(\bmod p)$. Since $A_{p^{i} n} \equiv A_{n}(\bmod p)$ for each $i$, we may assume that each $n_{g}$ is prime to $p$ and so $\left[n_{g}\right]_{p}$ ends with a nonzero digit.

Put $l=\max _{g \in G} l\left(n_{g}\right)$. For each $g \in G$ let $R_{g}$ be the integer whose base $p$ representation contains $\#(G)+1$ occurrences of $\left[n_{g}\right]_{p}$ which are separated by blocks of 0's as follows:

$$
\left[R_{g}\right]_{p}=\left(\left[n_{g}\right]_{p} 0^{L}\right)^{\#(G)} 0^{(\#(G)+1)\left(l-l\left(n_{g}\right)\right)}\left[n_{g}\right]_{p}
$$

Obviously, $l\left(R_{g}\right)=(\#(G)+1) l+\#(G) L$. By Lemma 28,

$$
A_{R_{g}} \equiv\left(A_{n_{g}}\right)^{\#(G)+1} \equiv A_{n_{g}} \equiv g(\bmod p)
$$

Let $\left(R_{g}\right)_{g \in G}$ be as in Lemma 30 and $L_{0}=l\left(R_{g}\right)$ be the length of the base $p$ representation of each $R_{g}$. For every $g \in G$ let $s_{g}=0^{L_{0}}\left[R_{g}\right]_{p} 0^{L_{0}}$. Put

$$
\mathcal{G}=\left\{s_{g}: g \in G\right\}
$$

Let $j, l \geq 1$. Consider the bijection $\omega$ between $I_{j, l}$ and the set of words $w \in(\mathbb{Z} / p \mathbb{Z})^{l}$, where $\omega(n)$ is the (unique) word satisfying $[n]_{p}=[j]_{p} \omega(n)$. Take $n \in I_{j, l}$. Assume that $\omega(n)$ contains one of the words in $\mathcal{G}$ and write $\omega(n)=w^{\prime} s w^{\prime \prime}$ with $s \in \mathcal{G}$ and $w^{\prime \prime}$ as short as possible. The $\mathcal{G}$-class $\mathcal{X}_{n}=\mathcal{X}_{n}(l, j)$ of $n$ is the following subset of $I_{j, l}$ :

$$
\begin{equation*}
\mathcal{X}_{n}=\left\{k \in I_{j, l}: \omega(k) \in w^{\prime} \mathcal{G} w^{\prime \prime}\right\} \tag{5}
\end{equation*}
$$

(where we write $w^{\prime} \mathcal{G} w^{\prime \prime}$ for the set $\left\{w^{\prime} s_{g} w^{\prime \prime}: s_{g} \in \mathcal{G}\right\}$ ). If $\omega(n)$ contains none of the words of $\mathcal{G}$, then the $\mathcal{G}$-class of $n$ is $\mathcal{X}_{n}=\{n\}$ and called trivial. Note that every nontrivial $\mathcal{G}$-class is of cardinality $\#(G)$. Put

$$
\mathcal{P}(=\mathcal{P}(j, l))=\left\{\mathcal{X}_{n}: n \in I_{j, l}^{\prime}\right\}
$$

Lemma 31. For every nontrivial $\mathcal{G}$-class $\mathcal{X}_{n} \in \mathcal{P}(j, l)$ and $g \in G$, we have $A_{k} \equiv g(\bmod p)$ for exactly one element $k \in \mathcal{X}_{n}$.

Proof. Write $\omega(n)=w^{\prime} s_{g} w^{\prime \prime}$ where $s_{g} \in \mathcal{G}$ and $w^{\prime \prime}$ is as short as possible. Let $t$ be the integer whose base $p$ representation is $[t]_{p}=[j]_{p} w^{\prime} 0^{L} w^{\prime \prime}$. The definition of $\mathcal{X}_{n}$ and Lemma 28 imply that the elements in $\left\{A_{k}: k \in \mathcal{X}_{n}\right\}$ are congruent to $\left\{A_{t} g: g \in G\right\}$ modulo $p$. This implies the lemma.

Lemma 32. $\mathcal{P}$ is a partition of $I_{j, l}^{\prime}$.
Proof. Since each $\left[R_{g}\right]_{p}$ begins and ends with a nonzero letter, we easily see that any two $\mathcal{G}$-classes are either equal or disjoint. Since $n \in \mathcal{X}_{n}$, we have $I_{j, l}^{\prime} \subseteq \bigcup \mathcal{P}$. Lemma 31 shows that for each $\mathcal{X}_{n} \in \mathcal{P}$ we have $\left\{A_{k} \bmod p: k \in \mathcal{X}_{n}\right\} \subseteq\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}$ and so $\mathcal{X}_{n} \subseteq I_{j, l}^{\prime}$. Thus, $\bigcup \mathcal{P}=I_{j, l}^{\prime}$.

Our next goal is to prove (taking a "large" l) that for most numbers $n \in I_{j, l}^{\prime}$ we have $[n]_{p}=[j]_{p} w$ for some word $w \in(\mathbb{Z} / p \mathbb{Z})^{l}$ containing a subword $s \in \mathcal{G}$. (See Proposition 39 for the precise formulation.) This will show that most of the $\mathcal{G}$-classes $Y \in \mathcal{P}$ are of cardinality $\#(Y)=\#(G)$. We will relate this problem to a walk on a certain graph $\Gamma_{0}$ whose paths correspond to subwords in base $p$ representations of elements in $I_{j, l}^{\prime}$. Therefore we introduce some terminology from graph theory:

Definition. A directed (multi)graph $\Gamma=(V, E)$ is strongly connected if, for every pair $(u, v)$ of vertices, there exists a directed path from $u$ to $v$. $\Gamma$ is a primitive graph (cf. [10]) if there exists a $K>0$ such that, for every $l \geq K$ and $u, v \in V$, there exists a path from $u$ to $v$ of length $l$. This is equivalent to the property that some power of the adjacency matrix $M_{\Gamma}$ is strictly positive (i.e., $M_{\Gamma}$ is a primitive matrix).

The property of primitive graphs that we need is the following
Lemma 33. Let $\Gamma=(V, E)$ be a directed primitive multigraph, $u, v \in V$ and $P$ be a directed path in $\Gamma$. For every $l \geq 0$, let $N_{u, v}(l)$ denote the number of paths of length l from $u$ to $v$, and $N_{u, v}^{P}(l)$ the number of those paths which contain $P$ as a subpath. Then

$$
\lim _{l \rightarrow \infty} \frac{N_{u, v}^{P}(l)}{N_{u, v}(l)}=1
$$

Proof. Since $\Gamma$ is primitive, there exists a $K$ such that $N_{u, v}^{P}(l) \geq 1$ for every $u, v \in V$ and $l \geq K$. Take $l \geq K$, and decompose the interval $I=[0, l)$ into a disjoint union of $t=\lfloor l / K\rfloor$ subintervals $\Delta_{i}=\left[\delta_{i}, \delta_{i+1}\right)$ where $\delta_{i}=K i$ for $i \in[0, t)$ and $\delta_{t}=l$. Thus, $K \leq \#\left(\Delta_{i}\right) \leq 2 K$ for every $i$. For each sequence $a_{0} a_{1} \ldots a_{t}$ of length $t+1$ over $V$, let $\mathcal{M}_{a_{0}, \ldots, a_{t}}$ denote the number of paths of length $l$ from $a_{0}$ to $a_{t}$ which visit $a_{i}$ at the $\delta_{i}$ th step $(i \leq t)$. Let $\mathcal{M}_{a_{0}, \ldots, a_{t}}^{\bar{P}}$ denote the number of those paths which do not contain $P$ as a subpath. Since $\delta_{i+1}-\delta_{i} \geq K$, we have $N_{a_{i}, a_{i+1}}^{P}\left(\delta_{i+1}-\delta_{i}\right) \geq 1$. Thus,

$$
\frac{\mathcal{M}_{a_{0}, \ldots, a_{t}}^{\bar{P}}}{\mathcal{M}_{a_{0}, \ldots, a_{t}}} \leq \frac{\prod_{i=0}^{t-1}\left(N_{a_{i}, a_{i+1}}\left(\delta_{i+1}-\delta_{i}\right)-1\right)}{\prod_{i=0}^{t-1} N_{a_{i}, a_{i+1}}\left(\delta_{i+1}-\delta_{i}\right)} \leq\left(1-\frac{1}{M}\right)^{t}
$$

where $M=\max \left\{N_{u, v}(l): u, v \in V, l \leq 2 K\right\}$. This implies

$$
\frac{N_{a_{0}, a_{t}}(l)-N_{a_{0}, a_{t}}^{P}(l)}{N_{a_{0}, a_{t}}(l)} \leq\left(1-\frac{1}{M}\right)^{t}
$$

Since $t=\lfloor l / K\rfloor \rightarrow \infty$ as $l \rightarrow \infty$, we obtain

$$
\lim _{l \rightarrow \infty} \frac{N_{a_{0}, a_{t}}(l)-N_{a_{0}, a_{t}}^{P}(l)}{N_{a_{0}, a_{t}}(l)}=0
$$

REmARK. Lemma 26 can be considered as a special case of Lemma 33 by taking $\Gamma$ to be the complete directed graph on the vertex set $\mathbb{Z} / p \mathbb{Z}$.

Let $n, k, i \geq 0$. We write $k \preceq_{i} n$ if the $i$ th digit of $k$ does not exceed the $i$ th digit of $n$. (Thus, $k \preceq n$ if $k \preceq_{i} n$ for each i.) Given a word $w=n_{l-1} \ldots n_{0}$ over $\mathbb{Z} / p \mathbb{Z}$, put $n_{w}=\sum_{i=0}^{l-1} n_{i} p^{i}$. For each $t \in\{1, \ldots, m\}$, let $f_{t}$ be the function from the set of all words over $(\mathbb{Z} / p \mathbb{Z})$ to $\mathbb{N}^{2}$ given by

$$
f_{t}(w)=\left(\left\lfloor\frac{C_{t} n_{w}}{p^{l(w)}}\right\rfloor,\left\lfloor\frac{D_{t} n_{w}}{p^{l(w)}}\right\rfloor\right)
$$

That is, $f_{t}(w)=(c, d)$ if $\left[C_{t} n_{w}\right]_{p}=[c]_{p} z_{0}$ and $\left[D_{t} n_{w}\right]_{p}=[d]_{p} z_{1}$ for some words $z_{0}, z_{1}$ of length $l=l(w)$ (where we put $c=0$ if $l\left(C_{t} n_{w}\right) \leq l(w)$ and $d=0$ if $\left.l\left(D_{t} n_{w}\right) \leq l(w)\right)$. Note that $C_{t} n_{w} / p^{l(w)}<C_{t}$ and thus $\operatorname{Im}\left(f_{t}\right) \subseteq$ $\left[0, C_{t}\right)^{2}$ is finite.

Lemma 34. Let $z, w$ be words over $\mathbb{Z} / p \mathbb{Z}$ and $(c, d)=f_{t}(w)$. Then

$$
f_{t}(z w)=\left(\left\lfloor\frac{c+C_{t} n_{z}}{p^{l(z)}}\right\rfloor,\left\lfloor\frac{d+D_{t} n_{z}}{p^{l(z)}}\right\rfloor\right)
$$

In particular, for any words $w_{1}, w_{2}$ over $\mathbb{Z} / p \mathbb{Z}$ with $f_{t}\left(w_{1}\right)=f_{t}\left(w_{2}\right)$ we have $f_{t}\left(z w_{1}\right)=f_{t}\left(z w_{2}\right)$.

Proof. The definition of $f_{t}$ yields $C_{t} n_{w}=c p^{l(w)}+q_{1}$ and $D_{t} n_{w}=d p^{l(w)}$ $+q_{2}$ for some $q_{1}, q_{2}<p^{l(w)}$. Thus,

$$
\begin{aligned}
& C_{t}\left(n_{z} p^{l(w)}+n_{w}\right)=\left(c+C_{t} n_{z}\right) p^{l(w)}+q_{1} \\
& D_{t}\left(n_{z} p^{l(w)}+n_{w}\right)=\left(d+D_{t} n_{z}\right) p^{l(w)}+q_{2}
\end{aligned}
$$

which implies the lemma.
Put

$$
f(w)=\left(f_{1}(w), \ldots, f_{m}(w)\right)
$$

and for every $v=f(w) \in \operatorname{Im}(f)$ and $a \in \mathbb{Z} / p \mathbb{Z}$ let $v_{a}=f(a w)$. Note that, by Lemma 34, $v_{a}$ depends only on $v, a$ (and not on $w$ ), and thus it is well defined.

Define a directed multigraph $\Gamma$ whose set of vertices is $V=\operatorname{Im}(f)$. Let $v=\left(\left(c_{1}, d_{1}\right), \ldots,\left(c_{m}, d_{m}\right)\right)$ be an element in $V$. For every $a \in \mathbb{Z} / p \mathbb{Z}$ such that $d_{t}+D_{t} a \preceq_{0} c_{t}+C_{t} a$ for each $t \leq m$, we put a directed edge (called an
$a$-edge) from $v$ to $v_{a}$. It may happen that $v_{a}=v_{b}$ for distinct $a, b \in \mathbb{Z} / p \mathbb{Z}$ and thus we may have multiedges (with different labeling) in $\Gamma$. Our definitions yield

Lemma 35. Let $v=f(w) \in \operatorname{Im}(f)$. Then $\left(v, v_{a}\right)$ is an a-edge in $\Gamma$ if and only if

$$
\begin{equation*}
D_{t} n_{a w} \preceq_{l(w)} C_{t} n_{a w}, \quad t=1, \ldots, m \tag{6}
\end{equation*}
$$

Note that (6) implies that $D_{t} n_{z a w} \preceq_{l(w)} C_{t} n_{z a w}$ for any word $z$.
Let $z=a_{l-1} \ldots a_{0} \in(\mathbb{Z} / p \mathbb{Z})^{l}$. A directed path $P$ of length $l$ in $\Gamma$ is a $z$-path if the $i$ th edge in $P$ is an $a_{i}$-edge for $i \leq l-1$.

Let $V_{0}$ denote the strongly connected component of $f(\Lambda)=(0,0)^{m} \in V$ in $\Gamma$. That is, $V_{0}$ consists of those vertices $v$ for which there is a closed path containing both $v$ and $(0,0)^{m}$. Let $\Gamma_{0}=\left(V_{0}, E_{0}\right)$ be the graph on the vertices $V_{0}$ induced by $\Gamma$. A vertex $\left(\left(c_{1}, d_{1}\right), \ldots,\left(c_{m}, d_{m}\right)\right) \in V$ is admissible if $d_{t} \preceq c_{t}$ for each $t \leq m$.

Lemma 36.
(i) A vertex $v \in V$ is admissible if and only if there exists a $0^{l}$-path in $\Gamma$ from $v$ to $(0,0)^{m}$ for some $l$.
(ii) Let $n \geq 0$ be an integer. Then $A_{n} \in\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}(\bmod p)$ if and only if there is an $[n]_{p}$-path $P$ in $\Gamma_{0}$ from $(0,0)^{m}$ to an admissible vertex.
Proof. (i) follows directly from the definition of the 0-edges in $\Gamma$.
(ii) Assume that $A_{n} \in\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}(\bmod p)$ and let $[n]_{p}=n_{l-1} \ldots n_{0}$. Then $D_{t} n \preceq C_{t} n$ for each $t \leq m$, so that

$$
f(\Lambda)=(0,0)^{m}, f\left(n_{0}\right), f\left(n_{1} n_{0}\right), f\left(n_{2} n_{1} n_{0}\right), \ldots, f\left([n]_{p}\right)
$$

is an $[n]_{p}$-path in $\Gamma$ from $(0,0)^{m}$ to an admissible vertex. By (i), there is a path from $f\left([n]_{p}\right)$ to $(0,0)^{m}$. Thus the above path is also contained in the graph $\Gamma_{0}$.

Assume now that there is an $[n]_{p}$-path $P$ in $\Gamma_{0}$ from $(0,0)^{m}$ to an admissible vertex. The definition of the edges in $\Gamma$ implies that each digit of $D_{t} n$ does not exceed the corresponding digit of $C_{t} n$ for each $t$. Hence $\binom{C_{t} n}{D_{t} n} \not \equiv 0$ $(\bmod p)$.

Lemma 37. For every $s \in \mathcal{G}$ there exists an s-path in $\Gamma_{0}$.
Proof. Write $s=0^{L_{0}}\left[R_{g}\right]_{p} 0^{L_{0}}$ and put $s^{\prime}=\left[R_{g}\right]_{p} 0^{L_{0}}, n=n_{s}\left(=n_{s^{\prime}}\right)$. Recall that $A_{n} \equiv g(\bmod p)$. Thus, by Lemma 36(ii), there is an $s^{\prime}$-path in $\Gamma_{0}$ from $(0,0)^{m}$ to an admissible vertex $v$. This implies that for each $a \geq 0$ there is a $0^{a} s^{\prime}$-path in $\Gamma_{0}$ starting at $(0,0)^{m}$.

Lemma 38. The graph $\Gamma_{0}$ is primitive.
Proof. $\Gamma_{0}$ is a strongly connected graph by its definition. Since it contains a loop (over the vertex $(0,0)^{m}$ ), it is primitive.

Proposition 39. Let $\mathcal{X}_{n}(j, l)$ be as in (5). Then

$$
\max _{j \in \mathcal{N}_{l}} \frac{\#\left(n \in I_{j, l}^{\prime}: \mathcal{X}_{n}(j, l)=\{n\}\right)}{\#\left(I_{j, l}^{\prime}\right)} \underset{l \rightarrow \infty}{\longrightarrow} 0
$$

Proof. Take $l \geq 1$ and $j \in \mathcal{N}_{l}$. Denote by $V_{j}$ the set of vertices $v$ such that there is a $[j]_{p}$-path in $\Gamma_{0}$ from $v$ to an admissible vertex. Let $w \in(\mathbb{Z} / p \mathbb{Z})^{l}$. Lemma 36(ii) implies that $j p^{l}+n_{w} \in I_{j, l}^{\prime}$ if and only if there is a $w$-path in $\Gamma_{0}$ from $(0,0)^{m}$ to a vertex in $V_{j}$. If we take $l$ large, we deduce from Lemmas $33,37,38$ that most of the paths of length $l$ from $(0,0)^{m}$ to a vertex in $V_{j}$ contain an $s$-path for some $s \in \mathcal{G}$. This implies that, for most of the elements $n \in I_{j, l}^{\prime}$, we have $[n]_{p}=[j]_{p} w$ for some word $w \in(\mathbb{Z} / p \mathbb{Z})^{l}$ which contains a subword $s \in \mathcal{G}$ (and so $\mathcal{X}_{n}(j, l)$ is of cardinality $\left.\#(G)\right)$.

Proof of Theorem 8(iv). Lemma 31 and Proposition 39 show that

$$
\max _{j \in \mathcal{N}_{l}}\left|\frac{\#\left\{n \in I_{j, l}^{\prime}: A_{n} \equiv r(\bmod p)\right\}}{\#\left(I_{j, l}^{\prime}\right)}-\frac{1}{\#(G)}\right| \underset{l \rightarrow \infty}{\longrightarrow} 0
$$

Thus the theorem follows from Lemma 29.
Remark. Let $\mathcal{L}$ denote the set of all words $w$ over $\Omega=\mathbb{Z} / p \mathbb{Z}$ such that $A_{n_{w}} \in\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}(\bmod p)$. Our construction of $\Gamma_{0}$ implies that $\mathcal{L}$ is a regular language. In fact, let $\mathcal{A}$ be the automaton on the state set $Q=V_{0}$ which is given by the graph $\Gamma_{0}$, taking $(0,0)^{m}$ as the starting state and the admissible vertices as the final states. Lemma 36(ii) shows that $\mathcal{L}$ is the language which is accepted by $\mathcal{A}$ (when we agree that $\mathcal{A}$ reads words $w$ from right to left). In particular, the binary sequence $\left(b_{n}\right)_{n=0}^{\infty}$, obtained from $\left(A_{n}\right)$ by putting $b_{n}=1$ if $A_{n} \in\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m}(\bmod p)$, is an automatic sequence. We refer the reader to [2] for an excellent book on automatic sequences.
4.3. Multinomial coefficients. In this subsection $A_{n}=\binom{K n}{K_{1} n, \ldots, K_{m} n}$ where $K_{1}, \ldots, K_{m}$ are positive integers whose sum is $K$. Let $G_{A} \subseteq$ $(\mathbb{Z} / p \mathbb{Z})^{\times}$be the set of nonzero residues modulo $p$ which are visited by $\left(A_{n} \bmod p\right)_{n=1}^{\infty}$. Note that each $A_{n}$ can be represented as a product of binomial coefficients:

$$
A_{n}=\binom{K n}{K_{1} n}\binom{\left(K-K_{1}\right) n}{K_{2} n}\binom{\left(K-K_{1}-K_{2}\right) n}{K_{3} n} \ldots\binom{\left(K_{m-1}+K_{m}\right) n}{K_{m-1} n}
$$

Let $B_{n}$ be the sequence in $(\mathbb{Z} / p \mathbb{Z})^{m-1}$ given by

$$
B_{n}=\left(\binom{K n}{K_{1} n},\binom{\left(K-K_{1}\right) n}{K_{2} n},\binom{\left(K-K_{1}-K_{2}\right) n}{K_{3} n}, \ldots,\binom{\left(K_{m-1}+K_{m}\right) n}{K_{m-1} n}\right)
$$

and $G_{B}$ be the corresponding subgroup of $\left((\mathbb{Z} / p \mathbb{Z})^{\times}\right)^{m-1}$ given in Theorem $8(\mathrm{i})$. Define the function $\varphi:(\mathbb{Z} / p \mathbb{Z})^{m-1} \rightarrow \mathbb{Z} / p \mathbb{Z}$ by

$$
\varphi\left(a_{1}, \ldots, a_{m-1}\right)=\prod_{i=1}^{m-1} a_{i}
$$

Since $A_{n}=\varphi\left(B_{n}\right)$, we easily obtain Lemma 5 from the first three parts of Theorem 8. In particular, $G_{A}$ is a group.

Proof of Theorem 6. Note that $\varphi$ induces a homomorphism from $G_{B}$ onto $G_{A}$. Let $r \in G_{A}$. There are exactly $\#\left(G_{B}\right) / \#\left(G_{A}\right)$ elements $r^{\prime} \in G_{B}$ with $\varphi\left(r^{\prime}\right)=r$. Since each of them is visited by the sequence $B_{n}^{\prime}$ with the same (Banach) frequency $1 / \#\left(G_{B}\right)$, we conclude that

$$
B D\left(\left\{n \in \mathbb{N}: A_{n}^{\prime} \equiv r(\bmod p)\right\}\right)=\frac{\#\left(G_{B}\right)}{\#\left(G_{A}\right)} \cdot \frac{1}{\#\left(G_{B}\right)}=\frac{1}{\#\left(G_{A}\right)}
$$
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