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1. Terminology and statement of results. Let $\mathbb{C}, \mathbb{R}, \mathbb{Q}$ and $\mathbb{Z}$ be respectively the fields of complex, real and rational numbers and the ring of rational integers. For each algebraic number field $F$, we denote the ring of integers in $F$ by $\mathfrak{o}_{F}$. For two numbers (or ideals) $A$ and $B$ in some algebraic number field, let the relation $A \sim B$ mean that $A \mathfrak{o}_{F}=B \mathfrak{o}_{F}$ as an ideal in a sufficiently large algebraic number field $F$. By a $\mathbb{C}$-lattice we mean a free $\mathbb{Z}$-module in $\mathbb{C}$ of rank 2 which spans $\mathbb{C}$ over $\mathbb{R}$. In any $\mathbb{C}$-lattice a basis $\left\{\omega_{1}, \omega_{2}\right\}$ can be chosen so that $\operatorname{Im}\left(\omega_{1} / \omega_{2}\right)>0$. Hereafter we denote the $\mathbb{C}$-lattice $\mathbb{Z} \omega_{1}+\mathbb{Z} \omega_{2}$ simply by $\left[\omega_{1}, \omega_{2}\right]$.

Let $\Omega$ be a $\mathbb{C}$-lattice. The Weierstrass $\wp$-function $\wp_{\Omega}(z)$ attached to $\Omega$ is defined by

$$
\wp_{\Omega}(z)=\frac{1}{z^{2}}+\sum_{\omega \in \Omega \backslash\{0\}}\left[\frac{1}{(z-\omega)^{2}}-\frac{1}{\omega^{2}}\right] .
$$

As usual let $g_{2}(\Omega), g_{3}(\Omega)$ and $\Delta(\Omega)$ be the lattice functions respectively defined by

$$
g_{2}(\Omega)=60 \sum_{\omega \in \Omega \backslash\{0\}} \frac{1}{\omega^{4}}, \quad g_{3}(\Omega)=140 \sum_{\omega \in \Omega \backslash\{0\}} \frac{1}{\omega^{6}}
$$

and

$$
\Delta(\Omega)=g_{2}^{3}(\Omega)-27 g_{3}^{2}(\Omega) .
$$

Let $\tau$ be in the complex upper half plane $\mathfrak{H}$, and let $\Omega_{\tau}=[\tau, 1]$. We write $g_{2}(\tau), g_{3}(\tau)$ and $\Delta(\tau)$ respectively for $g_{2}\left(\Omega_{\tau}\right), g_{3}\left(\Omega_{\tau}\right)$ and $\Delta\left(\Omega_{\tau}\right)$. Let $\Gamma=\mathrm{SL}_{2}(\mathbb{Z})$. For a prime number $p$, let $\Gamma(p)$ and $\Gamma_{0}(p)$ be the subgroups
of $\Gamma$ given by

$$
\begin{aligned}
& \Gamma(p)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma \right\rvert\, a \equiv d \equiv 1, b \equiv c \equiv 0(\bmod p)\right\} \\
& \Gamma_{0}(p)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma \right\rvert\, c \equiv 0(\bmod p)\right\}
\end{aligned}
$$

As is well known, $\left[\Gamma_{0}(p): \Gamma(p)\right]=p(p-1)(c f .[1],[7])$. More precisely the $\operatorname{map} \Gamma_{0}(p) \rightarrow(\mathbb{Z} / p \mathbb{Z})^{\times} \times(\mathbb{Z} / p \mathbb{Z})$ given by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \mapsto(a, b)(\bmod p)
$$

induces an injective map from the factor group $\Gamma(p) \backslash \Gamma_{0}(p)$ onto $(\mathbb{Z} / p \mathbb{Z})^{\times} \times$ $(\mathbb{Z} / p \mathbb{Z})$.

We define a function $\lambda_{p}$ on $\mathfrak{H}$ by

$$
\begin{equation*}
\lambda_{p}(\tau):=\frac{\wp_{\Omega_{\tau}}\left(\frac{1}{p}\right)-\wp_{\Omega_{\tau}}\left(\frac{\tau+1}{p}\right)}{\wp_{\Omega_{\tau}}\left(\frac{\tau}{p}\right)-\wp_{\Omega_{\tau}}\left(\frac{\tau+1}{p}\right)} \tag{1.1}
\end{equation*}
$$

It is called a Weierstrass modular unit (cf. Kubert-Lang [8]). Especially $\lambda_{2}$ is well known as a function which appears in the Legendre model of elliptic curves (cf. [4], [5]). By the properties of the $\wp$-function, we see that $\lambda_{p}$ is a modular function for $\Gamma(p)$ which is holomorphic and non-zero on $\mathfrak{H}$. Hereafter, when the subscript $\Omega_{\tau}$ is clear from the context, we often write $\wp(z)$ in place of $\wp \Omega_{\tau}(z)$, that is,

$$
\lambda_{p}(\tau)=\frac{\wp\left(\frac{1}{p}\right)-\wp\left(\frac{\tau+1}{p}\right)}{\wp\left(\frac{\tau}{p}\right)-\wp\left(\frac{\tau+1}{p}\right)}
$$

For $\sigma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ in $\Gamma_{0}(p)$, we have

$$
\lambda_{p}(\sigma(\tau))=\frac{\wp\left(\frac{d}{p}\right)-\wp\left(\frac{a \tau+b+d}{p}\right)}{\wp\left(\frac{a \tau+b}{p}\right)-\wp\left(\frac{a \tau+b+d}{p}\right)} \quad \text { with } \quad \sigma(\tau)=\frac{a \tau+b}{c \tau+d}
$$

We consider the function on $\mathfrak{H}$ defined by

$$
\begin{align*}
\Lambda_{p}(\tau) & :=\prod_{\substack{\sigma \bmod \Gamma(p) \\
\sigma \in \Gamma_{0}(p)}} \lambda_{p}(\sigma(\tau))  \tag{1.2}\\
& =\prod_{a=1}^{p-1} \prod_{b=0}^{p-1} \frac{\wp\left(\frac{d}{p}\right)-\wp\left(\frac{a \tau+b+d}{p}\right)}{\wp\left(\frac{a \tau+b}{p}\right)-\wp\left(\frac{a \tau+b+d}{p}\right)} .
\end{align*}
$$

In each factor of the expression (1.2), $d$ is determined modulo $p$ so that $a d \equiv 1(\bmod p)$. It is easy to see that $\Lambda_{p}(\tau)$ is a modular function for $\Gamma_{0}(p)$ which is holomorphic and non-zero on $\mathfrak{H}$.

For example, for $p=2$,

$$
\begin{aligned}
\Lambda_{2}(\tau) & =\frac{\wp\left(\frac{1}{2}\right)-\wp\left(\frac{\tau+1}{2}\right)}{\wp\left(\frac{\tau}{2}\right)-\wp\left(\frac{\tau+1}{2}\right)} \cdot \frac{\wp\left(\frac{1}{2}\right)-\wp\left(\frac{\tau}{2}\right)}{\wp\left(\frac{\tau+1}{2}\right)-\wp\left(\frac{\tau}{2}\right)} \\
& =\lambda_{2}(\tau)\left(1-\lambda_{2}(\tau)\right)
\end{aligned}
$$

Cougnard gave the following equality:

$$
\begin{equation*}
\Lambda_{2}(\tau) \cdot\left(2^{12} \frac{\Delta(2 \tau)}{\Delta(\tau)}\right)=-2^{4} \tag{1.3}
\end{equation*}
$$

([4, Theorem 7$]$ ). Also if $p$ is an odd prime number, an equality analogous to (1.3) should be expected. Our first aim is to prove the following

Theorem 1. For any odd prime number $p$,

$$
\Lambda_{p}^{2}(\tau) \cdot\left(p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)}\right)^{(p+1) / 2}=p^{6}
$$

In particular, if $p \equiv 3(\bmod 4)$, then

$$
\Lambda_{p}(\tau) \cdot\left(p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)}\right)^{(p+1) / 4}=-p^{3}
$$

Section 2 is devoted to proving Theorem 1. In Section 3 we consider a few applications of Theorem 1. First we compute the equation relating the function $\Lambda_{p}$ and the modular invariant $j$ (see Proposition 2). Next we apply Theorem 1 to the complex multiplication case. In the expressions (1.1) and (1.2), we can replace $\wp(*)=\wp \Omega_{\tau}(*)$ by the Weber function

$$
h(*):=h_{\Omega_{\tau}}(*):=\frac{-2^{7} \cdot 3^{5} \cdot g_{2}(\tau) \cdot g_{3}(\tau)}{\Delta(\tau)} \wp \Omega_{\tau}(*) .
$$

Namely we may write

$$
\begin{aligned}
\lambda_{p}(\tau) & :=\frac{h\left(\frac{1}{p}\right)-h\left(\frac{\tau+1}{p}\right)}{h\left(\frac{\tau}{p}\right)-h\left(\frac{\tau+1}{p}\right)} \\
\Lambda_{p}(\tau) & =\prod_{a=1}^{p-1} \prod_{b=0}^{p-1} \frac{h\left(\frac{d}{p}\right)-h\left(\frac{a \tau+b+d}{p}\right)}{h\left(\frac{a \tau+b}{p}\right)-h\left(\frac{a \tau+b+d}{p}\right)}
\end{aligned}
$$

Let $k=\mathbb{Q}(\sqrt{-d})$ with a square free positive integer $d$. For simplicity we assume that $d \neq 1,3$. Let $\tau(\in \mathfrak{H})$ be in $k$ and assume that $\Omega_{\tau}=[\tau, 1]$ is an $\mathfrak{o}_{k}$-ideal. For $(a, b) \in \mathbb{Z} \times \mathbb{Z}$ such that $(a, b) \not \equiv(0,0)(\bmod p),(a \tau+b) / p$ represents a non-zero $p$-division point of $\mathbb{C} /[\tau, 1]$, and hence by the classical theory of complex multiplication (cf. Cassou-Noguès and Taylor [3], Deuring $[6]), h((a \tau+b) / p)$ is an integer belonging to the ray class field $k\left(p \mathfrak{o}_{k}\right)$ over $k$ with conductor $p \mathfrak{o}_{k}$. Therefore $\lambda_{p}(\tau)$ and $\Lambda_{p}(\tau)$ also belong to $k\left(p \boldsymbol{o}_{k}\right)$. Using the equality in Theorem 1, we shall show some arithmetic properties of $\Lambda_{p}(\tau)$ (see Theorem 4). In Section 4, we shall treat the arithmetic of $\lambda_{p}(\tau)$. Therein we first show how to compute the equation relating $\lambda_{p}(\tau)$ and the modular invariant $j$, and give a numerical example (Theorem 5). Next we consider the algebraic properties of $\lambda_{p}(\tau)$ in the case of complex multiplication (see Theorem 6).
2. Proof of Theorem 1. We put

$$
S=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \quad \text { and } \quad T=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) .
$$

As is well known, $\left[\Gamma: \Gamma_{0}(p)\right]=p+1$, and the following is a complete set of left coset representatives for $\Gamma_{0}(p)$ in $\Gamma$ :

$$
\alpha_{0}=I \quad \text { and } \quad \alpha_{i}=S T^{i-1} \quad(i=1, \ldots, p)
$$

(cf. [1], [7]). Of course $\left\{\alpha_{i}^{-1}\right\}_{0 \leq i \leq p}$ represents all right cosets of $\Gamma / \Gamma_{0}(p)$. The set of cusps of $\Gamma_{0}(p)$ is $\{0, \infty\}$, because $\alpha_{0}(\infty)=\infty$ and $\alpha_{i}(\infty)=0$ $(1 \leq i \leq p)$. Now we know that both $\Lambda_{p}(\tau)$ and $\Delta(p \tau) / \Delta(\tau)$ are modular functions for $\Gamma_{0}(p)$ which are non-zero and holomorphic on $\mathfrak{H}$. We compare their $q$-expansions at the cusps of $\Gamma_{0}(p)$. Using the well known formula

$$
\begin{equation*}
(2 \pi i)^{-12} \Delta(\tau)=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{24} \quad \text { with } q=e^{2 \pi i \tau} \tag{2.1}
\end{equation*}
$$

(cf. [9]), we have

$$
\frac{\Delta(p \tau)}{\Delta(\tau)}=q^{p-1}\left(1+q R_{0}(q)\right)
$$

where $R_{0}(X)$ is a power series in $X$ with coefficients in $\mathbb{Z}$. On the other hand, by making use of Proposition A-1 in the Appendix, we can describe the $q$-expansion of each factor on the right hand side of (1.2). Moreover, by applying Lemma A-2, we can deduce that

$$
\Lambda_{p}(\tau)=(-1)^{(p-1) / 2} p^{-3 p} q^{-\left(p^{2}-1\right) / 4} \cdot\left(1+q^{1 / p} R_{1}\left(q^{1 / p}\right)\right)
$$

where $R_{1}(X)$ is a power series in $X$ with coefficients in $\mathbb{Z}\left[\zeta_{p}\right]$ and $\zeta_{p}=e^{2 \pi i / p}$. Hence the $q$-expansion of

$$
\begin{equation*}
\Lambda_{p}^{2}(\tau) \cdot\left(p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)}\right)^{(p+1) / 2} \tag{2.2}
\end{equation*}
$$

at $\infty$ starts with the constant term $p^{6}$, and this also means that (2.2) is holomorphic at $\infty$. It is also clear that if $p \equiv 3(\bmod 4)$ the leading term of the $q$-expansion of

$$
\Lambda_{p}(\tau) \cdot\left(p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)}\right)^{(p+1) / 4}
$$

at $\infty$ is equal to $-p^{3}$. Next we consider the $q$-expansion at the cusp $0=$ $S(\infty)$. Since

$$
p^{12} \frac{\Delta\left(p S^{-1}(\tau)\right)}{\Delta\left(S^{-1}(\tau)\right)}=p^{12} \frac{\Delta\left(\frac{-p}{\tau}\right)}{\Delta\left(\frac{-1}{\tau}\right)}=\frac{\Delta\left(\frac{\tau}{p}\right)}{\Delta(\tau)}
$$

using (2.1), we see that the leading term of the $q$-expansion of $p^{12} \Delta(p \tau) / \Delta(\tau)$ at 0 is equal to $q^{-(p-1) / p}$. On the other hand, we have

$$
\begin{equation*}
\left.\Lambda_{p}\left(S^{-1}(\tau)\right)=\prod_{a=1}^{p-1} \prod_{b=0}^{p-1} \frac{\wp\left(\frac{d \tau}{p}\right)-\wp\left(\frac{(b+d) \tau-a}{p}\right)}{p}\right)-\wp\left(\frac{(b+d) \tau-a}{p}\right) . \tag{2.3}
\end{equation*}
$$

Applying Lemma A-2, we can find the leading term of the $q$-expansion of each factor of (2.3). Then by a tedious check, we see that the $q$-expansion of $\Lambda_{p}\left(S^{-1}(\tau)\right)$ at $\infty$ starts with $q^{\frac{1}{p} \cdot \frac{p^{2}-1}{4}}$, and hence the $q$-expansion of $(2.2)$ at $0=S(\infty)$ starts with the constant term. This means that (2.2) is also holomorphic at 0 . Hence (2.2) is holomorphic on the compact Riemann surface $\Gamma_{0}(p) \backslash \mathfrak{H} \cup\{$ cusps $\}$ and so must be a constant. Moreover since

$$
\lim _{\tau \rightarrow i \infty} \Lambda_{p}^{2}(\tau) \cdot\left(p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)}\right)^{(p+1) / 2}=p^{6}
$$

we have the first equality of Theorem 1 . It is also clear that if $p \equiv 3(\bmod 4)$, then

$$
\Lambda_{p}(\tau) \cdot\left(p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)}\right)^{(p+1) / 4}=-p^{3} .
$$

3. Some arithmetic properties of $\Lambda_{p}(\tau)$. Let $\left\{\alpha_{i}\right\}$ be as in Section 2 . We define

$$
A_{i}(\tau):=\Lambda_{p}\left(\alpha_{i}(\tau)\right) \quad(i=0,1, \ldots, p) .
$$

Then by Theorem 1, we have

$$
\begin{equation*}
A_{0}^{2}(\tau) \cdot\left(p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)}\right)^{(p+1) / 2}=p^{6} \tag{3.1}
\end{equation*}
$$

and for $1 \leq i \leq p$,

$$
\begin{equation*}
A_{i}^{2}(\tau) \cdot\left(\frac{\Delta\left(\frac{\tau+i-1}{p}\right)}{\Delta(\tau)}\right)^{(p+1) / 2}=p^{6} . \tag{3.2}
\end{equation*}
$$

As is well known,

$$
\beta_{0}=\left(\begin{array}{ll}
p & 0 \\
0 & 1
\end{array}\right) \quad \text { and } \quad \beta_{i}=\left(\begin{array}{cc}
1 & i-1 \\
0 & p
\end{array}\right) \quad(1 \leq i \leq p)
$$

constitute a complete system of representatives of the left cosets $\Gamma \backslash M_{p}$, where $M_{p}$ is the set of integral matrices of determinant $p$. We define

$$
B_{0}(\tau):=p^{12} \frac{\Delta\left(\beta_{0}(\tau)\right)}{\Delta(\tau)}=p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)}
$$

and

$$
B_{i}(\tau):=\frac{\Delta\left(\beta_{i}(\tau)\right)}{\Delta(\tau)}=\frac{\Delta\left(\frac{\tau+i-1}{p}\right)}{\Delta(\tau)} \quad \text { for } 1 \leq i \leq p .
$$

Then the equalities (3.1) and (3.2) can be restated as follows:

$$
\begin{equation*}
A_{i}^{2}(\tau) \cdot B_{i}(\tau)^{(p+1) / 2}=p^{6} \quad \text { for } i=0,1, \ldots, p \tag{3.3}
\end{equation*}
$$

From the classical theory of complex multiplication (cf. [2], [3], [6]), we know that the polynomial

$$
\Phi_{p}^{(k)}(X):=\prod_{i=0}^{p}\left(X-B_{i}^{k}(\tau)\right)
$$

lies in $\mathbb{Z}[j, X]$, where $j$ is the modular invariant defined by

$$
j(\tau)=\frac{1728 g_{2}^{3}(\tau)}{\Delta(\tau)} .
$$

Hence by using equation (1.3) and Theorem 1, it is possible to give the equation relating the functions $\Lambda_{p}$ and $j$. For example, by numerical computations we obtain the following

Proposition 2. Under the notations as above,
(i) $\Lambda_{2}$ satisfies

$$
\Lambda_{2}^{3}+\frac{1}{2^{8}}(j-768) \Lambda_{2}^{2}+3 \Lambda_{2}-1=0
$$

or equivalently

$$
j=-2^{8} \frac{\left(\Lambda_{2}-1\right)^{3}}{\Lambda_{2}^{2}}
$$

(ii) $\Lambda_{3}$ satisfies

$$
\Lambda_{3}^{4}+\frac{1}{3^{9}}\left(j^{2}-1512 j+177876\right) \Lambda_{3}^{3}+\frac{1}{3^{4}}(8 j+2214) \Lambda_{3}^{2}+28 \Lambda_{3}+1=0
$$

Remark. The second equality in (i) of Proposition 2 is nothing but the equality given in Lang [9, p. 256].

For any odd prime $p$, we know that

$$
\prod_{i=0}^{p} B_{i}(\tau)=p^{12} \frac{\Delta(p \tau)}{\Delta(\tau)} \prod_{i=1}^{p} \frac{\Delta\left(\frac{\tau+i-1}{p}\right)}{\Delta(\tau)}=p^{12}
$$

Hence by (3.3), we have

$$
\begin{equation*}
\prod_{i=0}^{p} A_{i}^{2}(\tau)=1 \tag{3.4}
\end{equation*}
$$

In particular, if $p \equiv 3(\bmod 4)$, we have

$$
\begin{equation*}
\prod_{i=0}^{p} A_{i}(\tau)=1 \tag{3.5}
\end{equation*}
$$

Hereafter in this section, let $\tau(\in \mathfrak{H})$ be in an imaginary quadratic number field $k(\neq \mathbb{Q}(\sqrt{-1}), \mathbb{Q}(\sqrt{-3}))$, and let $\Omega_{\tau}=[\tau, 1]$ be an $\mathfrak{o}_{k}$-ideal. The following is a fundamental result in the classical theory of complex multiplication (cf. [2], [3], [6], [10]).

Proposition 3. Under the above notations, $B_{i}(\tau)(0 \leq i \leq p)$ are algebraic integers and the following hold:
(i) If $p$ splits in $k$ with $\boldsymbol{o}_{k}=\mathfrak{p p}$, then there exists a unique $\beta_{i_{1}}$ (resp. $\beta_{i_{2}}$ ) such that $\beta_{i_{1}}(\tau)$ (resp. $\left.\beta_{i_{2}}(\tau)\right)$ is a basis quotient of $\overline{\mathfrak{p}} \Omega_{\tau}$ (resp. $\left.\mathfrak{p} \Omega_{\tau}\right)$. In this case $B_{i_{1}}(\tau)$ and $B_{i_{2}}(\tau)$ are contained in $\mathcal{H}_{k}$, the Hilbert class field of $k$, and

$$
B_{i_{1}}(\tau) \sim \mathfrak{p}^{12} \quad \text { and } \quad B_{i_{2}}(\tau) \sim \overline{\mathfrak{p}}^{12}
$$

Moreover, for any $i \neq i_{1}, i_{2}, B_{i}(\tau)$ is a unit.
(ii) If $p$ is ramified in $k$ with $p \mathfrak{o}_{k}=\mathfrak{p}^{2}$, then there exists a unique $\beta_{i_{1}}$ such that $\beta_{i_{1}}(\tau)$ is a basis quotient of $\mathfrak{p} \Omega_{\tau}$. In this case $B_{i_{1}}(\tau)$ is contained in $\mathcal{H}_{k}$ and

$$
B_{i_{1}}(\tau) \sim p^{6}, \quad B_{i}(\tau) \sim p^{6 / p} \quad \text { for any } i \neq i_{1}
$$

(iii) If $p$ remains prime in $k$, then $B_{i}(\tau) \sim p^{12 /(p+1)}$ for any $i$.

Combining Theorem 1 and Proposition 3, we have the following
Theorem 4. Let the notations be as above. Then $\Lambda_{p}(\tau)$ is an algebraic number which is a unit outside the prime divisors of $p$. In particular, $\Lambda_{p}(\tau)$ is a unit if $p$ remains prime in $k$.
4. Some arithmetic properties of $\lambda_{p}(\tau)$. As is well known, $[\Gamma$ : $\Gamma(p)]=p\left(p^{2}-1\right)\left(\right.$ cf. [1], [7]). Let $\left\{\gamma_{i}\right\}$ be a complete set of left coset representatives for $\pm \Gamma(p)$ in $\Gamma$. We consider the polynomial $G_{p}$ given by

$$
\begin{aligned}
G_{p}(X) & :=\prod_{i=0}^{m-1}\left(X-\lambda_{p}\left(\gamma_{i}(\tau)\right)\right) \\
& =X^{m}+C_{m-1}(\tau) X^{m-1}+\cdots+C_{1}(\tau) X+C_{0}(\tau)
\end{aligned}
$$

where $m=\frac{1}{2} p\left(p^{2}-1\right)$. It is easy to verify that all coefficients $C_{i}(\tau)$ of $G_{p}(X)$ are modular functions for $\Gamma$ and holomorphic on $\mathfrak{H}$. Moreover by applying Proposition A-1 and Lemma A-2 of the Appendix, we can verify that the $q$-expansions of $C_{i}(\tau)$ all lie in $\mathbb{Z}\left[1 / p, \zeta_{p}\right]((q))$, the ring of formal Laurent series in $q$ with coefficients in $\mathbb{Z}\left[1 / p, \zeta_{p}\right]$, where $\zeta_{p}=e^{2 \pi i / p}$. Then from the $q$-expansion principle (cf. [3, Ch. 7]), we can deduce that $C_{i}(\tau)$ are all contained in $\mathbb{Z}\left[1 / p, \zeta_{p}\right][j]$, the ring of polynomials in $j$ with coefficients in $\mathbb{Z}\left[1 / p, \zeta_{p}\right]$.

To get an explicit expression of $C_{i}(\tau)$ as a polynomial in $j$, for example, we only have to interpolate the $q$-expansion of $C_{i}(\tau)$ by

$$
\begin{aligned}
j & =\frac{1}{q}\left(1+744 q+196884 q^{2}+21493760 q^{3}+\cdots\right), \\
j^{2} & =\frac{1}{q^{2}}\left(1+1488 q+947304 q^{2}+335950912 q^{3}+\cdots\right), \ldots
\end{aligned}
$$

In particular, by (3.4) and (3.5), we always have

$$
\begin{equation*}
C_{0}^{2}(\tau)= \pm 1 \tag{4.1}
\end{equation*}
$$

The following theorem is due to a numerical computation.

Theorem 5. $\lambda_{3}$ satisfies the monic equation

$$
\begin{aligned}
\lambda_{3}^{12} & -4\left(\zeta_{3}+2\right) \lambda_{3}^{11}+22\left(\zeta_{3}+1\right) \lambda_{3}^{10}+\frac{1}{3^{5}}\left(2 \zeta_{3}+1\right)(j-6588) \lambda_{3}^{9} \\
& -\frac{1}{3^{3}} \zeta_{3}(j-2133) \lambda_{3}^{8}+\frac{4}{3^{4}}\left(\zeta_{3}-1\right)(j-1242) \lambda_{3}^{7}+\frac{1}{3^{2}}(j-1044) \lambda_{3}^{6} \\
& +\frac{4}{3^{4}}\left(\zeta_{3}^{2}-1\right)(j-1242) \lambda_{3}^{5}-\frac{1}{3^{3}} \zeta_{3}^{2}(j-2133) \lambda_{3}^{4} \\
& +\frac{1}{3^{5}}\left(2 \zeta_{3}^{2}+1\right)(j-6588) \lambda_{3}^{3}+22\left(\zeta_{3}^{2}+1\right) \lambda_{3}^{2}-4\left(\zeta_{3}^{2}+2\right) \lambda_{3}+1=0
\end{aligned}
$$

Until the end of this section, let $\tau(\in \mathfrak{H})$ be again in an imaginary quadratic number field $k(\neq \mathbb{Q}(\sqrt{-1}), \mathbb{Q}(\sqrt{-3}))$, and let $\Omega_{\tau}=[\tau, 1]$ be an $\mathfrak{o}_{k}$-ideal. Then from the above considerations, we see that the value $\lambda_{p}(\tau)$ is a unit outside the prime divisors of $p$. We conjecture that $\lambda_{p}(\tau)$ is a unit if and only if $p$ remains prime in $k$.

Here we consider the case where 3 remains prime in $k$. From Theorem 4, $\Lambda_{3}(\tau)$ is a unit. Hence the equation in (ii) of Proposition 2 shows that

$$
j^{2}-1512 j+177876 \equiv 0\left(\bmod 3^{9}\right) \quad \text { and } \quad 8 j+2214 \equiv 0\left(\bmod 3^{4}\right)
$$

This means that $j=3^{3}+3^{4} \theta$ with an integer $\theta$ in $\mathcal{H}_{k}$, the Hilbert class field of $k$, such that $\theta^{2} \equiv 0(\bmod 3)$. Hence the coefficients of the equation in Theorem 5 are all in $\mathbb{Z}\left[\zeta_{3}, j\right]$. Thus we have the following

ThEOREM 6. Under the above notations, $\lambda_{3}(\tau)$ is a unit if and only if 3 remains prime in $k$.

Appendix. In the proof of Theorem 1 and in the computation for the numerical example (Theorem 5), we used the following expansion formula for the Weierstrass $\wp$-function.

Proposition A-1 (cf. [9, Ch. 4]). Let $\Omega=[\tau, 1]$ with $\tau$ in $\mathfrak{H}$. Then for $z \in \mathbb{C}$ we have

$$
\frac{1}{(2 \pi i)^{2}} \wp_{\Omega}(z)=\frac{1}{12}+\sum_{m \in \mathbb{Z}} \frac{q^{m} q_{z}}{\left(1-q^{m} q_{z}\right)^{2}}-2 \sum_{n=1}^{\infty} \frac{n q^{n}}{1-q^{n}}
$$

where $q=e^{2 \pi i \tau}$ and $q_{z}=e^{2 \pi i z}$.
Let $p$ be an odd prime number. We apply Proposition A-1 for $z$ which represents a non-zero $p$-division point of $\mathbb{C} /[\tau, 1]$. We may write $z=(a \tau+b) / p$ where $0 \leq a, b \leq p-1$ and $(a, b) \neq(0,0)$. From Proposition A-1, it is easy to deduce that

$$
\frac{1}{(2 \pi i)^{2}} \wp_{\Omega_{\tau}}\left(\frac{a \tau+b}{p}\right)-\frac{1}{12}=R\left(q^{1 / p}\right),
$$

where $q^{1 / p}=e^{2 \pi \tau / p}$ and $R(X)$ is a power series in $X$ whose coefficients belong to $\mathbb{Z}\left[\zeta_{p}\right]$ with $\zeta_{p}=e^{2 \pi i / p}$. In order to determine the leading term of the $q$-expansion of $\Lambda_{p}(\tau)$ at $\infty$, we used the following

Lemma A-2 (cf. [3, Ch. 8]). Under the above notations,

$$
\frac{1}{(2 \pi i)^{2}} \wp_{\Omega_{\tau}}\left(\frac{a \tau+b}{p}\right)-\frac{1}{12}
$$

has $q$-expansion at $\infty$ in $\mathbb{Z}\left[\zeta_{p}\right]\left[\left[q^{1 / p}\right]\right]$ with leading term

$$
\begin{cases}\zeta_{p}^{b} /\left(1-\zeta_{p}^{b}\right)^{2} & \text { if } a=0 \\ \zeta_{p}^{b} q^{a / p} & \text { if } 0<a<p / 2 \\ \zeta_{p}^{-b} q^{(p-a) / p} & \text { if } p / 2<a<p\end{cases}
$$
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