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TWO HEDGING POINTS POLICY FOR AN
UNRELIABLE MANUFACTURING SYSTEM

Abstract. This paper deals with an unreliable manufacturing system in
which limited backlog is allowed. An admissible production policy is de-
scribed by two decision parameters: upper and lower hedging points. The
objective is to find the optimum hedging points so as to minimize the long
run average expected cost under an additional condition. The condition ex-
presses a constraint for the limiting probability of the event that the system
stays at the lower hedging point, which corresponds to a limit of backlog.
The cost consists of two parts: holding inventory cost and shortage cost.
The optimum hedging points are determined.

1. Introduction. The paper deals with a version of unreliable manufac-
turing system with an average cost criterion discussed in [2] and [4]. In both
papers the production policy was described by one decision parameter, the
so-called hedging point. In the model considered here the production policy
is described by two decision parameters: upper and lower hedging points.
By means of such a policy we are able to consider a production system in
which a limited backlog is allowed. In [2] the total inventory can be negative,
which corresponds to unlimited backlog, while in [4] no backlog is allowed.
So we discuss a model which in a sense combines both situations.

The model may be described in the following way. The system has two
states: “up-state” and “down-state”. If the system is in the up-state, it can
produce continuously over time at a rate u ∈ [0, r], r > 0. If the system is
in the down-state it cannot produce. The time interval between failures is
random and modelled by an exponentially distributed random variable with
parameter λu, while the repair time is an exponentially distributed random
variable with parameter λd. The demand rate, say v, is constant, so the
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product is continuously depleted at the demand rate. If the demand cannot
be satisfied it causes a shortage. So the corresponding inventory process can
take positive as well as negative values. Both kinds of state are limited: the
positive states are limited by an upper hedging point z1 and negative ones
by a lower hedging point −z2. Both z1, z2 are treated as decision variables.
The lower hedging point −z2 makes the shortage of size up to z2 allowed
and backordered. The shortage of size over z2 is lost forever. (Issues relat-
ing to production systems with limited backlog have attracted considerable
attention in [5]–[7].) In the model discussed here positive inventories are
assessed a cost at a rate of c+ dollars per unit commodity per unit time,
while negative inventories are assessed a similar cost of c−. The case that
the demand during the stockout period is lost is stressed in a different way.
There is an additional constraint for the limiting probability of the shortage
of size over z2. The constraint is discussed in Section 4.

The paper is organized as follows. In Section 1 the mathematical descrip-
tion of the inventory process and the corresponding optimization problem
are given. The limit distribution of the process is obtained in Section 3. An-
other formulation of the optimization problem is presented in Section 4. The
solutions of the problem for all cases considered are obtained in Sections 5
and 6.

2. Inventory process. Mathematical description. The description
of the model is similar to that given in [2] and [4]. Let ξn, ηn be random
variables describing the nth up-time and nth down-time of the system. We
assume that {ξn}, {ηn} are two sequences of mutually independent ran-
dom variables, ξn are i.i.d., ηn are i.i.d. and P{ξn < x} = 1 − e−λux,
P{ηn < x} = 1 − e−λdx for x ≥ 0. We specify the model more precisely
in (a)–(d) below.

(a) Let

I(t) =
{

1 if the system is up at time t,
0 if the system is down at time t.

(b) Let z1 ≥ 0, z2 ≥ 0 be the hedging parameters,Xz2(t) be the inventory
level of the product at time t, and u(t) be the production rate at time t. So

u(t) =
{

0 if I(t) = 0,
u ∈ [0, r] if I(t) = 1.

The process is modelled as follows:

Xz2(t) = max(−z2, Y (t)), t ≥ 0,
where

d

dt
Y (t) = u(t)− v, Y (0) = y0 ∈ [−z2, z1],

and v is a constant such that 0 < v < r.
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(c) Following [4] assume that an admissible production policy is of the
form

uz1,z2(t) =




r if I(t) = 1 and Xz2(t) < z1,
v if I(t) = 1 and Xz2(t) = z1,
0 if I(t) = 0.

t ≥ 0.

The corresponding inventory process denoted by Xz1,z2(t) can be described
as follows:

(i) When I(t) = 1 and Xz1,z2(t) < z1 the process will increase with rate
r − v as time is going on.

(ii) When I(t) = 1 and Xz1,z2(t) = z1 the process will keep state z1 until
the system breaks down.

(iii) When I(t) = 0 and Xz1,z2(t) > −z2 the process will decrease with
rate −v as time is going on.

(iv) When I(t) = 0 and Xz1,z2(t) = −z2 the process will keep state −z2
until the system starts over.

For convenience assume that at t = 0 the system is in the up-state. A
sample path of Xz1,z2 is given in Figure 1.

Fig. 1. Sample path of Xz1,z2

Briefly Xz1,z2 may be written in the following form:

Xz1,z2(0) = y0 ∈ [−z2, z1],

Xz1,z2(t) =
{

[Xz1,z2(T2n) + (r − v)(t− T2n)] ∧ z1, T2n < t ≤ T2n+1,
[Xz1,z2(T2n+1)− v(t− T2n+1)] ∨ (−z2), T2n+1 < t ≤ T2n+2,

where

T2n = ξ0 +η0 +ξ1 +η1 + . . .+ξn+ηn, T2n+1 = T2n+ξn+1, ξ0 = η0 = 0,

and n = 0, 1, 2, . . . ; we use the notation: a∧ b = min(a, b), a∨ b = max(a, b).
Observe that in the case z2 = 0 the process is identical with that con-

sidered in [4]. For z2 =∞ it coincides with that considered in [2].
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(d) In this model, similarly to [2], the cost connected with the states of
the process Xz1,z2 is given by the function g : R→ R+ such that

g(x) =
{
c+x if x ≥ 0,
−c−x if x < 0.

(1)

where c+ > 0 denotes the unit holding cost and c− > 0 the unit short-
age (penalty) cost. Note that the cost function does not distinguish the
state −z2. But in this model this state differs from other shortage states.
The parameter z2 denotes the backlog limit. So if the process occupies the
state −z2 then the demand is lost. This fact should be stressed in the model.
In the literature we find two methods: one is to add an additional penalty
cost, the other is to add an additional constraint. We choose the second way.
So in this model a constraint for the limiting probability of the state −z2 is
added.

The hedging parameters z1 and z2 are considered as decision variables.
The problem is formulated as the following optimization problem.

2.1. Optimization problem

Problem 1. Let ε ∈ [1, 0). Find z1 ≥ 0, z2 ≥ 0 such that

(1) G(z1, z2) = lim
T→∞

1
T
E

T�

0

g(Xz1,z2(t)) dt

is minimal under the condition

(2) lim
t→∞

P{Xz1,z2(t) = −z2} = ε.

Remark 2. It may happen that for some ε the set of admissible pa-
rameters z1, z2 is empty. In that case Problem 1 does not make sense. In
Section 4 we discuss condition (2) more precisely and rewrite the optimiza-
tion problem in a different form (Problem 11).

In view of Remark 2, in the next sections we use the following definition.

Definition 3. Problem 1 is well defined for ε if

{z1 ≥ 0, z2 ≥ 0 : lim
t→∞

P{Xz1,z2(t) = −z2} = ε} 6= ∅.

3. Limit distribution of the inventory process. A sample path of
the process Xz1,z2 is given in Figure 1. So it is clear that if we put y0 = −z2
then

Xz1,z2(t) + z2 = Xz1+z2,0(t) with Xz1+z2,0(0) = 0.(2)

This relation allows us to find the limit distribution of Xz1,z2(t) provided we
know the limit distribution of Xz1+z2,0.

A sample path of Xz,0 with z = z1 + z2 is given in Figure 2.
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Fig. 2. Sample path of Xz1+z2,0

Let

Pz1,z2{z1} = lim
t→∞

P{Xz1,z2(t) = z1},

fz1,z2(x) = lim
δx→0

limt→∞ P{x ≤ Xz1,z2(t) < x+ δx}
δx

, −z2 < x < z1,

Pz1,z2{−z2} = lim
t→∞

P{Xz1,z2(t) = −z2}.

By (2) we have the following result.

Proposition 4.

1. Pz1,z2{z1} = Pz1+z2,0{z1 + z2},
2. fz1,z2(x) = fz1+z2,0(x+ z2), −z2 < x < z1,

3. Pz1,z2{−z2} = Pz1+z2,0{0}.
The limiting distribution of the process Xz,0 has been calculated by

B. Liu and J. Cao [4]. Following their paper let

α =
λd
v
, β =

λu
r − v , γ = α− β(3)

and moreover let

(4)

a1 =
r

v
· λd
λu+λd

, a2 =
λd

λu+λd
, a3 = 1−a1 = 1− r

v
· λd
λu+λd

,

a4 = a1 − a2 =
(
r

v
− 1
)

λd
λu + λd

.

Remark 5. Note that α > 0, a1 > 0, a2 > 0 and also a4 > 0, β > 0,
because r > v > 0.

The two lemmas below give some additional relations between the pa-
rameters.

Lemma 6. a3α+ a4γ = 0.
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Proof. We have

a3α+ a4γ = (1− a1)α+ (a1 − a2)(α− β)

= α− αa1 + αa1 − αa2 − βa1 + βa2 = (1− a2)α+ (a2 − a1)β

=
λu

λu + λd
· λd
v
−
(
r

v
− 1
)

λd
λu + λd

· λu
r − v = 0.

Lemma 7. If α = β then a1 = 1 and a3 = 0.

Proof. The assumption α = λd/v = β = λu/(r − v) means that λdr =
(λd + λu)v and so r/v = (λu + λd)/λd. Hence a1 = 1 and a3 = 0.

By Theorem 3.2 of [4] and Lemma 7 we have the limit distribution for
the process Xz,0.

Theorem 8 ([4, Theorem 3.2]).

1. If α = β, then

(a) fz,0(x) =
α

1 + αz
if 0 < x < z,

(b) Pz,0{z} =
a2

1 + αz
,

(c) Pz,0{0} =
a4

1 + αz
.

2. If α 6= β, then

(a) fz,0(x) =
a1βγ

α− βe−γz e
−γ(z−x) if 0 < x < z,

(b) Pz,0{z} =
a2γ

α− βe−γz ,

(c) Pz,0{0} = a3 +
a4γ

α− βe−γz .

Theorem 8 together with (2) and Proposition 4 gives the limit distribu-
tion of the process Xz1,z2(t) = Xz1+z2,0(t)− z2.

Theorem 9. Put s = z1 + z2.

1. If α = β, then

(a) Pz1,z2{z1} =
a2

1 + αs
,

(b) fz1,z2(x) =
α

1 + αs
if −z2 < x < z1,

(c) Pz1,z2{−z2} =
a4

1 + αs
.

2. If α 6= β, then

(a) Pz1,z2{z1} =
a2γ

α− βe−γs ,
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(b) fz1,z2(x) =
a1βγ

α− βe−γs e
−γ(z1−x) if −z2 < x < z1,

(c) Pz1,z2{−z2} = a3 +
a4γ

α− βe−γs .

4. Condition (2) of Problem 1. Put as before s = z1 + z2.

(i) Consider the case γ = α− β = 0 and put

hγ(s) =
a4

1 + as
.

By 1(c) of Theorem 9,

lim
t→∞

P{Xz1,z2(t) = −z2} = Pz1,z2{−z2} =
a4

1 + as
= hγ(s).

In this case the definition of a4 and Lemma 7 imply that

a4 = a1 − a2 = 1− λd
λu + λd

=
λu

λu + λd
> 0,

which means that the function hγ(s) is strictly decreasing on [0,∞) with

maxhγ(s) = hγ(0) =
λu

λu + λd
, inf hγ(s) = lim

s→∞
hγ(s) = 0.

(ii) Consider the case γ = α− β 6= 0. Now put

hγ(s) = a3 +
a4γ

α− βe−γs .

By Remark 5 we have a4 > 0, hence hγ is strictly decreasing on [0,∞)
because h′γ(s) = −a4γ

2βe−γs/(α− βe−γs)2 < 0. So

maxhγ(s) = hγ(0) = a3 + a4 =
λu

λu + λd
.

(ii)′ If γ = α− β > 0 then

inf hγ(s) = lim
s→∞

hγ(s) = a3 + a4
γ

α
= 0

by Lemma 6.
(ii)′′ If γ = α− β < 0 then by (3) we have

inf hγ(s) = lim
s→∞

hγ(s) = a3 = 1− r

v
· λd
λu + λd

=
vλu

v(λu + λd)
+

λd(v − r)
v(λu + λd)

=
λu

λu + λd
− λd(r − v)λu
vλu(λu + λd)

=
λu

λu + λd

(
1− α

β

)
> 0.

Now we collect the results obtained. For brevity, we denote by Dε =
{z1 ≥ 0, z2 ≥ 0 : Pz1,z2{−z2} = ε} the set appearing in Definition 3.
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Proposition 10.

1. If γ = α− β ≥ 0 then

(a) for ε ∈ [1, λu/(λu + λd)) the set Dε is empty ,
(b) for ε ∈ [λu/(λu + λd), 0) there exists exactly one s = h−1

γ (ε)
∈ [0,∞) such that Dε = {z1 ≥ 0, z2 ≥ 0 : z1 + z2 = s}.

2. If γ = α− β < 0 then

(a) for

ε ∈
[
1,

λu
λu + λd

)
∪
[

λu
λu + λd

− α

β
· λu
λu + λd

, 0
)

the set Dε is empty ,
(b) for

ε ∈
[

λu
λu + λd

,
λu

λu + λd
− α

β
· λu
λu + λd

)

there exists exactly one s= h−1
γ (ε)∈ [0,∞) such that Dε = {z1≥ 0,

z2 ≥ 0 : z1 + z2 = s}.
3. Problem 1 is well defined for ε = hγ(s) with s ∈ [0,∞). For all

parameters γ the function hγ(s) is strictly decreasing on [0,∞).

The case α < β needs some comment. The quantities 1/λd and 1/λu de-
note the mean down-time and the mean up-time of the system, respectively.
So 1/α = (1/λd)v is the total depletion in the mean down-time. Similarly
1/β = (1/λu)(r − v) is the total production in the mean up-time. Hence
α < β implies that the total depletion in the mean down-time is greater
then the total production in the mean up-time. This is the reason why the
system cannot stay in the shortage state −z2 with small probability as fol-
lows from the second part of 2(a).

4.1. Another formulation of the optimization problem. Proposition 10
allows us to consider the two hedging points optimization problem in the
following form:

Problem 11. For given s ≥ 0 find z1, z2 such that

(1) Gs(z1, z2) = lim
T→∞

1
T
E

T�

0

g(Xz1,z2(t)) dt

is minimal under the condition

(2) z1 ≥ 0, z2 ≥ 0, z1 + z2 = s.

For fixed hedging points z1, z2 the limit distribution of Xz1,z2 is given in
Theorem 9. Using this distribution and the theory of regenerative processes
([1, Chap. V]) we have
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Gs(z1, z2) =
z1�

z2

g(x)fz1,z2(x) dx+ c+z1Pz1,z2{z1}+ c−z2Pz1,z2{−z2}.

The subscript s denotes that in Problem 11 the constant s ∈ [0,∞) is treated
as a parameter.

Put

A = −c−
0�

−z2
xfz1,z2(x) dx, B = c+

z1�

0

xfz1,z2(x) dx,

C = c+z1Pz1,z2{z1}, D = c−z2Pz1,z2{−z2}.
Then Gs(z1, z2) = A+B + C +D.

In Sections 5 and 6 we calculate A, B, C, D and solve Problem 11 for
the cases γ = 0, γ > 0 and γ < 0.

5. Optimal solution for the case γ = α − β = 0. In this case α =
λd/v = λu/(r − v) = β and so (cf. Lemma 7) the constants (4) defined in
Section 3 are

a2 =
v

r
=

λd
λu + λd

, a1 =
r

v
a2 = 1, a3 = 0, a4 = a1 − a2 = 1− v

r
.(5)

By Theorem 9 putting z2 = s− z1 we have

A = −c−
0�

−z2
x

α

1 + αs
dx =

1
2
c−

α

1 + αs
(s− z1)2,

B = c+
z1�

0

x
α

1 + αs
dx =

1
2
c+ α

1 + αs
z2

1 ,

C = c+ a2

1 + αs
z1, D = c−

a4

1 + αs
(s− z1).

Hence

Gs(z1, s− z1) =
α

1 + αs

[
c−

2
(s− z1)2 +

c+

2
z2

1 +
a2c

+

α
z1 +

a4c
−

α
(s− z1)

]
.

It is convenient to define two auxiliary functions.

(a) Put

f(z1) =
c−

2
(s− z1)2 +

c+

2
z2

1 +
a2c

+

α
z1 +

a4c
−

α
(s− z1) for z1 ≥ 0.

Note that f(z1) = Gs(z1, s− z1)(1 + αs)/α for z1 ∈ [0, s]. Clearly,

f ′(z1) = c+z1 + c−z1 − c−s+
a2c

+

α
− a4c

−

α
for z1 ≥ 0.

(b) Put moreover

F (s) =
c−

c− + c+ s+
1
α
· a4c

− − a2c
+

c− + c+ for s ≥ 0.
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By (5),

F (s) = w1s+ w2 with w1 =
c−

c− + c+ , w2 =
1
αr
· (r − v)c− − vc+

c− + c+ .(6)

It is easy to see that for z1 ∈ [0, s],

(7)
if z1 < F (s) then Gs is decreasing,

if z1 > F (s) then Gs is increasing.

Observe that 0 < w1 < 1 and sgn(w2) = sgn((r− v)c−− vc+). Hence we
consider two cases (cf. Figures 3 and 4).

(i) c−/c+ > v/(r−v). In this case there exists s∗> 0 such that F (s∗) = s∗.
So s < F (s) for s < s∗ and 0 < F (s) ≤ s for s ≥ s∗. Hence by (7) the solution
of Problem 11 takes the form

z∗1 =
{
s if s < s∗,
F (s) if s ≥ s∗, z∗2 =

{
0 if s < s∗,
s− F (s) if s ≥ s∗.

In brief, z∗1 = min(s, F (s)) (cf. Figure 3) and z∗2 = s− z∗1 .

Fig. 3. z∗1 = min(s, F (s))

(ii) c−/c+ ≤ v/(r − v). This time let s∗ be such that F (s∗) = 0. Then
by (7) the solution of Problem 11 takes the form (cf. Figure 4)

Fig. 4. z∗1 = max(0, F (s))
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z∗1 =
{

0 if s < s∗,
F (s) if s ≥ s∗, z∗2 =

{
s if s < s∗,
s− F (s) if s ≥ s∗.

In brief, z∗1 = max(0, F (s)) and z∗2 = s− z∗1.
Now we collect the results obtained.

5.0.1. Solution of Problem 11 for γ = 0. Let F (s) be given by (6) for
s ≥ 0. Suppose that α = β.

(i) If c−/c+ > v/(r − v) then the optimal hedging points are: z∗1 =
min(s, F (s)) and z∗2 = s− z∗1 for s ≥ 0.

(ii) If c−/c+ ≤ v/(r − v) then the optimal hedging points are: z∗1 =
max(0, F (s)) and z∗2 = s− z∗1 for s ≥ 0.

Remarks. Note that α = β implies that the total depletion in a mean
down-time is equal to the maximum total production in a mean up-time.
Recall that the inventory process decreases with rate −v and increases with
rate r − v and c− denotes the unit shortage cost and c+ the unit holding
cost. Hence in the case α = β the optimal solution depends on the relation
between the cost fraction c−/c+ and the rate fraction v/(r − v).

6. Optimal solution for the case γ = α − β 6= 0. We recall that in
this case α = λd/v 6= λu/(r − v) = β, and so by (4),

(8)
a1 =

r

v
a2 6= 1, a2 =

λd
λu + λd

, a3 = 1− a1 = 1− r

v
a2 6= 0,

a4 = a1 − a2 =
r − v
v

a2.

By Remark 5, we have α > 0, β > 0, a1 > 0, a2 > 0, a4 > 0. Lemma 6
states that

a3α+ a4γ = 0,

which implies that

sgn(a3) = sgn(1− a1) = sgn(−γ).(9)

By the second part of Theorem 9, Gs(z1, z2) = A+B + C +D where

A = −
0�

−z2
c−x

a1βγ

α− βe−γs e
−γ(z1−x) dx = −c− a1βγ

α− βe−γs e
−γz1

0�

−z2
xeγx dx

= − c− a1βγ

α− βe−γs e
−γz1

{
eγx

γ2 (γx− 1)
∣∣∣∣
0

−z2

}

= c−
a1βγ

α− βe−γs e
−γz1

{
1
γ2 −

e−γz2

γ2 γz2 −
e−γz2

γ2

}
;
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B =
z1�

0

c+x
a1βγ

α− βe−γs e
−γ(z1−x) dx = c+ a1βγ

α− βe−γs e
−γz1

z1�

0

xeγx dx

= c+ a1βγ

α− βe−γs e
−γz1

{
eγx

γ2 (γx− 1)

∣∣∣∣
z1

0

}

= c+ a1βγ

α− βe−γs e
−γz1

{
eγz1

γ2 γz1 −
eγz1

γ2 +
1
γ2

}
;

C = c+z1
a2γ

α− βe−γs ; D =
(
a3 +

a4γ

α− βe−γs
)
c−z2.

Putting z2 = s− z1 we have

A = c−
a1βγ

α− βe−γs e
−γz1

{
1
γ2 −

e−γseγz1

γ2 γs+
e−γseγz1

γ2 γz1 −
e−γseγz1

γ2

}

= c−
a1βγ

α− βe−γs
{
e−γz1

γ2 − e−γs

γ2 γs+
e−γs

γ2 γz1 −
e−γs

γ2

}
;

B = c+ a1βγ

α− βe−γs
{
γz1

γ2 −
1
γ2 +

e−γz1

γ2

}
;

C = c+z1
va1γ

r(α− βe−γs) (because a2 = (v/r)a1).

By Lemma 6, a3α+ a4γ = 0, hence we have

D =
(
a3 +

a4γ

α− βe−γs
)
c−(s− z1) = c−

a3α− a3βe
−γs + a4γ

α− βe−γs (s− z1)

= − c− a3βe
−γs

α− βe−γs (s− z1)

=
a1γβ

α− βe−γs
[
−c
−a3

a1
· e
−γs

γ
s+

c−a3

a1
· e
−γs

γ
z1

]
.

Therefore

Gs(z1,s− z1)

= A+B + C +D

=
a1βγ

α− βe−γs ·
1
γ2

[
c−e−γz1 − c−e−γsγs+ c−e−γsγz1 − c−e−γs

+ c+γz1 − c+ + c+e−γz1 +
c+γ2v

rβ
z1 −

c−a3γ

a1
e−γss+

c−a3γ

a1
e−γsz1

]
.

We can show that the coefficient a1βγ
α−βe−γs · 1

γ2 is strictly positive.

Lemma 12. We have

p(s) =
a1βγ

α− βe−γs ·
1
γ2 > 0 for s ≥ 0.
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Proof. Indeed,

p′(s) = − a1βγ

(α− βe−γs)2 ·
βγe−γs

γ2 = − a1β
2e−γs

(α− βe−γs)2 < 0

because a1 > 0. Hence for s ≥ 0 we have

p(s) > lim
s→∞

p(s) =





a1β

αγ
> 0 if γ > 0,

0 if γ < 0.

For the discussion of Problem 11 it is convenient to define for z1 ≥ 0 an
auxiliary function f̃(z1) in the following way:

f̃(z1) = (c− + c+)e−γz1 +
(
c−e−γsγ + c+γ +

c+γ2v

rβ
+
c−a3γ

a1
e−γs

)
z1

−
(
c−γs+ c− +

c−a3

a1
γs

)
e−γs − c+.

Then f̃(z1) = Gs(z1, s− z1)/p(s) for z1 ∈ [0, s]. It is easy to see that

f̃ ′(z1) = −γ(c− + c+)e−γz1 + γ

(
c−e−γs + c+ +

c+γv

rβ
+
c−a3

a1
e−γs

)
.

Put

(10) F̃ (s) = w1e
−γs+w2 where w1 =

c−
(

1+
a3

a1

)

c− + c+ , w2 =
c+
(

1+
γv

rβ

)

c− + c+ .

Then

(11) f̃ ′(z1) = 0 if and only if e−γz1 = F̃ (s);

(12) if γ > 0 then f̃ ′(z1) ≥ 0 if and only if e−γz1 ≤ F̃ (s);

(13) if γ < 0 then f̃ ′(z1) ≥ 0 if and only if e−γz1 ≥ F̃ (s).

We discuss the coefficients w1, w2 more precisely.

First we show that

w1 + w2 = 1 +
1− a1

a1(c− + c+)

(
c− − c+ λd

λu

)
.(14)

In fact by (10) we have

w1 + w2 = 1 +
1

c− + c+

(
c−

a3

a1
+ c+ γv

rβ

)
(15)

= 1 +
1

c− + c+

a3

a1

(
c− + c+ γv

rβ
· a1

a3

)
.
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So by the definition of γ, α, β and the equality

a1

a3
=

rλd
(v − r)λd + vλu

one can get

c− + c+ γv

rβ
· a1

a3
= c− + c+ (α− β)v

rβ
· a1

a3
= c− + c+ v

r
·
λd
v
− λu
r − v

λu
r − v

· a1

a3

= c− + c+ v

r
·

(v − r)λd + vλu
v(v − r)
λu
r − v

· a1

a3
· 1
c− + c+

= c− + c+ v

r
· [(v − r)λd + vλu](r − v)

v(v − r)λu
· rλd

(v − r)λd + vλu

= c− − c+ λd
λu
.

Together with (15) and the equality a3/a1 = (1− a1)/a1 this yields (14).
By a simple calculation (using the definitions of a1, γ, α and β) one can

see that

w1 =
c−

c− + c+ ·
1
a1

=
c−

c− + c+ ·
v(λu + λd)

rλd
> 0,(16)

w2 =
c+
(

1 +
γv

rβ

)

c− + c+ =
c+

c− + c+ ·
(r − v)(λu + λd)

rλu
> 0.(17)

6.1. The case γ = α− β > 0. In this case by (9) we have a1 > 1. Hence
by (16)–(17), 0 < w1 < 1 and w2 > 0. Note moreover that by (14),

F̃ (0) = w1 + w2 = 1 +
1− a1

a1(c− + c+)

(
c− − c+ λd

λu

)

and so

(i) 0 < F̃ (0) < 1 if c−/c+ > λd/λu, and
(ii) F̃ (0) ≥ 1 if c−/c+ ≤ λd/λu.

We discuss cases (i) and (ii) more precisely.

6.1.1. Solution of Problem 11 in case (i): γ > 0 and c−/c+ > λd/λu.
Consider the problem of minimizing Gs(z1, s− z1) for z1 ∈ [0, s] with s ≥ 0.
The relation z1 ∈ [0, s] means that

1 ≥ e−γz1 ≥ e−γs.(18)
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The inequalities F̃ (0) < 1 and lims→∞ F̃ (s) = w2 > 0 (cf. (17)) imply (cf.
Figure 5) that there exists s∗ > 0 such that F̃ (s∗) = e−γs

∗
and F̃ (s) < e−γs

for s ∈ [0, s∗), F̃ (s) ≥ e−γs for s ∈ [s∗,∞). Hence by (12), f̃ ′(z1) ≥ 0 if and
only if e−γz1 ≤ F̃ (s). So by (18) the solution of Problem 11 is the following
(cf. Figure 5):

(19) z∗1 =




s for 0 ≤ s ≤ s∗,
−1
γ

ln F̃ (s) for s > s∗, z∗2 = s− z∗1 .

Fig. 5. e−γz
∗
1 = max{e−γs, F̃ (s)}

6.1.2. Solution of Problem 11 in case (ii): γ > 0 and c−/c+ ≤ λd/λu.
As before, the relation z1 ∈ [0, s] gives

1 ≥ e−γz1 ≥ e−γs.
The inequality F̃ (s) ≥ 1 implies that there exists s∗ ∈ [0,∞) such that

F̃ (s∗) = 1 provided w2 < 1 (cf. Figure 6). By (12) in this case

z∗1 =





0 for 0 ≤ s ≤ s∗,
−1
γ

ln F̃ (s) for s > s∗, z∗2 = s− z∗1 .(20)

Fig. 6. e−γz
∗
1 = min{1, F̃ (s)}
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If w2 ≥ 1 then F̃ (s) ≥ 1 on [0,∞), hence by (12) we obtain

(21) z∗1 = 0, z∗2 = s.

6.1.3. A special case with γ > 0 and s → ∞. Observe that if s → ∞
(hence by Proposition 10, ε → 0) then F̃ (s) → w2. Therefore (21) means
that

z∗1 → 0 provided w2 ≥ 1.

Recall that

w2 =
c+
(

1 +
γv

rβ

)

c− + c+ .

So by (3),

w2 =
c+

c− + c+ ·
(r − v)(λu + λd)

rλu
.

Hence (19) and (20) imply that if w2 < 1 then

z∗1 → −
1
γ

lnw2 =
1

λd
v
− λu
r − v

ln
(c− + c+)rλu

c+(r − v)(λu + λd)
.

In this special case we obtain formulas (5) and (7) from [2].

6.2. The case γ = α− β < 0. In this case by (9) we have a1 < 1. Hence
(16) and (17) imply that w1 > 0 and w2 > 0. Note that this time it may
happen that w1 ≥ 1. Note moreover that as before

F̃ (0) = w1 + w2 = 1 +
1− a1

a1(c− + c+)

(
c− − c+ λd

λu

)

and so a1 < 1 means that

(i)′ 0 < F̃ (0) < 1 if c−/c+ < λd/λu, and
(ii)′′ F̃ (0) ≥ 1 if c−/c+ ≥ λd/λu.

We discuss cases (i)′ and (ii)′′ more precisely.

6.2.1. Solution of Problem 11 in case (i)′: γ < 0 and c−/c+ < λd/λu.
Observe that in this case there exists s∗> 0 such that F̃ (s∗) = 1 and F̃ (s)< 1
for s < s∗, F̃ (s) ≥ 1 for s ≥ s∗. Moreover F̃ (s) = w1e

−γs + w2 < e−γs

because F̃ (0) = w1 + w2 < 1 and so w1 < 1. Hence (13) and the constraint
1 ≤ e−γz1 ≤ e−γs imply that the optimal solution is of the following form
(cf. Figure 7):

z∗1 =





0 for 0 ≤ s ≤ s∗,
−1
γ

ln F̃ (s) for s > s∗,
z∗2 = s− z∗1 .
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Fig. 7. e−γz
∗
1 = max{1, F̃ (s)}

6.2.2. Solution of Problem 11 in case (ii)′: γ < 0 and c−/c+ ≥ λd/λu.
In this case either F̃ (s) ≥ e−γs, and hence by (13),

z∗1 = s, z∗2 = 0,

or there exists s∗ ≥ 0 such that F̃ (s∗) = e−γs
∗
, F̃ (s) ≥ e−γs on [0, s∗] and

F̃ (s) < e−γs on (s∗,∞), hence (cf. Figure 8) by (13),

z∗1 =




s for 0 ≤ s ≤ s∗,
−1
γ

ln F̃ (s) for s > s∗,
z∗2 = s− z∗1 .

Fig. 8. e−γz
∗
1 = min{e−γs, F̃ (s)}

Note that the last formula is true if there exists s∗ ≥ 0 such that F̃ (s∗) =
w1e

−γs∗ + w2 = e−γs
∗
, which is true if w2/(1− w1) ≥ 1.

7. Final remarks. We have obtained an optimal two hedging points
policy for a version of the unreliable manufacturing system discussed in [2]
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and [4]. In the proof we essentially use the limit distribution obtained in [4].
In the special case γ > 0 and s→∞ the solution of the problem reduces to
formulas (5) and (7) of [2].

We should remark that another direction of development of the prob-
lem investigated in [2] for multiproduct models is presented in [3] and the
references therein.
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