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LINEAR INDEPENDENCE OF BOUNDARY TRACES
OF EIGENFUNCTIONS OF ELLIPTIC

AND STOKES OPERATORS AND APPLICATIONS

Abstract. This paper is divided into two parts and focuses on the lin-
ear independence of boundary traces of eigenfunctions of boundary value
problems. Part I deals with second-order elliptic operators, and Part II with
Stokes (and Oseen) operators.

Part I: Let λi be an eigenvalue of a second-order elliptic operator defined
on an open, sufficiently smooth, bounded domain Ω in Rn, with Neumann
homogeneous boundary conditions on Γ = ∂Ω. Let {ϕij}`ij=1 be the corre-
sponding linearly independent (normalized) eigenfunctions in L2(Ω), so that
`i is the geometric multiplicity of λi. We prove that the Dirichlet bound-
ary traces {ϕij |Γ1}

`i
j=1 are linearly independent in L2(Γ1). Here Γ1 is an

arbitrary open, connected portion of Γ , of positive surface measure. The
same conclusion holds true if the setting {Neumann B.C., Dirichlet bound-
ary traces} is replaced by the setting {Dirichlet B.C., Neumann bound-
ary traces}. These results are motivated by boundary feedback stabilization
problems for parabolic equations [L-T.2].

Part II: The same problem is posed for the Stokes operator with mo-
tivation coming from the boundary stabilization problems in [B-L-T.1]–
[B-L-T.3] (with tangential boundary control), and [R] (with just boundary
control), where we take Γ1 = Γ .

The aforementioned property of boundary traces of eigenfunctions crit-
ically hinges on a unique continuation result from the boundary of cor-
responding over-determined problems. This is well known in the case of
second-order elliptic operators of Part I; but needs to be established in the
case of Stokes operators. A few proofs are given here.
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PART I: SECOND-ORDER ELLIPTIC OPERATORS

I.1. Problem setting. Linear independence of boundary traces
of eigenfunctions. This part deals with the following question, which
we formulate in the simplest canonical setting: Given an eigenvalue λi of
the Dirichlet Laplacian (respectively, of the Neumann Laplacian) defined
on a suitably smooth bounded domain Ω in Rn, with geometric multiplic-
ity `i, are the `i Neumann boundary traces {∂νϕij |Γ1}

`i
j=1 (respectively the

`i Dirichlet boundary traces {ϕij |Γ1}
`i
j=1) of the associated (L2(Ω)-linearly

independent) normalized eigenfunctions {ϕij}`ij=1 linearly independent also
in L2(Γ1), where Γ1 is an arbitrary, open, connected portion of the boundary
Γ = ∂Ω of positive measure?

This issue plays a critical role in, among other things, the solution of the
purely boundary feedback stabilization problem (in particular, stability en-
hancement) of unstable parabolic problems, by means of a finite-dimensional
boundary feedback, defined in terms of boundary traces in the feedback loop
[L-T.2].

This problem was studied in [L-T.2] and represents the most demand-
ing boundary feedback stabilization problem for parabolic equations defined
on a bounded domain, where only (a portion of) the boundary is acces-
sible to outside manipulations (sensors/controls). Its solution also rests on
a positive answer to the aforementioned question. This will be further elab-
orated upon in Section I.2 below. The aim of Part I is to show that the
answer to the question raised at the outset is in the affirmative. As we shall
see, the solution proposed here hinges critically on a uniqueness property
of over-determined elliptic problems. In the present section, we shall treat
specifically the aforementioned question of linear independence of boundary
traces of the (true) eigenfunctions in a more general setting, which involves
a general second-order elliptic operator.

Let Ω be a bounded open domain in Rn with boundary Γ = ∂Ω assumed
to be an (n−1)-dimensional manifold with Ω locally on one side of Γ . Let Γ1

be an open, connected subset of Γ of positive surface measure. Let A(x, ∂)
be a uniformly strongly elliptic operator of order two in Ω, canonically
A = −∆, of the form

(1.1) A(x, ∂) ≡
∑
|α|≤2

aα(x)∂α, x ∈ Ω,

x = [x1, . . . , xn], with smooth real coefficients aα( · ), where the symbol ∂
denotes differentiation.

Remark 1.1. To ensure the validity of the critical unique continuation
theorem (Carleman–Aronszajn–Cordes uniqueness theorem) to be invoked
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in the proof of Theorem 1D (or 1N) below, we may just assume that (i) the
coefficients aα are real-valued Lipschitz continuous functions for |α| = 2,
and (ii) aα are bounded for |α| < 2 [H, Vol. III, p. 3], [M, p. 60].

To the differential expression A(x, ∂) in (1.1), we now associate suitable
boundary conditions. We distinguish two basic cases.

Dirichlet B.C. case. Let AD denote the (closed) realization of −A(x, ∂)
(canonically, −A = ∆) on L2(Ω) with Dirichlet boundary conditions:

(1.2a)
ADf = −A(x, ∂)f,

D(AD) = H2(Ω) ∩H1
0 (Ω) = {f ∈ H2(Ω) : f |Γ = 0};

(1.2b) AD : L2(Ω) ⊃ D(AD)→ L2(Ω).

Since Ω is bounded in Rn, the closed operator AD has compact resolvent on
L2(Ω). Let
(1.3) {λDi , ϕDij}, i = 1, 2, . . . ; j = 1, . . . , `Di ; ADϕ

D
ij = λDi ϕ

D
ij ,

be the eigenvalues and corresponding (normalized) L2(Ω)-linearly indepen-
dent eigenfunctions of AD. Thus, in this section, `Di denotes the geometric
multiplicity of the eigenvalue λDi .

Theorem 1D. Consider a fixed eigenvalue λDi (i.e., let i be arbitrary but
fixed) of the operator AD, along with the corresponding set of `Di linearly

independent (normalized) eigenfunctions {ϕDij}
`Di
j=1 in L2(Ω). Let Γ1 be an

open connected portion of the boundary Γ of positive measure, which is
assumed to be, say , of class C2. Then

(1.4) the system {∂νϕDij |Γ1}
`Di
j=1 is linearly independent in L2(Γ1).

Neumann case. Let AN be now the (closed) realization of −A(x, ∂)
(canonically, ∆) on L2(Ω), this time with Neumann boundary conditions:

(1.5a) ANf ≡ −A(x, ∂)f, D(AN ) =
{
f ∈ H2(Ω) :

∂f

∂ν

∣∣∣∣
Γ

= 0
}

;

(1.5b) AN : L2(Ω) ⊃ D(AN )→ L2(Ω).

The closed operator AN has likewise compact resolvent on L2(Ω). Let

(1.6) {λNi , ϕNij }, i = 1, 2, . . . ; j = 1, . . . , `Ni ; ANϕ
N
ij = λNi ϕ

N
ij ,

be the eigenvalues and corresponding (normalized) L2(Ω)-linearly indepen-
dent eigenfunctions of AN in L2(Ω). Thus, here, `Ni denotes the geometric
multiplicity of the eigenvalue λNi .

Theorem 1N. Consider the fixed eigenvalue λNi (i.e., let i be arbitrary
but fixed) of the operator AN , along with the corresponding set of `Ni lin-
early independent (normalized) eigenfunctions {ϕNij }

`Ni
j=1. Let Γ1 be an open,

connected portion of the boundary Γ of positive measure which is assumed



484 R. Triggiani

to be, say , of class C2. Then

(1.7) the system {ϕNij |Γ1}
`Ni
j=1 is linearly independent in L2(Γ1).

Remark 1.2. Theorem 1N admits a perfect counterpart with the Neu-
mann boundary conditions associated to A(x, ∂) replaced by the Robin
boundary conditions.

Proof of Theorems 1D and 1N. We write explicitly only the proof of
Theorem 1D. The proof of Theorem 1N is then the perfect counterpart,
mutatis mutandis. We drop the superscript “D” for simplicity of notation.
To prove Theorem 1D, let as in [B-T], [B-L-T.1]

(1.8)
`i∑
j=1

αj∂νϕij = ∂ν

( `i∑
j=1

αjϕij

)
= ∂νϕ ≡ 0 on Γ1,

where we have defined the function ϕ by

(1.9) ϕ ≡
`i∑
j=1

αjϕij ∈ L2(Ω).

We must show that

(1.10) αj ≡ 0, j = 1, . . . , `i.

To this end, we note that, by (1.3) and (1.9), ϕ is an eigenfunction of AD with
the same eigenvalue λi: ADϕ = λiϕ. Thus, ϕ satisfies homogeneous Dirichlet
boundary conditions on all of Γ : ϕ|Γ = 0, since so do the ϕij ’s. Moreover,
∂νϕ|Γ1 = 0 by (1.8). Thus, ϕ satisfies the following over-determined elliptic
eigenproblem: {
(1.11a) A(x, ∂)ϕ = λiϕ in Ω;

(1.11b) ϕ|Γ ≡ 0; ∂νϕ|Γ1 ≡ 0.

It is then well known that for a boundary Γ of class, say, C2, and coeffi-
cients as in Remark 1.1, as assumed, the over-determined elliptic eigenvalue
problem (1.11a–b) only has the zero solution:

(1.12) ϕ ≡
`i∑
j=1

αjϕij ≡ 0 ∈ L2(Ω); hence αj = 0, j = 1, . . . , `i.

The last implication on the coefficients αj follows, since the ϕij ’s are lin-
early independent in L2(Ω). Thus (1.10) is established. The desired unique-
ness property ϕ ≡ 0 in L2(Ω) implied in (1.12) by the over-determined el-
liptic eigenvalue problem (1.11a–b) is a corollary of well-known results (see
e.g., a detailed discussion in [M, Chapter III, Sect. 19, pp. 59–61]: either the
Aronszajn–Cordes uniqueness theorem [H, Vol. III, p. 3] or Carleman’s theo-
rem [C], [B-J-S, p. 162; p. 262], [M, pp. 59–61]), under regularity of the coef-
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ficients as in Remark 1.2, states that a solution u ∈ H2(Ω) of a second-order
elliptic problem which vanishes (to infinite order at some point, in particular)
identically in an open interior subset ω of Ω: u ≡ 0 in ω, must vanish iden-
tically in Ω. From this basic result, one then deduces the desired conclusion
ϕ ≡ 0 for problem (1.11a–b) (with boundary Γ of class, say, C2) in a classical
way: by extending ϕ by zero across Γ1 outside Ω into a set ωext, showing by
integration by parts using the zero Cauchy data in (1.11b) that the extended
function defined by ϕ = solution of (1.11a–b) in Ω, and ϕ ≡ 0 in ωext satisfies
ϕ ∈ H2(G), where G = Ω∪ωext [Kom, p. 75]. Then, the aforementioned Car-
leman’s theorem applies on G and yields ϕ ≡ 0 in Ω, as desired. The proof is
complete. [Another approach to obtaining uniqueness of the over-determined
elliptic problem with zero Cauchy data on a portion of the boundary from
the uniqueness theorem for solutions vanishing to infinite order at one point
is given in [S-W], under some smoothness of the coefficients: one flattens the
boundary locally and performs an odd reflection across the boundary.]

Remark 1.3. The proof of Theorem 1N yields instead the following
over-determined eigenvalue problem:{
(1.13a) A(x, ∂)ϕ = λiϕ in Ω;

(1.13b) ϕ|Γ1 ≡ 0; ∂νϕ|Γ ≡ 0,

again with zero Cauchy data on the portion Γ1, which again allows for an
extension by zero across Γ1.

I.2. Implications of linear independence of boundary traces of
eigenfunctions to the problem of boundary feedback stabilization
of parabolic problems. In the present section, we point out the relevance
of the results of the previous section on the linear independence of bound-
ary traces of eigenfunctions. We keep the bounded open domain Ω in Rn

as well as the elliptic operator A(x, ∂) of Section I.1, Eqns. (1.1), (1.2). We
assume, however, dimΩ = n ≥ 2, as we shall need a full function space
L2(Γ ) to “counteract” the possibly large number of original unstable eigen-
values.

The unstable closed-loop parabolic system. As in [L-T.2], we consider
the following closed-loop parabolic problem in the unknown y(t, x) defined
over Ω: 
(2.1a)

∂y

∂t
(t, x) = −A(x, ∂)y(t, x) in Q = (0,∞]×Ω;

(2.1b) y(0, x) = y0(x) in Ω;

(2.1c)
∂y

∂ν
=

K∑
k=1

(y(t, · )|Γ , wk)Γ gk in Σ = (0,∞)× Γ .



486 R. Triggiani

Here, wk and gk are fixed boundary vectors in L2(Γ ); the symbol ( · , · )Γ
denotes the inner product in L2(Γ ). The boundary vectors {gk}Kk=1 are as-
sumed to be linearly independent. Well-posedness of the closed-loop problem
(2.1a–c) is well known (even in the case where Γ may have finitely many
conical points [Kon].

Theorem 2.1 ([L-T.4]). The closed-loop feedback problem (2.1a–c) is
well posed in the following sense: its closed-loop feedback solutions y(t; y0)
can be expressed as y(t; y0) = SF (t)y0, y0 ∈ L2(Ω), t ≥ 0, where SF (t)
defines a (feedback) strongly continuous semigroup which is analytic and
compact on L2(Ω) for t > 0, and whose generator has compact resolvent
on L2(Ω).

Remark 2.1. The proof of [L-T.4] actually shows that the feedback
semigroup SF (t) has the same properties listed in the statement of the
theorem on all spaces H3/2−ε(Ω), 0 < ε ≤ 3/2. The boundary stabi-
lization results of [L-T.1]–[L-T.3] are topologically consistent with the de-
scribed regularity of feedback solutions. We also refer to [T.2] for regu-
larity results, obtained by different techniques, that complement, but nei-
ther fully imply, nor are fully implied by, the above Theorem 2.1 [T.2, Re-
mark 2.3]. Previously, stabilization problems for parabolic equations were
given in [T.1], [T.2].

The most significant version of the problem at hand is when the free
open loop system (gk ≡ 0) is unstable, in the sense that there are I un-
stable distinct eigenvalues λ1, . . . , λI of the L2(Ω)-realization AN of (1.5a–b)
associated with −A(x, ∂):

(2.2) · · · ≤ ReλI+2 ≤ ReλI+1 < 0 ≤ ReλI ≤ · · · ≤ Reλ2 ≤ Reλ1,

where the eigenvalues of AN are numbered in order of decreasing real parts.
The operator AN is the generator of a s.c., analytic semigroup on L2(Ω).

Boundary feedback stabilization problem. This may be stated as follows:
Find, if possible,

(i) appropriate boundary vectors gk ∈ L2(Γ ), as well as their minimum
number, and

(ii) the weakest possible conditions on the vectors wk ∈ L2(Γ ), k =
1, . . . ,K, to guarantee that the feedback semigroup SF (t) of Theo-
rem 2.1 satisfies

(2.3) ‖SF (t)y0‖L2(Ω) ≤Me−δt‖y0‖L2(Ω), ∀y0 ∈ L2(Ω),

for some M ≥ 1 and δ > 0 (perhaps, preassigned), or more generally,

(2.4) ‖SF (t)y0‖H2σ(Ω) ≤Me−δt‖y0‖H2σ(Ω), ∀y0 ∈ H2σ(Ω),

for all 0 ≤ σ < 3/4 (and M ≥ 1, δ > 0, depending on σ).
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A solution of this problem is provided by [L-T.2]; see also [L-T.1], [L-T.3].
One of the assumptions required—given below—represents the link with the
problem of linear independence of boundary traces of the preceding section.
We shall assume the following further hypothesis, which is typically satisfied
in classical parabolic equations where AD or AN are self-adjoint or normal
operators:

(2.5) The distinct unstable eigenvalues {λi}Ii=1 are semisimple;

that is, the restriction of the free dynamics generator AN in (1.5a–b) is
diagonalizable (or semisimple [Ka, p. 43]) when restricted to the finite-
dimensional unstable subspace Yu of L2(Ω) generated by the eigenvectors of
the unstable eigenvalues {λi}Ii=1 in (2.2). This means that for each unstable
eigenvalue λi, i = 1, . . . , I, the algebraic and geometric multiplicities `i coin-
cide. Thus, each such eigenvalue λi has `i linearly independent (normalized)
eigenfunctions {ϕij}`ij=1 in L2(Ω). Moreover, the unstable subspace Yu is
span{ϕij : i = 1, . . . , I; j = 1, . . . , `i}. Thus, let

(2.6) ANϕij = λiϕij ; A∗Nϕ
∗
ij = λiϕ

∗
ij i = 1, . . . , I; j = 1, . . . , `i,

`i = geometric and algebraic multiplicity of λi or λi, be the eigenvalues/
eigenvectors of AN and of its L2(Ω)-adjoint A∗N . It is well known [Ka,
p. 51] that {ϕij} and {ϕ∗ij} can be chosen to form bi-orthogonal sequences;
that is,

(2.7) (ϕij , ϕ∗hk)L2(Ω) =
{

1 if i = h; j = k;

0 otherwise.
Thus, any vector y ∈ Yu admits the unique expansion

(2.8) Yu 3 y =
∑
i,j

(y, ϕ∗ij)L2(Ω)ϕij , i = 1, . . . , I; j = 1, . . . , `i.

In this case, a condition imposed in [L-T.2, p. 311] on the vectors wk to
achieve uniform feedback stabilization of problem (2.1a–c) is that the rank
of the K × `i matrix

(2.9) Wi =



(w1, ϕ
∗
i1|Γ1)Γ1 (w1, ϕ

∗
i2|Γ1)Γ1 . . . (w1, ϕ

∗
i`i
|Γ1)Γ1

(w2, ϕ
∗
i1|Γ1)Γ1 (w2, ϕ

∗
i2|Γ1)Γ1 . . . (w2, ϕ

∗
i`i
|Γ1)Γ1

...
...

...

(wK , ϕ∗i1|Γ1)Γ1 (wK , ϕ∗i2|Γ1)Γ1 . . . (wK , ϕ∗i`i |Γ1)Γ1


be full, where K ≥ `i has been preliminarily chosen, that is,

(2.10) rankWi = `i, i = 1, . . . , I.
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The algebraic condition (2.10) can only be fulfilled if, for each i =
1, . . . , I − 1, the Dirichlet traces {ϕ∗ij |Γ1}

`i
j=1 of the eigenfunctions of A∗N

are linearly independent. Theorem 1N (as applied to A∗N ) guarantees that
this is always possible, in which case the vectors {w1, . . . , wK} can be chosen
in infinitely many ways.

PART II: THE STOKES/OSEEN OPERATORS

Part I has shown that the linear independence of the traces of the
eigenfunctions critically hinges on a unique continuation property from the
boundary of the corresponding boundary value problem. This result is well
known for second-order elliptic operators, as noted in the proof of Theo-
rem 1D. Apparently, no similar result is known for the Stokes operator (the
author inquired about that among several senior experts on such opera-
tors worldwide in the Spring of 2008); see Remark 1.1 below. Accordingly,
such uniqueness property is the focus of the present Part II. It is motivated
by similar boundary stabilization (or stability enhancement) problems for
linear/linearized Navier–Stokes equations [B-L-T.1]–[B-L-T.3], [L-T.6].

II.3. The unique continuation property from the boundary of
the Stokes and Oseen problems. Let Ω be an open bounded domain
in Rd; we shall focus on the cases d = 2, 3 of physical relevance. We assume
that Γ = ∂Ω is of class C2. With reference to [Te, p. 39], let {ϕ, p}, with ϕ ∈
(H2(Ω))d, p ∈ H1(Ω), be a solution of the over-determined Stokes problem

(3.1a) (−∆)ϕ+∇p = λϕ in Ω, λ > 0;

(3.1b) divϕ ≡ 0 in Ω;

(3.1c) ϕ|Γ = 0;

(3.1d)
∂ϕ

∂ν

∣∣∣∣
Γ

= 0,

where we have normalized the viscosity coefficient ν0 = 1.

Theorem 3.1. The over-determined problem (3.1a–d) implies

(3.2) p ≡ const in Ω; ϕ ≡ 0 in Ω.

The author has several different proofs of this result [T.4], some of
which work also for the corresponding Oseen problem, provided that the
related equilibrium (steady-state) solution ye is sufficiently small, say, in
the (W 1,∞(Ω))d-norm. The Oseen equation is given by

(3.3) (−∆)ϕ+ Le(ϕ) +∇p = λϕ in Ω, ϕ ∈ (H2(Ω))d, p ∈ H1(Ω),
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where the first-order differential operator Le(ϕ) is defined by

(3.4) Le(ϕ) = (ye · ∇)ϕ+ (ϕ · ∇)ye,

where the equilibrium solution ye is part of the pair {ye, pe} ∈ ((H2(Ω))d∩V )
×H1(Ω) that satisfies the problem
(3.5a) (−∆)ye + (ye · ∇)ye +∇pe = fe in Ω;

(3.5b) div ye ≡ 0 in Ω;

(3.5c) ye ≡ 0 in Γ ,

with fe an external force. The equilibrium solution is known to exist (with
the given regularity) for d = 2, 3 [C-F, Thm. 7.3, p. 18]. Moreover, V is the
space [C-F, p. 19], [Te, p. 18]:

(3.6a) V ≡ {y ∈ (H1
0 (Ω))d : div y ≡ 0 in Ω}

with norm

(3.6b) ‖y‖V =
{ �

Ω

|∇y(x)|2 dΩ
}1/2

.

The “elementary” proof given in Section II.5 works explicitly for the
Stokes problem. In Section II.6, we shall give the following topological result
(Theorem 6.3) for the Oseen problem (consisting of (3.3), (3.4), (3.1b–d)):
the set of equilibrium solutions ye for which the unique continuation property
(that is, the conclusion (3.2) of Theorem 3.1) holds true is open in the space
(W 1,∞(Ω))d.

A more standard unique continuation property—valid also for the Oseen
problem—is as follows.

Theorem 3.2. Let ϕ ∈ (H2(Ω))d, p ∈ H1(Ω) be a solution of the over-
determined Oseen problem
(3.7a) (−∆)ϕ+ Le(ϕ) +∇p = λϕ in Ω;

(3.7b) divϕ = 0 in Ω;

(3.7c) ϕ|Γ1 = 0,
[
∂ϕ

∂ν
− pν

]
Γ1

= 0,

where Γ1 is an open subset of Γ of positive surface measure, and ν is the
unit outward normal. Then

(3.8) ϕ ≡ 0 and p ≡ const in Ω.

The proof will be sketched in Section II.7 below, and is based on [B-L-T.1,
Sect. 3.6].

In Section II.4, we shall consider an important implication of the unique
continuation property of Theorems 3.1 and 3.2, respectively.
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Implications on the boundary feedback stabilization problem for the
(dynamic) linearized and nonlinear Navier–Stokes equations [B-L-T.1]–
[B-L-T.3], [R]. In the present Part II (dealing with static linear/linearized
fluid equations derived from the Navier–Stokes equations), unique continua-
tion results for corresponding over-determined problems from the boundary
are given in the following cases:

(1) The Stokes over-determined problem (3.1a–d), as expressed by The-
orem 3.1 for d = 2, 3 (a proof of which is given in Section II.5).
For the case d = 2, an alternative proof is given in Section II.8 (see
Proposition 8.2).

(2) The Oseen over-determined problem (6.27a–c) below (that is, (3.4),
(3.1b–d)), but this time only for equilibrium solutions ye in a
sufficiently small (W 1,∞(Ω))d-neighborhood of the origin ye ≡ 0
(Stokes problem); or, potentially more general, in a sufficiently small
(W 1,∞(Ω))d-neighborhood of a “good” equilibrium solution ye,
where the unique continuation problem holds true. This is expressed
by Theorem 6.3.

(3) The Oseen over-determined problem, now in the form (3.7a–c) [in-
volving also p on the boundary] in full generality (Theorem 3.2).

In addition, a unique continuation result for the Oseen problem (6.27a–c),
in full generality regarding the equilibrium solution ye, but complemented
by the additional condition that ϕ · τ ≡ 0 in an (arbitrarily small) collar ω
of the boundary Γ , where τ is a vector “tangential” at any point in ω, is
given in [L-T.6]. Also, additional proofs (by Rellich multiplier; by Carleman
estimates) of the Oseen over-determined problem (6.27a–c) for sufficiently
small equilibrium solutions ye (in the (W 1,∞(Ω))d-norm) are given in [T.4].

All these results have critical implications in the treatment of the bound-
ary feedback stabilization problem for the dynamic Oseen equations (lin-
earized Navier–Stokes equations), as well as for the (fully nonlinear) Navier–
Stokes equation itself, as treated in [B-L-T.1]–[B-L-T.3], [R]. More precisely:

(a) The results of [B-L-T.1]–[B-L-T.3] hold true with tangential bound-
ary feedback in the case of the Stokes or Oseen dynamic equations,
with ye sufficiently small in the latter case, thus providing results on
enhancement of stability properties by tangential boundary control.
To this end, Theorems 3.1 and 6.3 are needed.

(b) The tangential boundary control treatment of [B-L-T.1, Section 3.6],
when integrated with that of [R], in the presence also of a normal
component, now yields—by relying on the unique continuation The-
orem 3.2, hence on Theorem 4.2 below—corresponding boundary
feedback stabilization results for general ye, with boundary feedback
control not necessarily tangential.

This is further elaborated and enhanced in Section II.4.
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Remark 3.1. In the case of tangential boundary stabilization of Navier–
Stokes equations treated in [B-L-T.1] (as well as in [B-L-T.2]–[B-L-T.3]), the
argument to establish the unique continuation property given in [B-L-T.1,
Section 3.6, p. 55] is not conclusive in writing [B-L-T.1, Eqn. (3.6.24a), p. 55],
unless the pressure is constant on the portion Γ1 of the boundary, where the
Cauchy data vanish. (We thank J. P. Raymond for pointing out this gap to
the authors of [B-L-T.1] in March 2008.) However, the desired conclusion
of that argument: ϕ̃∗ ≡ 0, p̃∗ ≡ 0 in Ω̃ = Ω ∪ ω—hence the critical linear
independence of the boundary traces {∂νϕ∗ij |Γ }

`i
j=1 [B-L-T.1, Eqn. (3.6.20a),

p. 54] is indeed true at least in the aforementioned cases (1), (2), which are
relevant to the stabilization problem for the (Oseen, hence) Navier–Stokes
equations by a tangential boundary feedback control. Thus, Theorem 4.1
of Section II.4 (in the Stokes case), as well as Theorem 6.3/Corollary 6.4
of Section II.6 (in the case of the Oseen equation with small equilibrium
solution ye in the (W 1,∞(Ω))d-norm) do establish in these two cases (1) and
(2) the required linear independence of the boundary traces {∂νϕ∗ij |Γ }

`i
j=1 in

[B-L-T.1, Eqn. (3.6.20a), p. 54].

II.4. Implication: Linear independence of boundary traces of
eigenfunctions of the Stokes or Oseen problems

Stokes problem. Again, with reference to [Te, p. 39], it is well known
that the Stokes problem over a bounded domain Ω is self-adjoint, with
compact resolvent, and hence possesses an orthonormal sequence of eigen-
functions {wj}∞j=1 corresponding to the positive eigenvalues λj > 0, λj →
+∞ as j → +∞, counted with multiplicity. Thus, for C2-boundary Γ , we
have

(4.1) wj ∈ (H2(Ω))d, pj ∈ H1(Ω), j = 1, 2, . . . ,

and 
(4.2a) (−∆)wj +∇pj = λjwj in Ω;

(4.2b) divwj ≡ 0 in Ω;

(4.2c) wj |Γ = 0.

[In general, with boundary Γ of class Cm for an integer m ≥ 2, we have
wj ∈ (Hm(Ω))d, pj ∈ Hm−1(Ω); while for boundary Γ of class C∞, we have
wj ∈ (C∞(Ω))d, pj ∈ C∞(Ω), j = 1, 2, . . . [Te, p. 39].]

Henceforth, we denote by λi the distinct eigenvalues and by {wij}`ij=1

the corresponding normalized L2(Ω))d-linearly independent eigenfunctions,
where `i is the geometric (= algebraic) multiplicity of the eigenvalue λi. As
a consequence of Theorem 3.1, we obtain
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Theorem 4.1. With reference to the aforementioned eigenproblem
(4.2a–c) and the above notation,

(4.3) the system {∂νwij |Γ }`ij=1 is linearly independent in (L2(Γ ))d.

Proof. Let (as in the proof of Theorem 1D, Part I)

(4.4)
`i∑
j=1

αj∂νwij = ∂ν

( `i∑
j=1

αjwij

)
= ∂νw ≡ 0 on Γ,

where we have defined

(4.5) w =
`i∑
j=1

αjwij ∈ (H2(Ω))d.

We must show that

(4.6) αj ≡ 0, j = 1, . . . , `i.

To this end, we note that by (4.2b), (4.2c) used in (4.5), we have divw ≡ 0
in Ω, and w|Γ = 0. Thus, w satisfies problem (3.1a–d) with ϕ = w and
p =

∑`i
j=1 pj . Application of the uniqueness Theorem 3.1 then yields

(4.7) w ≡
`i∑
j=1

αjwij = 0 in (L2(Ω))d, hence αj ≡ 0, j = 1, . . . , `i,

since the {wij}`ij=1 are linearly independent in (L2(Ω))d. Theorem 4.1 is
proved.

The Oseen problem. We consider the corresponding eigenvalue problem
for the Oseen problem on Ω with C2-boundary Γ . Let λi ∈ C be the dis-
tinct eigenvalues and {wij}`ij=1 be the corresponding normalized (L2(Ω))d-
linearly independent eigenfunctions, where `i denotes the geometric multi-
plicity. Thus, for wij ∈ (H2(Ω))d and pij ∈ H1(Ω), as in (4.1) we have
(4.8a) (−∆)wij + Le(wij) +∇pij = λjwij in Ω;

(4.8b) divwij = 0 in Ω;

(4.8c) wij |Γ = 0.

Theorem 4.2. With reference to (4.8a–c),

(4.9) the system {[∂νwij − pijν]Γ1}
`1
j=1

is linearly independent in (L2(Γ1))d,

where Γ1 is an open subset of Γ of positive surface measure.

The proof of Theorem 4.2 is the same as that of Theorem 4.1, except that
it invokes the unique continuation Theorem 3.2, rather than Theorem 3.1.
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Remark 4.1. We make reference to [B-L-T.1, Section 3.6]. If one re-
places the matrices Wi in [B-L-T.1, (3.6.10), p. 52] with the matrices

(4.10) W̃i =


(w1, ∂νϕ

∗
i1 − pi1ν)Γ · · · (wk, ∂νϕ∗i1 − pi1ν)Γ
...

...

(w1, ∂νϕ
∗
i`i
− pi`iν)Γ · · · (wk, ∂νϕ∗i1 − pi1ν)Γ


of size `i × k, i = 1, . . . ,M , then the required condition

(4.11) rank W̃i = `i, i = 1, . . . ,M,

can be satisfied with infinitely many choices of the vector {w1, . . . , wK},
K ≥ N , precisely by invoking Theorem 4.2, which is critically based on
Theorem 3.2. This case corresponds by combining [B-L-T.1] with [R] to the
boundary stabilization problem for the Navier–Stokes equations, with not
necessarily tangential feedback control.

II.5. Proof of Theorem 1.1

Step 0: Preliminaries ([L-T.1, Appendix 3C, p. 297]). The following con-
siderations are actually local in character, and we may as well focus on a
portion Γ̃ of Γ . Let η ∈ Γ̃ , of class C2. Let ν(η) denote the unit outward
normal vector at η. On the tangent plane Mη of Γ at η, we let [τ1(η), τ2(η)]
denote an orthonormal system of tangent vectors

τ1(η)

η
τ2(η)

ν(η)
�
�
�

�
�
�

@
@
@
@
@
@

@
@
@
@
@
@

�
�
��

�

?

St0

 · ·
·

· ·

Γ̃
Γ̃t

τ(ξ)

τ(η)

ξ

ν(ξ)

ν(η)η

�
��

Q
QQk

�
��

Q
QQk

We then define the vector or point in Ω:

(5.1) ξ = r(t; η) = η + tν(η), −t0 < t < 0, η ∈ Γ̃ ,

|t0| sufficiently small, which for t fixed and η running over Γ̃ , describes the
parallel translation surface Γ̃t of Γ̃ in Ω; moreover, as t runs over (−t0, 0),
the family of surfaces Γ̃t sweeps a collar, or strip, St0 of Γ̃ :

(5.2) Γ̃t = {r(t; η) : η ∈ Γ̃}, St0 =
⋃

−t0<t<0

Γ̃t.
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The map η ∈ Γ̃ 7→ ξ ∈ St0 is one-to-one (the Jacobian is 6= 0). For
each η ∈ Γ̃ and corresponding ξ = η + tν(η) ∈ St0 , we let ν(ξ) be the unit
outward normal to the surface Γ̃t passing through ξ, and let [τ1(ξ), τ2(ξ)]
be the corresponding orthonormal system of tangent vectors. Thus, we
have

(5.3) ν(ξ) = ν(η), [τ1(ξ), τ2(ξ)] = [τ1(η), τ2(η)]

for ξ = η + tν(η), −t0 < t < 0,

that is, the normal unit vector ν(η) at the boundary point η ∈ Γ̃ gener-
ates a constant vector field ν(ξ) for all points ξ of the normal line to η in
the collar; and similarly for the orthonormal system [τ1(η), τ2(η)] of tangent
vectors. In this way, smooth vector fields ν(ξ) and [τ1(ξ), τ2(ξ)] are defined
at all points ξ of the collar, by parallel translation of ν(η) and the pair
[τ1(η), τ2(η)], η ∈ Γ̃ , along the normal line to η. Thus, we may define the
normal derivative and tangential derivatives of a sufficiently smooth vector
w = [w1, . . . , wd], d = 2, 3, to Γ̃t for each point ξ = η + tν(η) of the collar
St0 besides the case η ∈ Γ̃ :

(5.4a)
∂w

∂ν
(ξ) = ∇w(ξ) · ν(ξ);

∂w

∂τi
(ξ) = ∇w(ξ) · τi(ξ), i = 1, 2, ;

(5.4b)
∇τw(ξ) =

∂w

∂τ1
(ξ) · τ1(ξ) +

∂w

∂τ2
(ξ) · τ2(ξ);

∇w(ξ) =
∂w

∂ν
(ξ) · ν(ξ) +∇τw(ξ).

Step 1. Given a vector w = [w1, . . . , wd], d = 2, 3, sufficiently smooth,
the following two relations are well known to hold true pointwise at each
point ξ = Q of the collar of Γ :

(a) [L-T.5, Prop. 3C.6, p. 305], [S-Z, Proposition 2.68, p. 94]:

(5.5) ∆w|Q =
∂2w

∂ν2

∣∣∣∣
Q

+∆Γ (ξ)w

∣∣∣∣
Q

+
[(

∂w

∂ν

)
(div ν)

]
Q

,

where ∆Γ is the tangential Laplacian (∆Γw
∣∣
Q

= ∂2w
∂τ2

∣∣
Q

when d = 2, where
τ = [−ν2, ν1] is the corresponding unit tangential vector).

(b) [A-T, Prop. A.1, Appendix A] For d = 2, 3,

[divw]Q =
[
∂w1

∂x1
+ · · ·+ ∂wd

∂xd

]
Q

(5.6)

=
[
∂w

∂ν
· ν
]
Q

+
[
∂w

∂τ1
· τ1
]
Q

+
[
∂w

∂τ2
· τ2
]
Q

.



Linear independence of boundary traces 495

(c) [L-T.5, Eqn. 3C.68, p. 309] The following property holds true:

(5.7)
∂

∂τi

∂f

∂ν
=

∂

∂ν

∂f

∂τi
+ (div ν)

∂f

∂τi
on Γ, i = 1, 2.

Thus, the commutator of ∂/∂τi and ∂/∂ν is a first-order tangential operator.

Step 2. From (5.6), we readily obtain

Lemma 5.1. Let w ∈ C1(Ω) and let Γ1 be any portion of Γ . Then the
following implication holds true:

(5.8)
w|Γ1 ≡ 0

[divw]Γ1 ≡ 0

}
⇒ ∂w

∂ν

∣∣∣∣
Γ1

· ν = 0,

i.e., ∇w · ν =
∂w

∂ν

∣∣∣∣
Γ1

is tangential to Γ1.

Proof. Invoke (5.6) on Γ1, where ∂w
∂τi

∣∣
Γ1

= 0, i = 1, 2, since w|Γ1 = 0.

Refer also to [B-L-T.1, Lemma 3.3.1] for a related result.

Lemma 5.2. In the notation of the preliminaries, we have

(5.9) ϕ|Γ ≡ 0 ⇒ div
(
∂ϕ

∂ν

)∣∣∣∣
Γ

=
[
∂

∂ν
(divϕ)

]
Γ

,

i.e., div and ∂/∂ν commute on Γ .

Proof. We use (5.6) with w = ∂ϕ/∂ν. We get on Γ :[
div
(
∂ϕ

∂ν

)]
Γ

=
∂2ϕ

∂ν2

∣∣∣∣
Γ

· ν +
∂

∂τ1

∂ϕ

∂ν

∣∣∣∣
Γ

· τ1 +
∂

∂τ2

∂ϕ

∂ν

∣∣∣∣
Γ

· τ2

(5.7)
=

∂2ϕ

∂ν2

∣∣∣∣
Γ

· ν +
[
∂

∂ν

∂ϕ

∂τ1

]
Γ

· τ1 +
[
∂

∂ν

∂ϕ

∂τ2

]
Γ

· τ2

+
[
(div ν)

∂ϕ

∂τ1

]
Γ

· τ1 +
[
(div ν)

∂ϕ

∂τ2

]
Γ

· τ2

=
{
∂

∂ν

[
∂ϕ

∂ν
· ν +

∂ϕ

∂τ1
· τ1 +

∂ϕ

∂τ2
· τ2
]}

Γ

+ (div ν)��
�∂ϕ

∂τ1

∣∣∣∣
Γ

· τ1 + (div ν)��
�∂ϕ

∂τ2

∣∣∣∣
Γ

· τ2

(5.6)
=

∂

∂ν
(divϕ)

∣∣∣∣
Γ

,

where ∂ϕ
∂τi

∣∣
Γ

= 0 since ϕ|Γ = 0 by assumption.
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Corollary 5.3. Via Lemma 5.2 , in the same notation,

(5.10)
ϕ|Γ ≡ 0

divϕ ≡ 0 in a collar of Γ

}
⇒
[
div
(
∂ϕ

∂ν

)]
Γ

=
[
∂

∂ν
(divϕ)

]
Γ

= 0.

Step 3. Continuing with the proof of Theorem 3.1, we have

Proposition 5.4. The Stokes problem (3.1a–c) of Part II [with no use
of (3.1d)] implies the following problem for the pressure p:
(5.11a) ∆p = 0 in Ω;

(5.11b)
∂p

∂ν

∣∣∣∣
Γ

= ∆ϕ · ν =
∂2ϕ

∂ν2
· ν on Γ .

Proof. In fact, (5.11a) is obtained as usual by taking “div” across (3.1a)
and using (3.1b). Moreover, (5.11b), in the preliminary form ∂p

∂ν

∣∣
Γ

= ∆ϕ · ν
on Γ , is obtained by restricting (3.1a) to Γ , taking the dot product with ν

and using (3.1c). Moreover, we obtain ∆ϕ · ν = ∂2ϕ
∂ν2 · ν on Γ by applying

(5.5) to ϕ:

(5.12) ∆ϕ · ν =
∂2ϕ

∂ν2
· ν +

�
��

��∆Γϕ · ν +
�
��

�
�

(
∂ϕ

∂ν

)
· ν(div ν) on Γ

using (3.1c) (so that ∂2ϕ
∂τ2
i

∣∣
Γ

= 0 and ∆Γϕ|Γ = 0), and invoking further

(3.1b) and (5.8) of Lemma 5.1, so that ∂ϕ
∂ν · ν = 0 on Γ . Thus (5.11a–b) is

established from (5.12).

We reiterate that up to this point in our argument including Proposi-
tion 5.4, we have not used the over-determined B.C. (3.1d): ∂ϕ

∂ν

∣∣
Γ

= 0; only
the special property ∂ϕ

∂ν · ν = 0 on Γ , as a consequence of (3.1b), (3.1c) via
Lemma 5.1. The assumption (3.1d) will be used for the first time in the next
Step 4.

Step 4.

Lemma 5.5. Assume (3.1b–d). Then

(5.13)
∂

∂ν

(
∂ϕ

∂ν

)
· ν = 0 on Γ ; that is,

∂2ϕ

∂ν2
· ν = 0 on Γ.

Proof. By (3.1b) and (3.1c), Corollary 5.3 applies and thus we obtain[
div
(∂ϕ
∂ν

)]
Γ

= 0 by (5.10). Thus, at this point, involving also (3.1c), the
following two properties hold true, under all present assumptions:

(5.14)
∂ϕ

∂ν

∣∣∣∣
Γ

= 0, div
(
∂ϕ

∂ν

)∣∣∣∣
Γ

= 0.
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Then the desired implication (5.14)⇒(5.13) is merely an application of
Lemma 5.1 with w = ∂ϕ

∂ν . In fact, in this notation, (5.14) is the assump-
tion of Lemma 5.1 and (5.13) its conclusion.

Step 5. We now return to the elliptic problem for p in (5.11a–b) and
obtain, via (5.14) of Lemma 5.5, the following result.

Theorem 5.6.

(i) The over-determined Stokes problem (3.1a–d) implies
(5.15a) ∆p = 0 on Ω;

(5.15b)
∂p

∂ν

∣∣∣∣
Γ

= ∆ϕ · ν =
∂2ϕ

∂ν2
· ν = 0 on Γ .

(ii) Hence,

(5.16) p ≡ const in Ω, ∇p ≡ 0 in Ω.

Proof. (i) The p-problem (5.11a–b) of Proposition 5.4 specializes to the
homogeneous problem (5.15a–b), by application of (5.13) of Lemma 5.5
(which relies on the over-determined B.C. (3.1d)).

(ii) Green’s first theorem applied to problem (5.15a–b) yields

(5.17) 0 =
�

Ω

∆pp dΩ =
�

Γ
��

�∂p

∂ν
p dΓ −

�

Ω

|∇p|2dΩ,

and hence ∇p ≡ 0 in Ω.

Step 6. Having obtained ∇p ≡ 0 in (5.16), we return to problem
(3.1a–d), which then becomes a standard over-determined eigenvalue/func-
tion problem for the Laplacian and thus yields a fortiori

(5.18) ϕ ≡ 0 in Ω,

as noted in the proof of Theorem 1.D of Part I, in the paragraph below (1.12).
[Over-determination, i.e., Cauchy data zero, on all of Γ is too strong a
condition at this stage.] Thus, Theorem 3.1 is proved.

Remark 5.1. If we start instead with the Oseen problem (3.3), (3.4)—
in place of the Stokes equation (3.1a)—plus the additional conditions
(3.1b–d) of Part II, we get the following elliptic problem:
(5.19a) ∆p = −divLe(ϕ) in Ω;

(5.19b)
∂p

∂ν

∣∣∣∣
Γ

= 0,
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where

divLe(ϕ) = div{(ye · ∇)ϕ+ (ϕ · ∇)ye}(5.20a)

= 2 div[(ye · ∇)ϕ] = 2 div[(ϕ · ∇)ye](5.20b)

= 2{(∂x1ye) · ∇ϕ1 + (∂x2ye) · ∇ϕ2 + (∂x3ye) · ∇ϕ3}(5.21a)

= 2{(∂x1ϕ) · ∇ye1 + (∂x2ϕ) · ∇ye2 + (∂x3ϕ) · ∇ye3}(5.21b)

is actually a first-order differential operator. [The proof of (3.20), (3.21) is
given below and uses divϕ ≡ 0 and div ye ≡ 0 inΩ.] At any rate, the pressure
problem is no longer decoupled from ϕ in the Oseen case in (5.19a–b), unlike
the Stokes case in (5.15a–b). The above argument for the Stokes problem is
no longer sufficient.

Proof of (3.20), (3.21). We shall treat both terms of Le(ϕ) in (3.4)
separately.

Step 1. We shall first show that divϕ ≡ 0 in Ω implies

div[(ye · ∇)ϕ] = ye1x1ϕ1x1 + ye2x1ϕ1x2 + ye3x1ϕ1x3(5.22)
+ ye1x2ϕ2x1 + ye2x2ϕ2x2 + ye3x2ϕ2x3

+ ye1x3ϕ3x1 + ye2x3ϕ3x2 + ye3x3ϕ3x3 .

The above identity displays symmetry between ye and ϕ. Thus, it can either
be read horizontally, leading to

(5.23) div[(ye · ∇)ϕ]

= ∂x1


ye1

ye2

ye3

 ·

ϕ1x1

ϕ1x2

ϕ1x3

+ ∂x2


ye1

ye2

ye3

 ·

ϕ2x1

ϕ2x2

ϕ2x3

+ ∂x3


ye1

ye2

ye3

 ·

ϕ3x1

ϕ3x2

ϕ3x3


= (∂x1ye) · ∇ϕ1 + (∂x2ye) · ∇ϕ2 + (∂x3ye) · ∇ϕ3,

or vertically, leading to

(5.24) div[(ye · ∇)ϕ]

= ∂x1


ϕ1

ϕ2

ϕ3

 ·

ye1x1

ye1x2

ye1x3

+ ∂x2


ϕ1

ϕ2

ϕ3

 ·

ye2x1

ye2x2

ye2x3

+ ∂x3


ϕ1

ϕ2

ϕ3

 ·

ye3x1

ye3x2

ye3x3


= (∂x1ϕ) · ∇ye1 + (∂x2ϕ) · ∇ye2 + (∂x3ϕ) · ∇ye3.

To prove (5.22), we compute
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(5.25) div[(ye · ∇)ϕ]

= div


ye · ∇ϕ1

ye · ∇ϕ2

ye · ∇ϕ3

 =
3∑
i=1

∂xi(ye1ϕix1 + ye2ϕix2 + ye3ϕix3)

= ye1x1ϕ1x1 +
!!

!!ye1ϕ1x1x1 + ye2x1ϕ1x2 + ye2 aa
aa ϕ1x2x1

+ ye3x1ϕ1x3 + ye3!!
!!

!!
!!ϕ1x3x1

+ ye1x2ϕ2x1 +
!!

!!ye1ϕ2x1x2 + ye2x2ϕ2x2 + ye2 aa
aa ϕ2x2x2

+ ye3x2ϕ2x3 + ye3!!
!!

!!
!!ϕ2x3x2

+ ye1x3ϕ3x1 +
!!

!!ye1ϕ3x1x3 + ye2x3ϕ3x2 + ye2 aa
aa ϕ3x2x3

+ ye3x3ϕ3x3 + ye3!!
!!

!!
!!ϕ3x3x3 .

But, from (3.1b): divϕ = ϕ1x1 + ϕ2x2 + ϕ3x3 ≡ 0 in Ω, we obtain for the
terms of the second column, fourth column, sixth column in (5.25):

ye1(ϕ1x1x1 + ϕ2x1x2 + ϕ3x1x3) = ye1∂x1(divϕ) ≡ 0;(5.26a)

ye2(ϕ1x2x1 + ϕ2x2x2 + ϕ3x2x3) = ye2∂x2(divϕ) ≡ 0;(5.26b)

ye3(ϕ1x3x1 + ϕ2x3x2 + ϕ3x3x3) = ye3∂x3(divϕ) ≡ 0.(5.26c)

Using (5.26a–c) in (5.25) yields (5.22).

Step 2. By the symmetry of (5.22) in ye and ϕ, it follows that the
condition div ye ≡ 0 in Ω likewise implies the RHS of (5.22):

(5.27) div[(ϕ · ∇)ye] = RHS of (5.22).

Step 3. Thus, under both conditions (3.1b) for ϕ and (3.5b) for ye, we
obtain

(5.28) divϕ ≡ 0, div ye ≡ 0 in Ω

⇒ div[(ye · ∇)ϕ] ≡ div[(ϕ · ∇)ye] ≡ RHS of (5.22)

= (5.23) = (5.24),

and so (5.20), (5.21) follow from (5.28).

Remark 5.2. We remark that if the Oseen equation (3.3), (3.4) is re-
placed by

(−∆)ϕ+ (ye · ∇)ϕ− (ϕ · ∇)ye +∇p = λϕ,

i.e., with the minus sign between the two first-order terms rather than the
plus sign as in (3.4), then one would still get (5.15a–b), (5.16), and the
unique continuation conclusion of Theorem 3.1 of Part II would still hold.
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We conclude this section by providing the projection of the Oseen equa-
tion (3.3) onto the space H [C-F, p. 7], [Te, p. 15], where L2(Ω) = H +H⊥

(orthogonal sum) with

H = {h ∈ (L2(Ω))d : div h ≡ 0 in Ω; h · ν = 0 on Γ};(5.29a)

H⊥ = {u ∈ (L2(Ω))d : u = ∇p, p ∈ H1(Ω)}.(5.29b)

Corollary 5.7. With reference to the over-determined Oseen problem
(3.3), (3.4), (3.1b–d) with ϕ ∈ (H2(Ω))d, p ∈ H1(Ω), we have

(5.30a) ϕ,∆ϕ ∈ H ≡ {f ∈ (L2(Ω))d : div f ≡ 0 in Ω; f · ν = 0 on Γ}.
Hence, if P is the Helmholtz/Leray projector [C-F, p. 9] (L2(Ω))d → H,
then

(5.30b) Pϕ = ϕ; P∆ϕ ≡ ∆ϕ; P∇p = 0,

and applying P across the Oseen equation (3.3) yields

(5.31) (−∆)ϕ+ PLe(ϕ) = λϕ in Ω.

Proof. Under the present assumptions, the critical relation ∆ϕ · ν = 0
on Γ was established in (5.13), (5.15b). Then, via (5.29a–b), (5.30a–b),
application of P to (1.3) yields (3.31).

The p-problem (5.19a–b). Unlike the Stokes problem, the p-problem
(5.19a–b) is coupled in the Oseen case.

Proposition 5.8. With reference to the p-problem (5.19a–b), we have

(5.32)
�

Ω

|∇p|2 dΩ = −(Le(ϕ),∇p)Ω,

where

(5.33) (Le(ϕ),∇p)Ω = 2((ye · ∇)ϕ,∇p)Ω = 2((ϕ · ∇)ye,∇p)Ω.
Hence,

‖∇p‖(L2(Ω))d ≤

{
(5.34) 2‖(ye · ∇)ϕ‖(L2(Ω))d ;

(5.35) 2‖(ϕ · ∇)ye‖(L2(Ω))d .

Proof. (5.32) follows by first taking the (complex) (L2(Ω))d-inner prod-
uct of (5.19a) with p and applying Green’s first theorem using (5.19b):

(5.36)
�

Ω

∆pp dΩ =
�

Γ�
�
��

∂p

∂ν
p dΓ −

�

Ω

|∇p|2dΩ.

Moreover, since L2(ϕ)|Γ = 0 by (3.4) via (3.5c), (3.1c), via the divergence
formula we have

(5.37) −(divLe(ϕ), p)Ω = −
�

Γ

pLe(ϕ)
�
��

�· ν dΓ + (Le(ϕ),∇p).

Equating (5.36) and (5.37)—as required by (5.19a)—yields (5.32).
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To prove (5.33), we either recall (5.20a–b) as applied to (5.37) and repeat
the argument in (5.37):

LHS of (5.37) = −2(div[(ye · ∇)ϕ], p)(5.38)

= −2
�

Γ

p(ye · ∇)
��

�
�

ϕ · ν dΓ + 2((ye · ∇)ϕ,∇p)Ω,

LHS of (5.37) = −2(div[(ϕ · ∇)ye], p)(5.39)

= −2
�

Γ

p(ϕ · ∇)
�
��

�ye · ν dΓ + 2((ϕ · ∇)ye,∇p)Ω,

or else, equivalently, recalling (3.4), we obtain

Le(ϕ) = [(ye · ∇)ϕ− (ϕ · ∇)ye] + 2(ϕ · ∇)ye,(5.40)

Le(ϕ) = [(ϕ · ∇)ye − (ye · ∇)ϕ] + 2(ye · ∇)ϕ,(5.41)

where

(5.42) [(ye · ∇)ϕ− (ϕ · ∇)ye] ∈ H; [(ϕ · ∇)ye − (ye · ∇)ϕ] ∈ H,

since these two terms are both divergence-free by (5.28), and both vanish
on Γ , by (3.1c), (3.5c). Hence,

(5.43) ([(ye·∇)ϕ−(ϕ·∇)ye],∇p)Ω = 0, ([(ϕ·∇)ye−(ye·∇)ϕ],∇p)Ω = 0,

as ∇p ∈ H⊥. Then (5.40), (5.41), (5.43) yield again (5.33).
Finally, (5.32), (5.33) yield (5.34), (5.35) via the Schwarz inequality.

Remark 5.3. The author has a few proofs showing that at least for ye
sufficiently small in the (W 1,∞(Ω))d-norm, the Oseen problem (3.3), (3.1b),
(3.1c), (3.1d) implies

(5.44) ϕ ≡ 0 in Ω, hence ∇p ≡ 0 in Ω.

(Notice the reverse order: First ϕ ≡ 0 in Ω, then ∇p ≡ 0 in Ω, via (3.3); in
the above Stokes argument, we obtained first ∇p ≡ 0 in Ω, and then ϕ ≡ 0
in Ω via (1.1a).) One such proof uses the Rellich multiplier ((x− x0) · ∇)ϕ;
another, a Carleman inequality. They will be given elsewhere [T.4].

Instead, in the next section we provide a topological result complement-
ing the conclusion given by (5.44).

II.6. The set of “good” equilibrium solutions ye is open in
(W 1,∞(Ω))d for the Oseen problem

The given Oseen eigenproblem. In this section we consider the eigen-
value/function problem for the Oseen equation (3.3), (3.4). Thus let ye ∈
(H2(Ω))d ∩V be a given equilibrium solution. For such ye, let

(6.1) λ ∈ C, w ∈ (H2(Ω))d, p ∈ H1(Ω),
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with, say, w normalized in (L2(Ω))d, satisfy the following Oseen eigenprob-
lem: 
(6.2a) (−∆)w + Le(w) +∇p = λw in Ω;

(6.2b) divw ≡ 0 in Ω;

(6.2c) w = 0 on Γ ;
(6.3) Le(w) = (ye · ∇)w + (w · ∇)ye,

so that λ is an eigenvalue and w a (generally speaking, complex-valued)
corresponding eigenfunction.

Applying the Helmholtz–Leray projector P to (6.2a) we obtain the cor-
responding pressure-free formulation
(6.4a) (−P∆)w + PLe(w) = λw in Ω;

(6.4b) divw ≡ 0 in Ω; or Aew = λw;

(6.4c) w = 0 on Γ ;{
(6.5a) Ae = A+Ae : H ⊃ D(Ae) = D(A) = (H2(Ω))d ∩ V → H;

(6.5b) Aef = −P∆f + PLe(f), f ∈ D(Ae);
(6.6) Af=−P∆f : H ⊃D(A)→H; Aef=PLe(f); D(Ae) = V =D(A1/2).

As is well known, A is a self-adjoint positive definite operator in H with
compact (resolvent) A−1 on H [C-F, p. 32]. Moreover, the (closed) operator
−Ae likewise has compact resolvent and generates a s.c. analytic semigroup
on H (−Ae is, in fact, sectorial). It follows that the (closed) operator −Ae
has a finite number N of unstable eigenvalues (consistently with (6.2a), these
will be denoted by {−λj}∞j=1), with Re(−λj) ≥ 0 (the unstable eigenvalues
of the free dynamic generator −Ae):

(6.7) Re(−λN+1)< 0≤ Re(−λN )≤ · · · ≤ Re(−λ1); {λj}∞j=1⊂ σp(Ae).

The eigenvalues are repeated according to their algebraic multiplicity `j .

A small perturbation of (6.2a–c). Let ye ∈ (H2(Ω))d ∩ V and let

(6.8a) Bye(R) = {ỹe ∈ (H2(Ω))d ∩ V : ‖ỹe − ye‖(W 1,∞(Ω))d < R}

be a ball of equilibrium solutions centered at ye of radius R, where the norm
of (W 1,∞(Ω))d is defined by

(6.8b) ‖f‖(W 1,∞(Ω))d = ‖f‖(L∞(Ω))d + ‖∇f‖(L∞(Ω))d .

Theorem 6.1. With reference to the eigenproblem (6.2a–c) or (6.4a–c)
in {λ,w} generated by the equilibrium solution ye, assume that

(6.9)
∂w

∂ν

∣∣∣∣
Γ

6≡ 0.
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Then there exists a sufficiently small R > 0 such that for every equilibrium
solution ỹe ∈ Bye(R) defined in (6.8a), one has the following Oseen eigen-
problem in {λ̃, w̃}:
(6.10a) (−∆)w̃ + Lẽ(w̃) +∇p̃ = λ̃w̃ in Ω;

(6.10b) div w̃ ≡ 0 in Ω; Aẽw̃ = λ̃w;

(6.10c) w̃ = 0 on Γ ;

(6.11) Lẽ(w̃) = (ỹe · ∇)w̃ + (w̃ · ∇)ỹe,

for some p̃ ∈ H1(Ω), with the following properties:

(i) λ̃ has the same algebraic multiplicity of λ;
(ii) we have

(6.12) ‖w̃ − w‖(L2(Ω))d ≤ C‖ỹe − ye‖(W 1,∞(Ω))d ;

(iii) in particular ,

(6.13)
∥∥∥∥∂ŵ∂ν − ∂w

∂ν

∥∥∥∥
(H−3/2(Γ ))d

≤ C‖ỹe − ye‖(W 1,∞(Ω))d ,

so that , in particular ,

(6.14)
∂w̃

∂ν

∣∣∣∣
Γ

6≡ 0.

Proof. This result follows as an application of [Ka, Thm. 3.16, in par-
ticular, Thm. 3.18, pp. 212–214], in the following way. We take as closed
operator T in [Ka] the operator T = Ae = A + Ae in (6.5), with perturba-
tion (called A in [Ka, Thm. 3.18]) given by Aẽ − Ae, so that the perturbed
operator, called S in [Ka], is

(6.15) S = Ae + (Aẽ −Ae) = (A+Ae) + (Aẽ −Ae) = A+Aẽ = Aẽ,
as desired. The perturbation Aẽ − Ae is A-bounded, hence Ae-bounded; in
fact, Aẽ − Ae is A1/2-bounded. More precisely, in view of (6.5), (6.6), we
estimate, for f ∈ (H2(Ω))d ∩ V = D(Ae) = D(Aẽ), via (6.3), (6.4):

‖(Aẽ −Ae)f‖H = ‖P (Lẽ − Le)(f)‖H(6.16)

≤ ‖P‖ ‖((yẽ − ye) · ∇)f + (f · ∇)(yẽ − ye)‖(6.17)

≤ C‖yẽ − ye‖(W 1,∞(Ω))d [‖f‖H + ‖f‖V ].(6.18)

Thus, in the condition [Ka, Eqn. (3.14), p. 214],

(6.19) sup
ζ∈Γ

[a‖R(ζ,Ae)‖+ b‖AeR(ζ,Ae)‖] < 1,

which is required for the application of [Ka, Thm. 3.18, p. 214], we can take
both constants a = b = C‖yẽ−ye‖(W 1,∞(Ω))d to be arbitrarily small, by tak-
ing ‖yẽ − ye‖(W 1,∞(Ω))d sufficiently small, via (6.18), no matter what closed
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path Γ surrounding the eigenvalue λ (or any finite number of eigenvalues)
one considers. This is so also because ‖AeR(ζ,−Ae)‖ is uniformly bounded
by a constant, for all ζ ∈ %(−Ae) (the resolvent set of −Ae), since −Ae
is the generator of a s.c. analytic semigroup on H. Thus, [Ka, Thm. 3.18,
p. 214] is applicable and produces conclusions (i) and (ii), from which con-
clusion (iii) = (6.13) follows. Because of (6.9), (6.14) then follows as well,
for sufficiently small a = b.

A generalization to finitely many eigenvalues. Indeed, as noted at the
end of the proof of Theorem 6.1 given above, [Ka, Thm. 3.16; in particular,
Thm. 3.18; pp. 212–214] permits us to obtain a more general perturba-
tion result involving finitely many eigenvalues, say, the unstable eigenvalues
−λ1, . . . ,−λN of −Ae in (6.7). To this end, we generalize problem (6.2a–c)
[or (6.4a–c)] by considering for j = 1, . . . , N :
(6.20a) (−∆)wj + Le(wj) +∇pj = λjwj in Ω;

(6.20b) divwj ≡ 0 in Ω;

(6.20c) wj = 0 on Γ ;
or 
(6.21a) (−P∆)wj + PLe(wj) = λjwj ;

(6.21b) divwj ≡ 0, or Aewj = λjwj ;

(6.21c) wj = 0.

Theorem 6.2. With reference to the eigenvalue problems (6.20a–c) or
(6.21a–c) in {λj , wj} generated by the equilibrium solution ye, assume that

(6.22)
∂wj
∂ν

∣∣∣∣
Γ

6≡ 0, j = 1, . . . , N.

Then there exists a sufficiently small R such that for every equilibrium so-
lution ỹe ∈ Bye(R) defined by (6.8a), one obtains the following Oseen eigen-
problem in {λ̃j , w̃j}:
(6.23a) (−∆)w̃j + Lẽ(w̃j) +∇p̃j = λ̃jw̃j in Ω;

(6.23b) div w̃j ≡ 0 in Ω; Aẽw̃j = λ̃jw̃j ;

(6.23c) w̃j = 0 on Γ ,

Lẽ defined by (6.11), for some p̃j ∈ H1(Ω), with the following properties:

(i) each λ̃j has the same algebraic multiplicity as λj ;
(ii) the dimension of the (unstable) eigenspace generated by the span

of the generalized eigenfunctions corresponding to λ̃1, . . . , λ̃N is the
same as the dimension of the (unstable) eigenspace generated by the
span of the generalized eigenfunctions corresponding to λ1, . . . , λN ;
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(iii) we have

(6.24)
N∑
j=1

‖w̃j − wj‖(L2(Ω))d ≤ C‖ỹe − ye‖(W 1,∞(Ω))d ;

(iv) in particular ,

(6.25)
N∑
j=1

∥∥∥∥∂w̃j∂ν
− ∂wj

∂ν

∥∥∥∥
(H−3/2(Γ ))d

≤ C‖ỹe − ye‖(W 1,∞(Ω))d ;

so that , in particular ,

(6.26)
∂w̃j
∂ν

∣∣∣∣
Γ

6≡ 0, j = 1, . . . , N.

Next, call an equilibrium solution ye good if the over-determined Oseen
problem (3.3), (3.4), (3.1b–d):
(6.27a) (−∆)ϕ+ Le(ϕ) +∇p = λϕ in Ω;

(6.27b) divϕ ≡ 0 in Ω;

(6.27c) ϕ|Γ ≡ 0;
∂ϕ

∂ν

∣∣∣∣
Γ

≡ 0,

implies the (desired) conclusion of Theorem 3.1 (for the Stokes problem)

(6.28) ϕ ≡ 0 in Ω; p ≡ const in Ω.

Then Theorem 6.1, or Theorem 6.2, can be reformulated as follows via a
contradiction argument.

Theorem 6.3.

(a) The set of good equilibrium solutions ye is open in the (W 1,∞(Ω))d-
norm.

(b) In particular , due to Theorem 3.1, the following holds true: there
is a sphere Bye=0(R) of suitably small radius R > 0 around the
zero equilibrium solution ye = 0 (Stokes problem) such that every
ỹe ∈ Bye=0(R) is a good equilibrium solution; that is, the implica-
tion (6.27a–c)⇒(6.28) holds true for all such ỹe of sufficiently small
(W 1,∞(Ω))d-norm.

Corollary 6.4. In the Oseen eigenvalue problem consisting of (4.2a)
with the additional term Le(wj), i.e., of

(6.29) (−∆)wj + Le(wj) +∇pj = λjwj in Ω,

along with conditions (4.2a–c), the linear independence of the boundary
traces {∂νwij |Γ }`ij=1 in (L2(Γ ))d, as in conclusion (4.3) of Theorem 4.1, is
still valid for the equilibrium solutions ye for which Theorem 6.3 holds true.
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Remark 6.1. While the unique continuation for the over-determined
Oseen problem (6.27a–c) is of interest for any potential eigenvalue λ of
the operator Ae in (6.5a–b), thus typically with Reλ > 0, it is the case
Reλ ≤ 0 that corresponds to the unstable eigenvalues of the free dy-
namics generator −Ae (see (6.7)) that is critical in stabilization problems
[B-L-T.1].

II.7. Proof of Theorem 3.2. In this section, we provide a proof of
Theorem 3.2, which is based on [B-L-T.1, Sect. 3.6]. We return to the
Oseen problem (3.7a–c). Following a classical elliptic approach, we extend
ϕ ∈ (H2(Ω))d and p ∈ H1(Ω) by zero locally across the portion Γ1 of the
boundary—where (3.7c) holds true—onto a set ω exterior to Ω. Thus, we
set

ϕ̂ =
{
ϕ in Ω;

0 in ω;
p̂ =

{(7.1a) p in Ω;

(7.1b) 0 in ω;
G = Ω ∪ ω.

Let ŷe be a smooth extension of ye onto ω so that ŷe ∈ H(G). Denote by Lê
the operator (3.4) with ye replaced by ŷe.

PP
PP
PPP
PPP
PPPHHj

ω

Γ1
Ω

@@I

Step 1. We claim that the extended pair {ϕ̂, p̂} satisfies, in the distri-
butional sense, over G = Ω ∪ ω,

(−∆)ϕ̂+Lê(ϕ̂)+∇p̂−λϕ̂ =

{
(7.2a) (−∆)ϕ+ Le(ϕ) +∇p− λϕ in Ω;

(7.2b) 0 in ω;

that is, for all ψ ∈ (C∞0 (G))d, we have

(7.3)
�

G

[(−∆)ϕ̂+ Lê(ϕ̂) +∇p̂− λϕ̂] · ψ dG

=
�

Ω

[(−∆)ϕ+ Le(ϕ) +∇p− λϕ] · ψ dΩ.

To this end, in the following identities, we use the definition of distributional
derivative, followed by the definition of {ϕ̂, p̂} in (7.1), and usual Green
identities on Ω, with sufficiently smooth boundary Γ , and ϕ ∈ (H2(Ω))d,
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p ∈ H1(Ω), ψ ∈ (C∞0 (G))d. We obtain�

G

(−∆)ϕ̂ · ψ dG = −
�

G

ϕ̂ ·∆ψ dG = −
�

Ω

ϕ ·∆ψ dΩ(7.4)

=
�

Ω

(−∆)ϕ · ψ dΩ −
�

Γ

ϕ · ∂ψ
∂ν

dΓ +
�

Γ

∂ϕ

∂ν
· ψ dΓ,(7.5)

by use of Green’s second theorem in passing from (7.4) to (7.5). Moreover�

G

∇p̂ · ψ dG = −
�

G

p̂ divψ dG = −
�

Ω

p divψ dΩ(7.6)

=
�

Γ

pψ · ν dΓ +
�

Ω

∇p · ψ dΩ,(7.7)

by use of the divergence formula in passing from (7.6) to (7.7). Summing up
(7.5) and (7.7) yields

�

G

[(−∆)ϕ̂+∇p̂] · ψ dG =
�

Ω

[(−∆)ϕ+∇p] · ψ dΩ +
�

Γ
�
��

�
ϕ · ∂ψ

∂ν
dΓ(7.8)

+
�

Γ

[
∂ϕ

∂ν�
�
��
�

− pν
]
· ψ dΓ.

The two boundary integrals vanish since ψ|Γ\Γ1
= 0, ∂ψ

∂ν

∣∣
Γ\Γ1

= 0 as ψ ∈
(C∞0 (G))d, while ϕ|Γ1 = 0 and

[∂ϕ
∂ν − pν

]
Γ1

= 0 by (3.7c).
By the definition of Le in (3.4), one readily obtains via (7.1) for ϕ̂�

G

Lê(ϕ̂) · ψ dG =
�

G

[(ŷe · ∇)ϕ̂+ (ϕ̂ · ∇)ŷe] · ψ dG(7.9)

=
�

Ω

[(ye · ∇)ϕ+ (ϕ · ∇)ye] · ψ dΩ =
�

Ω

Le(ϕ) · ψ dΩ.

Then (7.8), (7.9), and (7.1) establish (7.3), that is, (7.2).

Step 2. In a similar vein, we obtain in G,

(7.10) div ϕ̂ =
{divϕ = 0 in Ω;

0 in ω;

�

G

(div ϕ̂)ψ dG =
�

Ω

(divϕ)ψ dΩ,

for all ψ ∈ C∞0 (G); and moreover,

(7.11) ϕ̂ ∈ (H2(G))d; p̂ ∈ H1(G).

Step 3. Thus, the extended triple {ϕ̂, p̂, ŷe} satisfies in G the following
Oseen problem: 
(7.12a) (−∆)ϕ̂+ Le(ϕ̂) +∇p̂ = λϕ̂ in G;

(7.12b) div ϕ̂ = 0 in G;

(7.12c) ϕ̂|Γ1 = 0; ϕ̂ ≡ 0 in ω.
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We can now invoke the unique continuation theorem for the Oseen problem
(7.12a–c) where ϕ̂ ≡ 0 in the interior subdomain ω and conclude that

(7.13) ϕ̂ ≡ 0 in G; p̂ ≡ const in G; so ϕ ≡ 0 in Ω; p ≡ const in Ω

(see [F, Section 4], [B-T, Lemma 3.7], and [T.5] for the Oseen problem).
References [F-L.1], [F-L.2] give a similar unique continuation result for the
Stokes problem. Thus Theorem 3.2 is proved.

II.8. Second proof of Theorem 3.1: Reduction to a biharmonic
equation for d = 2. The present analysis applies for d = 2. In this case,
it is well known [Te, p. 36] that the Stokes equation can be converted to
a biharmonic equation. Presently, we shall reduce (when d = 2) the over-
determined Oseen problem in the unknown ϕ(x, y) = [ϕ1(x, y), ϕ2(x, y)]:
(8.1a) (−∆)ϕ+ Le(ϕ) +∇p = λϕ in Ω;

(8.1b) divϕ ≡ 0 in Ω;

(8.1c) ϕ|Γ ≡ 0;
∂ϕ

∂ν

∣∣∣∣
Γ

≡ 0 in Γ ;

(8.2) Le(ϕ) = (ye · ∇)ϕ+ (ϕ · ∇)ye,

to an over-determined biharmonic problem. To this end, define the function

(8.3) %(x, y) ≡ −
x�
ϕ2(ξ, y) dξ,

identified up to a constant, so that
(8.4a) %x(x, y) = −ϕ2(x, y);

(8.4b) %y(x, y) = −
x�
ϕ2y(ξ, y) dξ =

x�
ϕ1x(ξ, y) dξ = ϕ1(x, y),

recalling ϕ1x + ϕ2y ≡ 0 in Ω, by (8.1b). Thus, [Te, p. 36. Eqn. 2.58]

(8.5) ϕ = [ϕ1, ϕ2] = [%y,−%x].

Proposition 8.1. The change of variable (8.3)–(8.5) transforms the
over-determined Oseen problem (8.1a–c) in the variables {ϕ(x, y), p(x, y)}
into the following over-determined biharmonic problem in the variable
%(x, y), with three homogeneous boundary conditions:
(8.6a) ∆2%+ λ∆%+ (ye · ∇)

[
%y

−%x

]
+
([

%y

−%x

]
· ∇
)
ye = 0 in Ω;

(8.6b) %|Γ ≡ 0;
∂%

∂ν

∣∣∣∣
Γ

≡ 0, ∆%|Γ ≡ 0.

Proof. First, for the regular Stokes problem, one obtains the first two
terms in (8.6a), as well as the first two boundary conditions [Te, p. 36]. For
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short (for ye = 0):{
(8.7a) (−∆)ϕ1 + px = λϕ1∂y ⇒ (−∆)ϕ1y + pxy = λϕ1y,

(8.7b) (−∆)ϕ2 + py = λϕ2∂x ⇒ (−∆)ϕ2x + pyx = λϕ2x,

and subtracting (8.7b) from (8.7a) yields

(8.8) (−∆)(ϕ1y − ϕ2x) = λ(ϕ1y − ϕ2x), or ∆2%+ λ∆% = 0,

via (8.5). Next, the Oseen term Le(ϕ) in (8.2) produces the additional term
noted in (8.6a). As to the boundary conditions, ϕ|Γ = 0 in (8.1c) yields
%x|Γ = %y|Γ = 0 via (8.5), hence [L-T.5, p. 299] ∂%

∂ν

∣∣
Γ

= %xν1 + %yν2|Γ = 0,
and ∂%

∂τ

∣∣
Γ

= 0, or %|Γ = const, and we can take %|Γ = 0.

Moreover, ∂ϕ
∂ν

∣∣
Γ

= 0 implies ∂%y
∂ν

∣∣
Γ

= 0 and ∂%x
∂ν

∣∣
Γ

= 0 via (8.5), hence
via [L-T.1, p. 299]:

(8.9) %xx|Γ =
[
ν1
∂%x
∂ν
−ν2

∂%x
∂ν

]
Γ

= 0 and %yy|Γ =
[
ν2
∂%y
∂ν

+ν1
∂%y
∂ν

]
Γ

= 0,

and ∆%|Γ = 0.

The Stokes case ye = 0. In this case, problem (8.1) becomes
(8.10a) ∆2%+ λ∆% = 0 in Ω;

(8.10b) %|Γ =
∂%

∂ν

∣∣∣∣
Γ

= ∆%|Γ = 0.

Proposition 8.2. Problem (8.10a–b) implies % ≡ 0 in Ω. Accordingly ,
the Stokes problem (8.1a–c) (with ye ≡ 0) implies (via (8.5)) ϕ ≡ 0 in Ω
and p ≡ const in Ω.

Proof. Set y = ∆% in Ω, which along with %|Γ = 0 yields % = A−1
D y,

where AD is the Dirichlet Laplacian, a negative self-adjoint operator
on L2(Ω). Then (8.10a–b) is rewritten in the y-variable as

(8.11) ∆y + λy = 0 in Ω; y|Γ = 0,
∂A−1

D y

∂ν

∣∣∣∣
Γ

= 0.

If λ = 0, then the LHS of the equation in (8.11) implies y = ∆% ≡ 0
in Ω.

If λ 6= 0, the equation in (8.11) plus the first boundary condition can in
turn be rewritten as

(8.12) ADy + λy = 0 or y + λA−1
D y = 0.

Applying ∂ν to (8.12) and using the second boundary condition in (8.11)
yields

(8.13) 0 = ∂ν [y + λA−1
D y]

∣∣∣∣
Γ

=
∂y

∂ν

∣∣∣∣
Γ

+ λ
�
��

��∂A−1
D y

∂ν

∣∣∣∣
Γ

= 0,
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or ∂y
∂ν

∣∣
Γ

= 0, also when λ 6= 0. This along with (8.11) yields a standard
over-determined problem: ∆y = 0 in Ω; y|Γ = ∂y

∂ν

∣∣
Γ

= 0, and thus it implies
again y ≡ 0. Thus, for any λ, we get y = ∆% ≡ 0 in Ω, and %|Γ = 0 and
hence % ≡ 0 in Ω.

The Oseen problem. If ye is small in the (W 1,∞(Ω))d-norm (d = 2 in
the present case), a perturbation argument similar to the one in Section II.6
applies and provides the desired conclusion: (8.1a–b) ⇒ % ≡ 0 in Ω, hence
ϕ ≡ 0 in Ω, p = const in Ω.

Remark 8.1. In 3-d, Isakov [I, p. 62] has the following counterexample.
Let Ω be the unit ball in R3, and let k1 = π and k2 = 2π. Then there is a
solution u which is nonzero a.e. in Ω of the following fourth-order problem
with three boundary conditions:

(∆+ k2
1)(∆+ k2

2)u = {∆2 + (k2
1 + k2

2)∆+ k2
1k

2
2}u = 0 in Ω;

u|Γ =
∂u

∂ν

∣∣∣∣
Γ

=
∂2u

∂ν2

∣∣∣∣
Γ

= 0

[where, with u|Γ = ∂u
∂ν

∣∣
Γ

= 0, we have ∆u|Γ = 0⇔ ∂2u
∂ν2 |p = 0.]
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Math. 155, Birkhäuser, 2007, 13–46.



Linear independence of boundary traces 511

[B-T] V. Barbu and R. Triggiani, Internal stabilization of Navier–Stokes equations
with finitely many controllers, Indiana Univ. Math. J. 53 (2004), 1443–1494.

[B-J-S] L. Bers, F. John, and M. Schechter, Partial Differential Equations, Inter-
science, 1964.

[C] T. Carleman, Sur le problème d’unicité pour les systèmes d’équations aux
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