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Generalized method of lines for first order

partial functional differential equations

by W. Czernous (Gdańsk)

Abstract. Classical solutions of initial boundary value problems are approximated by
solutions of associated differential difference problems. A method of lines for an unknown
function for the original problem and for its partial derivatives with respect to spatial
variables is constructed. A complete convergence analysis for the method is given. A
stability result is proved by using differential inequalities with nonlinear estimates of the
Perron type for the given operators.

A discretization in time of the method of lines considered in this paper leads to new
difference schemes for the original problem. It is shown by examples that the new method
is considerably better than the classical schemes.

1. Introduction. For any metric spacesX and Y we denote by C(X,Y )
the class of all continuous functions defined on X and taking values in Y .
We will use vectorial inequalities with the understanding that the same
inequalities hold between their corresponding components.

Suppose that a > 0, τ0 ∈ R+, τ ∈ R
n
+, R+ = [0,∞), b ∈ R

n, bi > 0 for
1 ≤ i ≤ n, are given. Let c = b+ τ . We define

E = [0, a] × (−b, b), E0 = [−τ0, 0] × [−c, c],

∂0E = (0, a] × ([−c, c] \ (−b, b)), Ω = E ∪ E0 ∪ ∂0E,

D = [−τ0, 0] × [−τ, τ ].

Suppose that z : Ω → R and (t, x) ∈ E, where E is the closure of E. We
define z(t,x) : D → R as follows:

z(t,x)(ζ, ξ) = z(t+ ζ, x+ ξ), (ζ, ξ) ∈ D.

Let us denote by ‖ · ‖D the supremum norm in the space C(D,R). Put
Σ = E × C(D,R) × R

n and suppose that

f : Σ → R, ϕ : E0 ∪ ∂0E → R
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and

α0 : [0, a] → R, α′ : E → R
n, α′ = (α1, . . . , αn),

are given functions. Write α(t, x) = (α0(t), α
′(t, x)) for (t, x) ∈ E. The

requirements on α are that α(t, x) ∈ E for (t, x) ∈ E and α0(t) ≤ t for
t ∈ [0, a]. We consider the nonlinear functional differential equation

(1) ∂tz(t, x) = f(t, x, zα(t,x), ∂xz(t, x)) on E

with the initial boundary condition

(2) z(t, x) = ϕ(t, x) on E0 ∪ ∂0E,

where ∂xz = (∂x1z, . . . , ∂xnz). We consider classical solutions of (1), (2).
We are interested in establishing a method of approximation of solutions

to problem (1), (2) by means of solutions of an associated system of ordinary
functional differential equations and in estimating the difference between
exact and approximate solutions.

The classical method of lines for partial differential or functional differ-
ential equations consists in replacing partial derivatives in spatial variables
by difference expressions. Then the original problem is transformed into a
system of ordinary differential or functional differential equations.

Results concerning the existence and uniqueness of approximate solu-
tions and the convergence of the numerical method of lines are based on
comparison theorems for differential difference inequalities. This method is
also used to prove existence theorems for differential or functional differen-
tial problems corresponding to parabolic equations or first order hyperbolic
systems. The questions mentioned above have an extensive bibliography. It
is not our aim to give a full review of papers concerning the method of lines.
We only mention the monographs [5], [7], [16] and papers [4], [8], [11], [15],
[17], [18]. The book [14] brings a lot of examples of the use of the numerical
method of lines.

The papers [1], [12], [13] initiated the investigation of the method of
lines for functional differential problems. Parabolic equations with initial-
boundary conditions and Hamilton–Jacobi equations with initial or initial-
boundary conditions have been considered. Error estimates implying the
convergence of sequences of approximate solutions are proved in these papers
by using differential inequalities. The monograph [10] contains an exposition
of the theory of the numerical method of lines for hyperbolic functional
differential problems.

A new class of numerical methods of lines for (1), (2) is proposed in this
paper. Our approach is based on the following idea. We first introduce an
additional unknown function u = ∂xz in (1). Then we construct a quasi-
linear functional differential system with unknown functions (z, u) which is
equivalent to the original problem. Finally, we construct a numerical method
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of lines for the unknown functions (z, u) by a discretization in the spatial
variables of a new quasilinear differential functional problem.

The paper is organized as follows. In Section 2 we formulate a differential
difference problem for (1), (2).

Theorems concerning the method of lines will be based on a comparison
result where a function satisfying quasilinear differential difference inequal-
ities is estimated by a solution of a suitable ordinary differential Cauchy
problem. The comparison result is proved in Section 3. A convergence the-
orem and error estimate for the method of lines are presented in Section 4.
A difference method which is obtained by a discretization in time of the new
numerical method of lines is investigated in Section 5. Numerical examples
are given in Section 6.

Below, we give examples of equations which can be derived from (1) by
specifying the operator f .

Example 1.1. A general class of equations with deviated variables can
be obtained in the following way. Suppose that F : E × R

2 × R
n → R,

β0 : [0, a] → R, β′ : E → R
n, β′ = (β1, . . . , βn), are given functions and

(3) −τ0 ≤ β0(t) − α0(t) ≤ 0, −τ ≤ β′(t, x) − α′(t, x) ≤ τ, (t, x) ∈ E.

We define the operator f as follows:

(4) f(t, x, w, q)

F (t, x, w(−α0(t),−α
′(t, x)), w(β0(t) − α0(t), β

′(t, x) − α′(t, x)), q)

for (t, x, w, q) ∈ Σ. Then

f(t, x, zα(t,x), q) = F (t, x, z(t, x), z(β(t, x)), q),

where β(t, x) = (β0(t), β
′(t, x)) and equation (1) is equivalent to the equation

with deviated variables

(5) ∂tz(t, x) = F (t, x, z(t, x), z(β(t, x)), ∂xz(t, x)).

Example 1.2. Now we consider differential integral equations. Suppose
that γ0 : [0, a] → R, γ′ : E → R

n, γ′ = (γ1, . . . , γn), are given functions and

(6) −τ0 ≤ γ0(t) − α0(t) ≤ 0, −τ ≤ γ′(t, x) − α′(t, x) ≤ τ, (t, x) ∈ E.

For given functions β satisfying (3) and F : E × R
2 × R

n → R we define

(7) f(t, x, w, q)

= F
(
t, x, w(−α0(t),−α

′(t, x)),

γ0(t)−α0(t)\
β0(t)−α0(t)

γ′(t,x)−α′(t,x)\
β′(t,x)−α′(t,x)

w(τ, y) dy dτ, q
)
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for (t, x, w, q) ∈ Σ. Then

f(t, x, zα(t,x), q) = F
(
t, x, z(t, x),

γ(t,x)\
β(t,x)

z(τ, y) dy dτ, q
)

and (1) reduces to the differential integral equation

(8) ∂tz(t, x) = F
(
t, x, z(t, x),

γ(t,x)\
β(t,x)

z(τ, y) dy dτ, ∂xz(t, x)
)
.

Existence results for mixed problems can be found in [10, Chapter V].

Let us fix our notations on vectors and matrices. We will denote by
Mn×n the space of all n× n matrices with real elements. For x, y ∈ R

n and
X ∈Mn×n where

x = (x1, . . . , xn), y = (y1, . . . , yn), X = [xij ]i,j=1,...,n

we put

‖x‖ = max{|xj| : 1 ≤ j ≤ n}, x ⋄ y = (x1y1, . . . , xnyn),

‖X‖ = max
{ n∑

i=1

|xij | : 1 ≤ j ≤ n
}
.

The product of two matrices is denoted by “⋆”. If X ∈ Mn×n then XT is
the transpose matrix. We use “◦” to denote the scalar product in R

n.

We denote by CL(D,R) the set of all linear and continuous real functions
defined on C(D,R). We denote by ‖ · ‖⋆ the norm in CL(D,R) generated
by the supremum norm in C(D,R). Let F(A,B) be the class of all functions
defined on A and taking values in B, for A and B being arbitrary sets. Let
N and Z be the sets of natural numbers and integers, respectively.

2. Differential difference problems. We define a mesh in Ω with
respect to the spatial variable. Suppose that for h = (h1, . . . , hn), where
hi > 0, there exists N = (N1, . . . , Nn) ∈ N

n such that N ⋄ h = c. We
denote by H the set of all h having the above property. For h ∈ H we put

x(m) = m ⋄h and x(m) = (x
(m1)
1 , . . . , x

(mn)
n ) where m = (m1, . . . ,mn). There

is K ∈ N
n such that K ⋄h < b ≤ (K + 1) ⋄h, K + 1 = (K1 + 1, . . . ,Kn + 1).

Let

R
1+n
t.h = {(t, x(m)) : t ∈ R, m ∈ Z

n}.

We define the sets

E0.h = E0 ∩ R
1+n
t.h , Eh = E ∩ R

1+n
t.h ,

∂0Eh = ∂0E ∩ R
1+n
t.h , Ωh = Ω ∩ R

1+n
t.h
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and

Ωt.h = Ωh ∩ ([−τ0, t] × R
n), −τ0 ≤ t ≤ a.

Elements of Ω will be denoted by (t, x(m)) or (t, x). Let Fc(Ωh,R) be the
set of all functions w : Ωh → R such that w(·, x) ∈ C([−τ0, a],R) for each
fixed x. In the same way we define the sets Fc(Eh,R), Fc(E0.h ∪ ∂0Eh,R).
For z ∈ Fc(Ωh,R), u ∈ Fc(Ωh,R

n) and (t, x(m)) ∈ Ωh we write z(m)(t) =
z(t, x(m)), u(m)(t) = u(t, x(m)) and

‖z‖t.h = max{ |z(m)(τ)| : (τ, x(m)) ∈ Ωt.h},

‖u‖t.h = max{ ‖u(m)(τ)‖ : (τ, x(m)) ∈ Ωt.h}.

We need the following assumptions on f , ϕ and α.

Assumption H0[f, ϕ]. The function f :Σ→R of the variables (t, x, w, q),
x = (x1, . . . , xn), q = (q1, . . . , qn), is continuous and

1) the partial derivatives

(∂x1f(P ), . . . , ∂xnf(P )) = ∂xf(P ), (∂q1f(P ), . . . , ∂qnf(P )) = ∂qf(P )

and the Fréchet derivative ∂wf(P ) exist for P = (t, x, w, q) ∈ Σ and
∂xf , ∂qf ∈ C(Σ,Rn), ∂wf ∈ CL(D,R),

2) there exists x̃ ∈ (−b, b) such that

(x− x̃) ⋄ ∂qf(t, x, w, q) ≥ 0 for (t, x, w, q) ∈ Σ,

3) ϕ ∈ C(E0∪∂0E,R) and the partial derivatives ∂xϕ exist on E0∪∂0E
and ∂xϕ ∈ C(E0 ∪ ∂0E,R

n).

Assumption H[α].

1) The functions α0 : [0, a] → [0, a], α′ : E → [−b, b] are continuous
and the partial derivatives ∂xα

′(t, x) = [∂xj
αi(t, x)]i,j=1,...,n exist on

E and ∂xα
′ ∈ C(E,Mn×n),

2) α(t, x) ∈ E and α0(t) ≤ t for (t, x) ∈ E.

We construct the following numerical method for (1), (2). Let ej ∈ R
n,

1 ≤ j ≤ n, be the standard unit vectors. Given z : Ωh → R, let δ =
(δ1, . . . , δn) be the difference operator defined by

δjz
(m)(t) =

1

hj
[z(m+ej)(t) − z(m)(t)] for x

(m)
j ≥ x̃j ,(9)

δjz
(m)(t) =

1

hj
[z(m)(t) − z(m−ej)(t)] for x

(m)
j < x̃j ,(10)

for 1 ≤ j ≤ n, where δz = (δ1z, . . . , δnz).
We now define the interpolating operator Th : Fc(Ωh,R) → C(Ω,R).

Put

S = {s = (s1, . . . , sn) : sk ∈ {0, 1} for 1 ≤ k ≤ n}.
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Suppose that z : Ωh → R and let (t, x) ∈ Ω. Then there is m ∈ Z
n such

that (t, x(m)), (t, x(m+1)) ∈ Ωh and x(m) ≤ x ≤ x(m+1), where m + 1 =
(m1 + 1, . . . ,mn + 1). We define

Th[z](t, x) =
∑

s∈S

z(m+s)(t)

(
x− x(m)

h

)s(
1 −

x− x(m)

h

)1−s

where
(
x− x(m)

h

)s

=
n∏

i=1

(
xi − x

(mi)
i

hi

)si

,

(
1 −

x− x(m)

h

)1−s

=
n∏

i=1

(
1 −

xi − x
(mi)
i

hi

)1−si

and we take 00 = 1 in the above formulas.

Thus we have defined Th[z] : Ω → R. It is easy to see that Th[z]
is continuous on Ω. The above interpolating operator has been first pro-
posed in [10]. If u ∈ Fc(Ωh, R

n) and u = (u1, . . . , un) then we put Th[u] =
(Th[u1], . . . , Th[un]).

We will approximate solutions of problem (1), (2) by solutions of a system
of ordinary functional differential equations. Let (z, u) ∈ Fc(Ωh,R

1+n), u =
(u1, . . . , un), be unknown functions of the variables (t, x(m)) ∈ Ωh. Set

P (m)[z, u](t) = (t, x(m), (Th[z])α(t,x(m)), u
(m)(t)).

We will denote by Fh and Gh, the operators defined on Fc(Ωh,R
1+n) in

the following way: if (z, u) ∈ Fc(Ωh,R
1+n), u = (u1, . . . , un), then

(11) Fh[z, u](m)(t)

= f(P (m)[z, u](t)) + ∂qf(P (m)[z, u](t)) ◦ (δz(m)(t) − u(m)(t))

and

(12) Gh[z, u](m)(t)

= ∂xf(P (m)[z, u](t)) + ∂wf(P (m)[z, u](t))(Th[u])α(t,x(m)) ⋆ ∂xα
′(t, x(m))

+ ∂qf(P (m)[z, u](t)) ⋆ [δu(m)(t)]T ,

where

∂wf(P (m)[z, u](t))(Th[u])α(t,x(m))

=(∂wf(P (m)[z, u](t))(Th[u1])α(t,x(m)), . . . , ∂wf(P (m)[z, u](t))(Th[un])α(t,x(m)))

and

δu(m)(t) = [δju
(m)
i (t)]i,j=1,...,n.
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We consider the system of ordinary functional differential equations

d

dt
z(m)(t) = Fh[z, u](m)(t),(13)

d

dt
u(m)(t) = Gh[z, u](m)(t),(14)

for −K ≤ m ≤ K, with the initial boundary condition

(15) z(m)(t) = ϕ
(m)
h (t), u(m)(t) = ψ

(m)
h (t) on E0.h ∪ ∂0Eh,

and

ϕh : E0.h ∪ ∂0Eh → R, ψh : E0.h ∪ ∂0Eh → R
n, ψh = (ψh.1, . . . , ψh.n),

are given functions. We prove that under natural assumptions on given func-
tions, classical solutions of (1), (2) can be approximated by solutions of
(13)–(15).

The differential difference system (13)-(14) with initial boundary condi-
tion (15) is called a generalized method of lines for problem (1), (2). This
method is obtained in the following way.

We transform the nonlinear problem (1), (2) into a system of quasilinear
differential equations with unknown functions (z, u) where u = ∂xz. Suppose
that Assumptions H0[f, ϕ] and H[α] are satisfied. Write

U [z, u; t, x] = (t, x, zα(t,x), u(t, x)).

For u : Ω → R
n and for (t, x) ∈ E set

∂wf(P )uα(t,x) = (∂wf(P )(u1)α(t,x), . . . , ∂wf(P )(un)α(t,x))

where P = (t, x, w, q) ∈ Σ. We consider the quasilinear functional differen-
tial system

∂tz(t, x) = f(U [z, u; t, x]) + ∂qf(U [z, u; t, x]) ◦ (∂xz(t, x) − u(t, x)),(16)

∂tu(t, x) = ∂xf(U [z, u; t, x]) + ∂wf(U [z, u; t, x])uα(t,x) ⋆ ∂xα
′(t, x)(17)

+ ∂qf(U [z, u; t, x]) ⋆ [∂xu(t, x)]
T

with the initial boundary condition

(18) z(t, x) = ϕ(t, x), u(t, x) = ∂xϕ(t, x) on E0 ∪ ∂0E.

Note that each equation of system (16), (17) depends on the unknown
functions (z, u) and it contains partial derivatives of only one scalar function.
System (16), (17) also has the following property: the differential equations
of bicharacteristics for (16) and for (17) are the same and they have the
form

η′(t) = −∂qf(t, η(t), zα(t,η(t)), u(t, η(t))).

This property of system (16), (17) is important in the investigation of the
stability of the differential difference problem (13)–(15).
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Under natural assumptions on the given functions the above problem
has the following property: if (z̃, ũ) is a solution of (16)–(18) then ∂xz̃ = ũ,
and the conditions

(A) v : Ω → R is a classical solution of (1), (2),

(B) (v, ∂xv) are a classical solution of (16)–(18),

are equivalent.

The differential difference problem (13)–(15) is a discretization with re-
spect to the spatial variables of (16)–(18). The above method of quasilin-
earization was introduced and studied in a non-functional setting by S. Cin-
quini and M. Cinquini–Cibrario in [2], [3]. They used this method in the
existence and uniqueness theory for generalized solutions of (1), (2). This
method is also adopted for nonlinear functional differential problems in [10].

3. Differential difference inequalities. For a function g∈Fc(Ωh,R
k),

g = (g1, . . . , gk), we write

g(m)(t) = g(t, x(m)), δg(m)(t) = [δjg
(m)
i (t)]i=1,...,k, j=1,...,n

and

D−g
(m)(t) = (D−g

(m)
1 (t), . . . , D−g

(m)
k (t))

where D−g
(m)
i (t) is the left hand Dini derivative of g

(m)
i (·) at the point t.

The norm in R
k is defined by

‖p‖0 = max{|pi| : 1 ≤ i ≤ k}

where p = (p1, . . . , pk). For g ∈ Fc(Ωh,R
k) we put

‖g‖t.h = max{‖g(m)(τ)‖0 : (τ, x(m)) ∈ Ωt.h}, 0 ≤ t ≤ a.

Let us now state a comparison theorem which will be used in the following.

Theorem 3.1. Suppose that

1) Λ : E × Fc(Ωh,R
k) → R

n, Λ = (λ1, . . . , λn), satisfies the conditions

(x− x̃) ⋄ Λ(t, x, w) ≥ 0 for (t, x, w) ∈ E × Fc(Ωh,R
k),

2) σ : [0, a]×R+ → R+ is continuous and it is nondecreasing with respect

to the second variable,
3) ψ ∈ Fc(Ωh,R

k), ψ = (ψ1, . . . , ψk), satisfies the differential difference

inequality

(19) ‖D−ψ
(m)(t) − Λ(t, x(m), ψ) ⋆ [δψ(m)(t)]T‖ 0 ≤ σ(t, ‖ψ‖t.h)

on Eh and the initial-boundary inequality

(20) ‖ψ(m)(t)‖0 ≤ η, (t, x(m)) ∈ E0.h ∪ ∂0Eh,
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4) there exists on [0, a] the maximum solution ω(·, η) of the Cauchy prob-

lem

ω′(t) = σ(t, ω(t)), ω(0) = η.

Under these assumptions we have

(21) ‖ψ(m)(t)‖0 ≤ ω(t, η) on Eh.

Proof. For ε > 0 we denote by ω(t, η, ε) the maximum solution of the
Cauchy problem

ω′(t) = σ(t, ω(t)) + ε, ω(0) = η + ε.

We can see that there exists ε0 > 0 such that for 0 < ε < ε0 the solution
ω(·, η, ε) is defined on [0, a] and limε→0 ω(t, η, ε) = ω(t, η) uniformly on [0, a].
We prove that

(22) ‖ψ(m)(t)‖0 < ω(t, η, ε) for (t, x(m)) ∈ Ωh.

Suppose by contradiction that (22) fails to be true. Then the set

J+ = {t ∈ [0, a) : ‖ψ(m)(t)‖0 ≥ ω(t, η, ε) for some x(m) ∈ [−c, c]}

is not empty. If we put t∗ = minJ+, from (20) it is clear that t∗ > 0 and
there exists x(m̃) ∈ [−c, c] such that

‖ψ(m̃)(t∗)‖0 = ω(t∗, η, ε).

From (20) it follows that (t∗, x(m̃)) ∈ Eh. We see that there is i, 1 ≤ i ≤ k,

such that ‖ψ(m̃)(t∗)‖0 = |ψ
(m̃)
i (t∗)|. Note that ‖ψ‖t∗.h = ω(t∗, η, ε). Two

possibilities can happen: either (i) ψ
(m̃)
i (t∗) = ω(t∗, η, ε) or (ii) ψ

(m̃)
i (t∗) =

−ω(t∗, η, ε). If (i) holds, then for t ∈ [0, t∗) we have

ψ
(m̃)
i (t) − ψ

(m̃)
i (t∗)

t− t∗
>
ω(t, η, ε) − ω(t∗, η, ε)

t− t∗
.

Thus

(23) D−ψ
(m̃)
i (t∗) ≥ ω′(t∗, η, ε).

Write

A+[m̃] = {j : 1 ≤ j ≤ n and x
(m̃j)
j ≥ x̃j}, A−[m̃] = {1, . . . , n} \A+[m̃].

Then

(24)
n∑

j=1

λj(t
∗, x(m̃), ψ)δjψ

(m̃)
i (t∗)

=
∑

j∈A+[m̃]

λj(t
∗, x(m̃), ψ)

1

hj
[ψ

(m̃+ej)
i (t∗) − ψ

(m̃)
i (t∗)]

+
∑

j∈A−[m̃]

λj(t
∗, x(m̃), ψ)

1

hj
[ψ

(m̃)
i (t∗) − ψ

(m̃−ej)
i (t∗)] ≤ 0.
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According to (19) and (24), we have

D−ψ
(m̃)
i (t∗) ≤

n∑

j=1

λj(t
∗, x(m̃), ψ) δjψ

(m̃)
i (t∗) + σ(t∗, ‖ψ‖t∗.h)

≤ σ(t∗, ω(t∗, η, ε)) < σ(t∗, ω(t∗, η, ε)) + ε = ω′(t∗, η, ε),

which contradicts (23). Case (ii) is treated analogously. Thus (22) is proved.
It follows from (22) that

‖ψ(m)(t)‖0 < ω(t, η, ε) for (t, x(m)) ∈ Eh

where 0 < ε < ε0 is arbitrary. Letting ε tend to 0 yields (21).

Remark 3.2. Differential difference inequalities generated by mixed
problems for first order partial functional differential equations were con-
sidered in [10, Chapter 6]. Here are the differences between our results and
Theorem 6.6 of [10].

1. There are differential equations with deviated variables and differential
integral problems for which our comparison result can be used and Theorem
6.6 from [10] is not applicable. This is due to the fact that the Hale operator
(t, x) 7→ z(t,x) considered in our paper is more general than the corresponding
operator in [10]:

2. It is assumed in [10] that λi(t, x, w) ≥ 0 for 1 ≤ i ≤ κ and λi(t, x, w) ≤
0 for κ + 1 ≤ i ≤ n where 0 ≤ κ ≤ n is fixed. This requirement is replaced
by condition 1) in Theorem 3.1.

4. Convergence of the method of lines. We will need the following
property of the interpolating operator Th.

Lemma 4.1. Suppose that

1) ṽ : Ω → R is of class C1 and ṽh is the restriction of ṽ to Ωh,
2) h ∈ H and c̃ ∈ R+ is a constant such that

|∂xi
ṽ(t, x)| ≤ c̃, 1 ≤ i ≤ n, (t, x) ∈ Ω.

Then
max{|Th[ṽh](t, x) − ṽ(t, x)| : (t, x) ∈ Ω} ≤ c̃‖h‖.

The proof of the above lemma is similar to the proof of Theorem 5.27
in [10]. We omit the details.

We next formulate further assumptions on the given functions.

Assumption H[σ]. The function σ : [0, a]×R+ → R+ is continuous and

1) σ is nondecreasing with respect to the second variable,
2) for each c ∈ R+ and d ≥ 1 the maximal solution of the Cauchy

problem
ω′(t) = cω(t) + dσ(t, ω(t)), ω(0) = 0,

is ω(t) = 0, t ∈ [0, a].
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Assumption H[f, ϕ]. Assumption H0[f, ϕ] is satisfied and

1) there is B ∈ R+ such that

‖∂xf(P )‖, ‖∂wf(P )‖⋆, ‖∂qf(P )‖ ≤ B for all P = (t, x, w, q) ∈ Σ,

2) there is a function σ : [0, a] × R+ → R+ such that Assumption H[σ]
is satisfied and the terms

‖∂xf(t, x, w, q) − ∂xf(t, x, w, q)‖,

‖∂wf(t, x, w, q)−∂wf(t, x, w, q)‖⋆, ‖∂qf(t, x, w, q)−∂qf(t, x, w, q)‖

are bounded from above by σ(t,max{‖w − w‖D, ‖q − q‖}),
3) ϕ : E0 ∪ ∂0E → R is of class C2.

Lemma 4.2. If Assumptions H[α] and H[f, ϕ] are satisfied then there

exists a unique solution (zh, uh) : Ωh → R
1+n, uh = (uh.1, . . . , uh.n), of

problem (13)–(15).

Proof. The right hand sides of (13)–(15) are continuous. Hence a solution
(zh, uh) of (13)–(15) exists on Ωh∩([0, ã)×R

n) for some ã ∈ [0, a]. It follows
from Assumptions H[α], H[f, ϕ] that there exist A,C ∈ R+ such that
∣∣∣∣
d

dt
z
(m)
h (t) − ∂qf(P (m)[zh, uh](t)) ◦ δz

(m)
h (t)

∣∣∣∣ ≤ Amax{‖zh‖t.h, ‖uh‖t.h} + C

and∥∥∥∥
d

dt
u

(m)
h (t)−∂qf(P (m)[zh, uh](t))⋆[δu

(m)
h (t)]T

∥∥∥∥≤Amax{‖zh‖t.h, ‖uh‖t.h}+C.

Applying Theorem 3.1 with

σ(t, p) = Ap+ C, η = max{η0, η1},

η0 = max{|ϕ
(m)
h (t)| : (t, x(m)) ∈ E0.h ∪ ∂0Eh},

η1 = max{‖ψ
(m)
h (t)‖ : (t, x(m)) ∈ E0.h ∪ ∂0Eh}

we get

max{‖zh‖t.h, ‖uh‖t.h} ≤ ηeAt +
C

A
(eAt − 1), t ∈ [0, ã).

Now the classical theorems on the existence of solutions of Cauchy problems
for systems of ordinary differential equations show that the solution (zh, uh)
is defined on Ωh.

Now we prove that the solution is unique. Let (zh, uh) : Ωh → R
1+n and

(z̃h, ũh) : Ωh → R
1+n be two solutions of (13)–(15). Write

zh = zh − z̃h, uh = uh − ũh.
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It follows from Assumptions H[α], H[f, ϕ] that there are A ∈ R+ and B ≥ 1
such that∣∣∣∣

d

dt
z
(m)
h (t) − ∂qf(P (m)[zh, uh](t)) ◦ δz

(m)
h (t)

∣∣∣∣

≤ Amax{‖zh‖t.h, ‖uh‖t.h} +Bσ(t,max{‖zh‖t.h, ‖uh‖t.h})

and∥∥∥∥
d

dt
u

(m)
h (t) − ∂qf(P (m)[zh, uh](t)) ⋆ [δu

(m)
h (t)]T

∥∥∥∥

≤ Amax{‖zh‖t.h, ‖uh‖t.h} +Bσ(t,max{‖zh‖t.h, ‖uh‖t.h})

for (t, x(m)) ∈ Eh. Moreover, z
(m)
h (t) = 0 and u

(m)
h (t) = 0 for (t, x(m)) ∈

E0.h ∪ ∂0Eh. Then, by Theorem 3.1 we obtain zh = 0 and uh = 0 on Ωh,
which completes the proof.

Now we prove a theorem on convergence of a generalized method of lines.

Theorem 4.3. Suppose that Assumptions H[α], H[f, ϕ] are satisfied and

1) (zh, uh), where zh : Ωh → R, uh : Ωh → R
n, uh = (uh.1, . . . , uh.n), are

the unique solution of problem (13)–(15) with δ given by (9), (10),
2) v : Ω → R is the solution of problem (1), (2) and v is of class C2

on Ω,
3) (vh, wh), where wh = (w1.h, . . . , wn.h), are the restrictions of (v, ∂xv),

respectively , to Ωh,
4) there is a function β0 : H → R+ such that

max{|(ϕh − ϕ)(m)(t)|, ‖(ψh − ∂xϕ)(m)(t)‖} ≤ β0(h) on E0.h ∪ ∂0Eh

and limh→0 β0(h) = 0.

Then there is a number ε0 > 0 and a function β : H → R+ such that for

‖h‖ ≤ ε0,

(25) max{|(zh − vh)(m)(t)|, ‖(uh − wh)(m)(t)‖} ≤ β(h) on Eh

and limh→0 β(h) = 0.

Proof. We will write differential difference inequalities for the functions
zh − vh and uh −wh. We insert the functions (vh, wh) into system (13)–(15).
We define Γh : Ωh → R, Uh : Ωh → R

n in the following way:

d

dt
v

(m)
h (t) = Fh[vh, wh](m)(t) − Γ

(m)
h (t),(26)

d

dt
w

(m)
h (t) = Gh[vh, wh](m)(t) − U

(m)
h (t).(27)

Let c̃, s̃ ∈ R+ be constants such that
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|∂tv(t, x)|, |∂xi
v(t, x)|, |∂ttv(t, x)| ≤ c̃,

(28)
|∂xixj

v(t, x)|, |∂txi
v(t, x)| ≤ c̃,

for (t, x) ∈ Ω, i, j = 1, . . . , n, and

(29) ‖∂xα
′(t, x)‖ ≤ s̃, (t, x) ∈ E.

It follows from Lemma 4.1, Assumption H[f, ϕ] and condition 2) of the
theorem that there is γ : H → R+ such that

(30) max{|Γ
(m)
h (t)|, ‖U

(m)
h (t)‖} ≤ γ(h) on Eh and lim

h→0
γ(h) = 0.

It follows from (13), (14), (16), (17), (26), (27) that the functions zh − vh

and uh − wh satisfy the differential difference equations

d

dt
(zh − vh)(m)(t) = f(P (m)[zh, uh](t)) − f(P (m)[vh, wh](t))

+ ∂qf(P (m)[zh, uh](t)) ◦ (δz
(m)
h (t) − u

(m)
h (t))

− ∂qf(P (m)[vh, wh](t)) ◦ (δv
(m)
h (t) − w

(m)
h (t))+Γ

(m)
h (t),

and
d

dt
(uh − wh)(m)(t) = ∂xf(P (m)[zh, uh](t)) − ∂xf(P (m)[vh, wh](t))

+ ∂wf(P (m)[zh, uh](t))(Th[uh])α(t,x(m)) ⋆ ∂xα
′(m)

(t)

− ∂wf(P (m)[vh, wh](t))(Th[wh])α(t,x(m)) ⋆ ∂xα
′(m)

(t)

+ ∂qf(P (m)[zh, uh](t)) ⋆ [δu
(m)
h (t)]T

− ∂qf(P (m)[vh, wh](t)) ⋆ [δw
(m)
h (t)]T + U

(m)
h (t)

for (t, x(m)) ∈ Eh. Write

ζh(t) = max{‖zh − vh‖t.h, ‖uh − wh‖t.h}, t ∈ [0, a].

According to Assumption H[f, ϕ] we have

|f(P (m)[zh, uh](t)) − f(P (m)[vh, wh](t))| ≤ B(n+ 1)ζh(t).

In the same manner we can see that

(31) ‖∂qf(P (m)[zh, uh](t)) − ∂qf(P (m)[vh, wh](t))‖ ≤ σ(t, ζh(t))

for (t, x(m)) ∈ Eh. It is easily seen that the conclusion analogous to (31) can
be drawn for the derivatives ∂xf , ∂wf . According to the above estimates,
we have the following differential difference inequalities:

∣∣∣∣
d

dt
(zh − vh)(m)(t) − ∂qf(P (m)[zh, uh](t)) ◦ δ(zh − vh)(m)(t)

∣∣∣∣

≤ cζh(t) + dσ(t, ζh(t)) + γ(h)
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and∥∥∥∥
d

dt
(uh − wh)(m)(t) − ∂qf(P (m)[zh, uh](t)) ⋆ [δ(uh − wh)(m)(t)]T

∥∥∥∥

≤ cζh(t) + dσ(t, ζh(t)) + γ(h),

where

(32) c = Bs, d = max{2nc̃, 1 + c̃s̃+ nc̃}, s = max{2n+ 1, s̃}.

Consider the Cauchy problem

(33) ω′(t) = cω(t) + dσ(t, ω(t)) + γ(h), ω(0) = β0(h).

It follows from Assumption H[f, ϕ] that there is ε0 > 0 such that for ‖h‖ ≤ ε0
there exists the maximum solution ωh of (33) and ωh is defined on [0, a].
Applying Theorem 3.1 with the function σ̃(t, ω) = cω + dσ(t, ω) + γ(h) on
the right hand side of (19), we get the estimate

(34) ζh(t) ≤ ωh(t) for (t, x(m)) ∈ Eh.

Moreover, limh→0 ωh(t) = 0 uniformly on [0, a]. Thus we get (25) for β(h) =
ωh(a). This completes the proof.

We now give an error estimate for a generalized method of lines.

Lemma 4.4. Suppose that all the assumptions of Theorem 4.3 are satis-

fied with σ(t, τ) = Lτ on [0, a] × R+ for some L ∈ R+. Then we have the

following error estimate of method (13)–(15):

max{‖(zh − vh)‖t.h, ‖(uh − wh)‖t.h} ≤ β(h) on Eh

where

β(h) =




β0(h)e

L̃a + γ(h)
eL̃a − 1

L̃
if L̃ > 0,

β0(h) + aγ(h) if L̃ = 0,

where L̃ = c+ Ld and c, d are given by (28), (29), (32).

Proof. Since the estimate (30) is satisfied, we obtain the assertion from
(34) and (25) and by solving problem (33).

Note that in Lemma 4.4 we have assumed that the functions ∂wf , ∂qf
satisfy the Lipschitz condition with respect to (w, q) on Σ.

5. Difference methods generated by a generalized method of

lines. We define a mesh on [−τ0, a] in the following way. Let h0 be the step
of the mesh and t(r) = rh0, r ∈ Z, be the nodal points. Denote by H ′ the
set of all h′ = (h0, h) such that h ∈ H and there is N0 ∈ Z with N0h0 = τ0.
There is K0 ∈ N such that K0h0 ≤ a < (K0 + 1)h0. For h′ ∈ H ′ we put
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‖h′‖ = h0 + h1 + · · · + hn and

R
1+n
h′ = {(t(r), x(m)) : (r,m) ∈ Z

1+n}, Ih′ = { t(r) : 0 ≤ r ≤ K0}

and
E0.h′ = E0 ∩ R

1+n
h′ , Eh′ = E ∩ R

1+n
h′ ,

∂0Eh′ = ∂0E ∩ R
1+n
h′ , Ωh′ = Ω ∩ R

1+n
h′ .

For z : Ωh′ → R, u : Ωh′ → R
n we write z(r,m) = z(t(r), x(m)), u(r,m) =

u(t(r), x(m)) and

‖z‖h′.r = max{|z(i,m)| : (t(i), x(m)) ∈ Ωh′ , i ≤ r},

‖u‖h′.r = max{‖u(i,m)‖ : (t(i), x(m)) ∈ Ωh′ , i ≤ r}.

Suppose that Assumption H[f, ϕ] is satisfied with

σ(t, p) = L̃p, (t, p) ∈ [0, a] × R+,

for some L̃ ∈ R+. Then the functions ∂xf , ∂wf , ∂qf satisfy the Lipschitz
condition with respect to (w, q) and the right hand sides of system (13)–(14)
satisfy the Lipschitz condition with respect to the unknown functions with
a constant L(h) and

(35) lim
h→0

L(h) = ∞.

Suppose that we apply the Euler difference method to solve problem (13)–
(15) numerically. Then we get a new difference method for problem (1), (2).
It follows from (35) that we need additional assumptions on h0 and h to get
a convergent difference scheme for (1), (2).

It is not our purpose to study all difference methods which can be ob-
tained by a discretization in time of the generalized method of lines. We
restrict our attention to the Euler method for (13)–(15).

No attempt has been made here to develop difference schemes generated
by the Runge–Kutta methods for (13)–(15). We give numerical examples
only.

Suppose that (δ1, . . . , δn) = δ are difference operators defined by (9),
(10). Write

δz(r,m) = (δ1z
(r,m), . . . , δnz

(r,m)) = (δ1z
(m)(t(r)), . . . , δnz

(m)(t(r)))

and

δ0z
(r,m) =

1

h0
(z(r+1,m) − z(r,m)), δ0u = (δ0u1, . . . , δ0un).

Let us now define the interpolating operator Th′ : F(Ωh′ ,R) → C(Ω,R).
Suppose that z ∈ F(Ωh′ ,R). Two cases will be distinguished.
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I. Suppose that (t, x)∈ Ω and there is (r,m) ∈ Z
1+n such that (t(r), x(m)),

(t(r+1), x(m+1)) ∈ Ωh′ and t(r) ≤ t ≤ t(r+1), x(m) ≤ x ≤ x(m+1). We define

Th′ [z](t, x) =

(
t− t(i)

h0

)∑

s∈S

z(r+1,m+s)

(
x− x(m)

h′

)s(
1 −

x− x(m)

h′

)1−s

+

(
1 −

t− t(i)

h0

)∑

s∈S

z(r,m+s)

(
x− x(m)

h′

)s(
1 −

x− x(m)

h′

)1−s

.

II. Suppose that (t, x) ∈ Ω and t(K0) < t ≤ a. There is m ∈ Z
1+n such

that x(m), x(m+1) ∈ [−c, c] and x(m) ≤ x ≤ x(m+1). Write

Th′ [z](t, x) = Th′ [z](t(K0), x).

Thus we have defined Th′ : Ω → R. If u∈F(Ωh′ ,Rn) and u = (u1, . . . , un)
then we put Th′ [u] = (Th′ [u1], . . . , Th′ [un]).

For functions z ∈ C(Ω,R) and u ∈ C(Ω,Rn) we put

‖z‖t = max{|z(s, y)| : (s, y) ∈ Ω, s ≤ t},

‖u‖t = max{‖u(s, y)‖ : (s, y) ∈ Ω, s ≤ t}.

Lemma 5.1. Suppose that

1) ṽ : Ω → R is of class C1 and ṽh′ is the restriction of v to Ωh′ ,
2) h′ ∈ H ′ and c̃ ∈ R+ is a constant such that

|∂tṽ(t, x)| ≤ c̃, ‖∂xi
ṽ(t, x)| ≤ c̃, 1 ≤ i ≤ n, (t, x) ∈ Ω.

Then

‖Th′ [ṽh′ ] − ṽ‖t ≤ c̃‖h′‖, t ∈ [−τ0,K0h0].

The proof of the above lemma is similar to the proof of Theorem 5.27 in
[10]. We omit the details.

Set

Q(r,m)[z, u] = (t(r), x(m), (Th′ [z])α(t(r),x(m)), u
(r,m)).

We denote by Fh′ , Gh′ the operators defined on F(Ωh′ ,R1+n) in the
following way: if (z, u) ∈ F(Ωh′ ,R1+n), then

(36) Fh′ [z, u](r,m) = f(Q(r,m)[z, u]) + ∂qf(Q(r,m)[z, u]) ◦ (δz(r,m) − u(r,m))

and

(37) Gh′ [z, u](r,m)

= ∂xf(Q(r,m)[z, u])+∂wf(Q(r,m)[z, u])(Th′ [u])α(r,m) ⋆ ∂xα
′(r,m)

+ ∂qf(Q(r,m)[z, u]) ⋆ [δu(r,m)]T
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where

∂wf(Q(r,m)[z, u])(Th′[u])α(r,m)

= (∂wf(Q(r,m)[z, u])(Th′ [u1])α(r,m), . . . , ∂wf(Q(r,m)[z, u])(Th′[un])α(r,m)).

An application of the Euler difference method to (13)–(15) leads to the
difference equations

δ0z
(r,m) = Fh′ [z, u](r,m),(38)

δ0u
(r,m) = Gh′ [z, u](r,m),(39)

with initial boundary conditions

(40) z(r,m) = ϕ
(r,m)
h′ , u(r,m) = ψ

(r,m)
h′ on E0.h′ ∪ ∂0Eh′

where ϕh′ : E0.h′ ∪ ∂0Eh′ → R and ψh′ : E0.h′ ∪ ∂0Eh′ → R
n are given

functions. Put

Ẽh′.r = {(t(r), x(m)) ∈ Eh′.r : r ≤ K0 − 1}.

Now we state a theorem on the convergence of the generalized Euler
method.

Theorem 5.2. Suppose that Assumptions H[α], H[f, ϕ] are satisfied and

1) h′ = (h0, h) ∈ H ′ and

(41) 1 − h0

n∑

i=1

1

hi
|∂qi

f(P )| ≥ 0

for all P = (t, x, w, q) ∈ Σ,

2) the functions (zh′ , uh′), where zh′ : Ωh → R, uh′ : Ωh → R
n, satisfy

(38)–(40), and there is β0(h
′) : H ′ → R+ such that

|ϕ(r,m)−ϕ
(r,m)
h′ |≤β0(h

′), ‖ψ(r,m)−ψ
(r,m)
h′ ‖≤β0(h

′) on E0.h′∪∂0Eh′ ,

3) v : Ω → R is a solution of (1), (2) and v is of class C2 on Ω.

Then there are ε0 > 0 and β : H ′ → R+ such that for ‖h′‖ < ε0 we have

(42) max{‖vh′ − zh′‖h′.r, ‖∂xvh′ − uh′‖h′.r} ≤ β(h′), 0 ≤ r ≤ K0,

where vh′ and ∂xvh′ are the restrictions of v and ∂xv to Ωh′ .

Proof. We have divided the proof into a sequence of steps.

I. Suppose that Φ : Ωh′ → R satisfies the difference equation

(43) δ0Φ
(r,m) = ∂qf(Q(r,m)[zh′ , uh′ ]) ◦ δΦ(r,m) + Ξ(r,m)

on Ẽh′.r where Ξ : Ẽh′.r → R is a given function. We prove that

(44) |Φ(r+1,m)| ≤ ‖Φ‖h′.r + h0|Ξ
(r,m)|.
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Put
J+[r,m] = {j ∈ {1, . . . , n} : ∂qj

f(Q(r,m)[zh′ , uh′ ]) ≥ 0},

J−[r,m] = {1, . . . , n} \ J+[r,m].

Consider the operator Wh′ : F(Ωh′ ,R) → F(Ẽh′.r,R) defined by

Wh′ [θ](r,m) = θ(r,m)

[
1 − h0

n∑

j=1

1

hj
|∂qj

f(Q(r,m)[zh′ , uh′ ])|

]
(45)

+ h0

∑

j∈J+[r,m]

1

hj
∂qj
f(Q(r,m)[zh′ , uh′ ])θ(r,m+ej)

− h0

∑

j∈J−[r,m]

1

hj
∂qj
f(Q(r,m)[zh′ , uh′ ])θ(r,m−ej)

for all θ ∈ F(Ωh′ ,R) and (t(r), x(m)) ∈ Ẽh′.r. It follows from (9), (10) and
condition 2) of Assumption H0[f, ϕ] that relation (43) is equivalent to

(46) Φ(r+1,m) = Wh′ [Φ](r,m) + h0Ξ
(r,m).

According to assumption (41), we have

|Wh′ [Φ](r,m)| ≤ ‖Φ‖h′.r for (t(r), x(m)) ∈ Ẽh′.r

and (44) is proved.

II. Define w : Ω → R
n by w = ∂xv. Then (v, w) satisfies the quasilinear

system (16), (17) and the initial condition (18). Set

P (r,m)[v, w] = U [v, w; t(r), x(m)], Φ(r,m) = (vh′ − zh′)(r,m).

It follows from (16) and from (38) that the function Φ satisfies (43) with

Ξ(r,m) = δ0v
(r,m)
h′ − ∂tv

(r,m)

+f(P (r,m)[v, w])−f(Q(r,m)[zh′ , uh′ ])+∂qf(Q(r,m)[zh′ , uh′ ])◦[u
(r,m)
h′ −δv

(r,m)
h′ ].

It follows from (28), Lemma 5.1 and Assumption H[f, ϕ] that there is γ0 :
H ′ → R+ such that

|Ξ(r,m)| ≤ B(‖vh′ − zh′‖h′.r + 2n‖(wh′ − uh′)(r,m)‖) + γ0(h
′),

and limh′→0 γ0(h
′) = 0. Thus

(47) |(vh′ − zh′)(r+1,m)|

≤ (1 + h0B)‖vh′ − zh′‖h′.r + 2nBh0‖(wh′ − uh′)(r,m)‖ + h0γ0(h
′).

III. Now we define

Φ(r,m) = (wh′.i − uh′.i)
(r,m),
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where i, 1 ≤ i ≤ n, is fixed. We see from (17), (39) that the function Φ so
defined satisfies (43) with

Ξ(r,m) = δ0w
(r,m)
h′.i − ∂tw

(r,m)
i + ∂qf(P (r,m)[v, w]) ◦ (∂xwi − δwh′.i)

(r,m)

+ ∂xi
f(P (r,m)[v, w]) − ∂xi

f(Q(r,m)[zh′ , uh′ ])

+ ∂wf(P (r,m)[v, w])wα(r,m) ◦ ∂xi
α′(r,m)

− ∂wf(Q(r,m)[zh′ , uh′ ]) (Th′ [uh′ ])α(r,m) ◦ ∂xi
α′(r,m)

+ (∂qf(P (r,m)[v, w]) − ∂qf(Q(r,m)[zh′ , uh′ ])) ◦ δw
(r,m)
h′.i .

It follows from (28), (29), Lemma 5.1 and Assumption H[f, ϕ] that there is
γ : H ′ → R+ such that

|Ξ(r,m)| ≤Bs̃‖wh′ − uh′‖h′.r

+(1+nc̃+ s̃c̃)σ(t(r),max{‖vh′−zh′‖h′.r, ‖(wh′− uh′)(r,m)‖})+γ(h′),

and limh′→0 γ(h
′) = 0. Thus

(48) ‖(wh′ − uh′)(r+1,m)‖ ≤ (1 + h0Bs̃)‖wh′ − uh′‖h′.r

+ h0(1 + nc̃+ s̃c̃)σ(t(r),max{‖vh′ − zh′‖h′.r, ‖(wh′ − uh′)(r,m)‖}) + h0γ(h
′).

IV. Write

ξ
(r)
h′ = max{‖vh′ − zh′‖h′.r, ‖wh′ − uh′‖h′.r}, 0 ≤ r ≤ K0.

According to the estimates (44)–(48) we have

(49) ξ
(r+1)
h′ ≤ ξ

(r)
h′ + h0

(
ãξ

(r)
h′ + pσ(t(r), ξ

(r)
h′ ) + γ(h′)

)
, 0 ≤ r ≤ K0 − 1,

where

(50) ã = Bmax{2n+1, s̃}, p = 1+nc̃+ s̃c̃, γ(h′) = γ0(h
′)+γ(h′).

Consider the Cauchy problem

(51) ω′(t) = ãω(t) + pσ(t, ω(t)) + γ(h′), ω(0) = β0(h
′).

It follows from Assumption H[σ] that there is ε0 > 0 such that for ‖h′‖ ≤ ε0
there exists the maximum solution ωh′ of (51) and ωh′ is defined on [0, a].
Moreover, we have

lim
h′→0

ωh′(t) = 0 uniformly on [0, a].

The function ωh′ satisfies the difference inequality

ω
(r+1)
h′ ≥ ω

(r)
h′ + h0(ãω

(r)
h′ + pσ(t(r), ω

(r)
h′ ) + γ(h′)), 0 ≤ r ≤ K0 − 1.

By the above inequality and (49) we have

(52) ξ
(r)
h′ ≤ ω

(r)
h′ for 0 ≤ r ≤ K0.

Thus we get (42) for β(h′) = ωh′(a). This completes the proof.
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Remark 5.3. Suppose that all the assumptions of Theorem 5.2 are sat-
isfied with σ(t, ξ) = Lξ on [0, a] × R+ for some L ∈ R+. Then (42) holds
true with

β(h′) =




β0(h

′)eLa + γ(h′)
eLa − 1

L
if L > 0,

β0(h
′) + aγ(h′) if L = 0,

where L = ã+ Lp and ã, p, γ are given by (50).

6. Numerical experiments

Example 6.1. Let n = 2 and

E = [0, 1/2] × (−π/2, π/2) × (−π/2, π/2),

E0 = {0} × [−π/2, π/2],

∂0E = (0, 1/2] × ([−π/2, π/2] × [−π/2, π/2] \ (−π/2, π/2) × (−π/2, π/2)).

Consider the mixed problem

(53) ∂tz(t, x, y) = x

[
∂xz(t, x, y) + sin

(
∂xz(t, x, y) +

1

2

x\
−x

z(t, s, y)ds

)]

+y

[
∂yz(t, x, y)−cos

(
∂yz(t, x, y)+

1

2

y\
−y

z(t, x, s) ds

)]
+z(t, x, y)+f(t, x, y),

(54) z(t, x, y) = 0 for (t, x, y) ∈ E0 ∪ ∂0E,

where

f(t, x) = et(cosx cos y + xt sinx cos y + yt cosx sin y) + y.

The solution of the problem is given by v(t, x) = tet cosx cos y. The Lax
scheme is a classical difference method for (53), (54) and it has the form

(55) δ0z
(r,m) = x(m1)

(
δ1z

(r,m) + sin

(
δ1z

(r,m) +
1

2
I1z

(r,m)

))

+ y(m2)

(
δ2z

(r,m) − cos

(
δ2z

(r,m) +
1

2
I2z

(r,m)

))
+ z(r,m) + f (r,m),

(56) z(0,m1,m2) = z(r,N1,m2) = z(r,−N1,m2) = z(r,m1,N2) = z(r,m1,−N2) = 0

for t(r) ∈ [0, a], x(m1) ∈ [−π/2, π/2], y(m2) ∈ [−π/2, π/2], where m =
(m1,m2) and

δ0z
(r,m) =

1

h0
[z(r+1,m) −∆z(r,m)],

∆z(r,m) =
1

4
(z(r,m1−1,m2) + z(r,m1+1,m2) + z(r,m1,m2−1) + z(r,m1,m2+1))
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and

δ1z
(r,m) =

1

2h1
[z(r,m1+1,m2) − z(r,m1−1,m2)],

δ2z
(r,m) =

1

2h2
g[z(r,m1,m2+1) − z(r,m1,m2−1)],

I1z
(r,m) = sign(m1)

1

2h1

m1−1∑

k=−m1

(z(r,k,m2) + z(r,k+1,m2)),

I2z
(r,m) = sign(m2)

1

2h2

m2−1∑

k=−m2

(z(r,m1,k) + z(r,m2,k+1)).

The convergence of the method (55), (56) follows from [9]. Denote by
zh : Eh → R the solution of problem (55), (56) and by zh : Eh → R,
uh : Eh → R

2 the solution given by the generalized Euler method for prob-
lem (53), (54).

Suppose that t(r) is fixed for some 0 ≤ r ≤ K. Then we put

ε
(r)
h = max{|z

(r,m)
h − v(r,m)| : −N ≤ m ≤ N},

ν
(r)
h =

1

(2N1 − 1)(2N2 − 1)

∑

−N≤m≤N

|z
(r,m)
h − v(r,m)|,

where N = (N1, N2). The numbers ε
(r)
h and ν

(r)
h can be called the maximal

and average errors of the classical method for fixed t(r). In a similar way we

define the maximal and average errors ε
(r)
h , ν

(r)
h for the generalized Euler

method.
We put h0 = 0.001, h1 = h2 = 0.01 and we have the following experi-

mental values for the above defined errors.

Table 1. Maximal errors εh, εh and average errors νh, νh

t
(r)

ε
(r)
h ε

(r)
h ν

(r)
h ν

(r)
h

0.1 1.40 · 10−3 9.61 · 10−5 5.39 · 10−4 4.91 · 10−5

0.2 6.03 · 10−3 3.36 · 10−4 2.19 · 10−3 1.58 · 10−4

0.3 1.47 · 10−2 7.64 · 10−4 5.09 · 10−3 3.25 · 10−4

0.4 2.85 · 10−2 1.43 · 10−3 9.39 · 10−3 5.82 · 10−4

0.5 4.85 · 10−2 4.86 · 10−3 1.53 · 10−2 1.05 · 10−3

Note that ε
(r)
h < ε

(r)
h and ν

(r)
h < ν

(r)
h for all values of t(r).

Example 6.2. Let n = 1. Consider the mixed problem

(57) ∂tz(t, x) = x(∂xz(t, x) − cos(∂xz(t, x) − txz(t, x)))

+ f(t, x)

[
z

(
t,
x+ 1

2

)
+ z

(
t,
x− 1

2

)]
,
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(58) z(0, x) = 1 for x ∈ [−1, 1], z(t,−1) = z(t, 1) = 1 for t ∈ [0, a],

where

f(t, x) =

[
x+

1

2
((1 − 2t)x2 − 1)e

1
2
t(x2−1)

]
[e

1
8
t(x−1)(x+3) + e

1
8
t(x+1)(x−3)]−1.

The solution of this problem is given by v(t, x) = e
1
2
t(x2−1).

Let zh, h = (h0, h1), denote the numerical solution of (57), (58) which is
obtained by the classical Lax scheme (see [10]).

The quasilinear differential functional system corresponding to (57) has
the form

∂tz(t, x) = x(u(t, x) − cos(u(t, x) − txz(t, x)))

+ f(t, x)

[
z

(
t,
x+ 1

2

)
+ z

(
t,
x− 1

2

)]

+ x(1 + sin(u(t, x) − txz(t, x)))(∂xz(t, x) − u(t, x)),

∂tu(t, x) = u(t, x) − cos(u(t, x) − txz(t, x))

− tx(x+ z(t, x)) sin(u(t, x) − txz(t, x))

+ ∂xf(t, x)

[
z

(
t,
x+ 1

2

)
+ z

(
t,
x− 1

2

)]

+
1

2
f(t, x)

[
u

(
t,
x+ 1

2

)
+ u

(
t,
x− 1

2

)]

+ x(1 + sin(u(t, x) − txz(t, x)))∂xu(t, x).

We apply the numerical method of lines for the above system and then the
Runge–Kutta method of the 4-th order for the system of ordinary differential
equations.

Denote by zh : Eh → R, uh : Eh → R
2 the solution given by the

generalized method of lines and Runge–Kutta method for problem (57),
(58). Suppose that t(r) ∈ [0, a] is fixed. Then we put

ε
(r)
h = max{|z

(r,m)
h − v(r,m)| : −N ≤ m ≤ N},

ν
(r)
h =

1

2N − 1

∑

−N≤m≤N

|z
(r,m)
h − v(r,m)|.

The numbers ε
(r)
h and ν

(r)
h can be called the maximal and average errors of

the classical method for fixed t(r). In a similar way we define the maximal and

average errors ε
(r)
h , ν

(r)
h for the generalized method of lines and Runge–Kutta

method.

We put a = 1, b = 1, h0 = 0.0001, h1 = 0.01 and we have the following
experimental values for the above defined errors.
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Table 2. Maximal errors εh, εh and average errors νh, νh

t
(r)

ε
(r)
h ε

(r)
h ν

(r)
h ν

(r)
h

0.2 9.17 · 10−3 9.78 · 10−5 7.82 · 10−3 4.94 · 10−5

0.4 3.31 · 10−2 3.62 · 10−4 2.70 · 10−2 1.81 · 10−4

0.6 6.68 · 10−2 7.54 · 10−4 5.33 · 10−2 3.81 · 10−4

0.8 1.06 · 10−1 1.24 · 10−3 8.39 · 10−2 6.38 · 10−4

1.0 1.48 · 10−1 1.81 · 10−3 1.17 · 10−1 9.44 · 10−4

Note that ε
(r)
h < ε

(r)
h and ν

(r)
h < ν

(r)
h for all values of t(r).

Thus we see that the errors of the classical method are larger than the
errors of the generalized method of lines. This is due to the fact that the
approximation of the spatial derivative of z in the generalized method of
lines is better than the respective approximation in the classical method.
The method described in this paper may be applied for numerical solution
of first order nonlinear differential equations with deviated variables.
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[13] H. Leszczyński, On the method of lines for a non-linear heat equation with functional

dependence, Ann. Polon. Math 69 (1998), 61–74.
[14] W. E. Schiesser, The Numerical Method of Lines. Integration of Partial Differential

Equations, Acad. Press, San Diego, 1991.
[15] K. Schmitt, R. C. Thompson and W. Walter, Existence of solutions of a nonlinear

boundary value problem via the method of lines, Nonliear Anal. 2 (1978), 519–535.
[16] A. Vande Wouwer, Ph. Saucez and W. E. Schiesser, Adaptive Method of Lines,

Chapman and Hall/CRC, Boca Raton, 2001.
[17] D. M. Wei, Existence, uniqueness and numerical analysis of solutions of a quasilin-

ear parabolic problem, SIAM J. Numer. Anal. 29 (1992), 484–497.
[18] K. Zlateva, Method of lines for parabolic equations with dynamical boundary condi-

tions, Math. Balkanica (N.S.) 14 (2000), 275–290.

Institute of Mathematics
University of Gdańsk
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