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#### Abstract

Classical solutions of functional partial differential inequalities with initial boundary conditions are estimated by maximal solutions of suitable problems for ordinary functional differential equations. Uniqueness of solutions and continuous dependence on given functions are obtained as applications of the comparison result. A theorem on weak functional differential inequalities generated by mixed problems is proved. Our method is based on an axiomatic approach to equations with unbounded delay. Examples of phase spaces are given.


1. Introduction. The papers of Haar [6] and Ważewski [20] initiated the theory of first order partial differential inequalities. The fundamental result, known as the Haar-Ważewski inequality, shows that a function of several variables which is of class $C^{1}$ on the Haar pyramid and satisfies a linear differential inequality can be estimated by a solution of a suitable initial value problem for an ordinary differential equation.

There exist many generalizations of the above classical result. We list some of them below.

The differential inequality may be nonlinear with respect to the unknown function and consequently, the comparison problem may be nonlinear. The assumptions on the regularity of the unknown function considered on the Haar pyramid may be weakened. Vector-valued functions satisfying systems of partial differential inequalities can be estimated by solutions of ordinary differential problems ([13, Vol. II] and [14]).

The Haar-Ważewski inequality has been extended to semiclassical solutions of nonlinear differential inequalities ([5], [17], [18]). Comparison results for generalized entropy solutions of nonlinear differential or functional differential problems are discussed in [11] and [12]. The results of those two papers are local with respect to spatial variables. Differential inequalities and suitable comparison results for initial boundary value problems are given in [4].

[^0]Comparison theorems global with respect to spatial variables are presented in [2] for classical solutions and in [19, Chapter VIII] for semiclassical solutions. Differential inequalities with Kamke type comparison problems can be found in [1], [14]. An interesting result on the global uniqueness of the Cauchy problem when the right hand side of the equation satisfies the Hölder condition can be found in [3]. Infinite systems of functional differential inequalities are studied in [15]. Viscosity solutions of functional differential inequalities are studied in [16]. Functional differential versions of the Haar-Ważewski inequality can be found in [8].

The monographs [8] and [19] contain an exposition of recent developments on hyperbolic differential and functional differential inequalities.

The aim of this paper is to add a new element to the above sequence of generalizations of the Haar-Ważewski inequality. We prove comparison results for functional differential inequalities with unbounded delay.

Differential inequalities find numerous applications in the theory of first order partial differential or functional differential equations, including questions such as: estimates of solutions of initial or initial boundary value problems, estimates of domains of solutions, estimates of the difference between solutions of two problems, criterions of uniqueness and continuous dependence of solutions on given functions.

We now formulate our functional differential problem. We use vectorial inequalities with the understanding that the same inequalities hold between the corresponding components. Set $\mathbb{R}_{+}=[0, \infty)$ and $\mathbb{R}_{-}=(-\infty, 0]$.

Let $a>0, r=\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{R}_{+}^{n}$, and $b=\left(b_{1}, \ldots, b_{n}\right) \in \mathbb{R}^{n}$, where $b_{i}>0$ for $1 \leq i \leq n$, be given. Fix an integer $\kappa, 0 \leq \kappa \leq n$. For each $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ we write $x=\left(x^{\prime}, x^{\prime \prime}\right)$, where $x^{\prime}=\left(x_{1}, \ldots, x_{\kappa}\right)$ and $x^{\prime \prime}=\left(x_{\kappa+1}, \ldots, x_{n}\right)$. We have $x^{\prime}=x$ if $\kappa=n$ and $x^{\prime \prime}=x$ if $\kappa=0$. Write $c=b+r$ and define

$$
\begin{aligned}
E & =[0, a] \times\left[-b^{\prime}, b^{\prime}\right) \times\left(-b^{\prime \prime}, b^{\prime \prime}\right], \\
E_{0} & =(-\infty, 0] \times\left[-b^{\prime}, c^{\prime}\right] \times\left[-c^{\prime \prime}, b^{\prime \prime}\right], \\
\partial_{0} E & =(0, a] \times\left(\left[-b^{\prime}, c^{\prime}\right] \backslash\left[-b^{\prime}, b^{\prime}\right)\right) \times\left(\left[-c^{\prime \prime}, b^{\prime \prime}\right] \backslash\left(-b^{\prime \prime}, b^{\prime \prime}\right]\right), \\
\Omega & =E \cup E_{0} \cup \partial_{0} E, \\
D & =\mathbb{R}_{-} \times\left[0, r^{\prime}\right] \times\left[-r^{\prime \prime}, 0\right] .
\end{aligned}
$$

For a function $z: \Omega \rightarrow \mathbb{R}$ and a point $(t, x) \in E$ we define a function $z_{(t, x)}: D \rightarrow \mathbb{R}$ as follows:

$$
z_{(t, x)}(\tau, s)=z(t+\tau, x+s), \quad(\tau, s) \in D
$$

The function $z_{(t, x)}$ is the restriction of $z$ to the set $\mathbb{R}_{-} \times\left[x^{\prime}, x^{\prime}+r^{\prime}\right] \times$ $\left[x^{\prime \prime}-r^{\prime \prime}, x^{\prime \prime}\right]$ and this restriction is shifted to the set $D$. We consider the
nonlinear functional differential equation with unbounded delay

$$
\begin{equation*}
\partial_{t} z(t, x)=f\left(t, x, z_{(t, x)}, \partial_{x} z(t, x)\right) \tag{1}
\end{equation*}
$$

together with the initial boundary condition

$$
\begin{equation*}
z(t, x)=\varphi(t, x) \quad \text { for }(t, x) \in E_{0} \cup \partial_{0} E \tag{2}
\end{equation*}
$$

where $\partial_{x} z=\left(\partial_{x_{1}} z, \ldots, \partial_{x_{n}} z\right)$ and $\varphi: E_{0} \cup \partial_{0} E \rightarrow \mathbb{R}$ and $f: E \times Y \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ are given functions. Here $Y$ denotes an abstract linear space satisfying suitable axioms. Elements of $Y$ are functions from $D$ into $\mathbb{R}$, and $Y$ is called a phase space for (1).

Further assumptions on $Y$ are given in Section 3. The set $D$ is such that the functional dependence in (1) is of the Volterra type.

A function $u: \Omega \rightarrow \mathbb{R}$ is called a classical solution of (1), (2) if
(i) $u$ is continuous on $E \cup \partial_{0} E$ and $u_{(0, x)} \in Y$ for $x \in[-b, b]$,
(ii) the partial derivatives $\partial_{t} u, \partial_{x} u$ exist on $E$,
(iii) $u$ satisfies (1) on $E$ and the initial boundary condition (2) holds.

Existence results for hyperbolic functional differential equations with unbounded delay can be found in [9], [10].

The paper is organized as follows. In Section 2 we prove that under natural assumptions on given functions there is a maximal solution of an initial value problem for an ordinary functional differential equation with unbounded delay and it depends continuously on the given functions. A comparison result for first order functional differential inequalities with unbounded delay is presented in Section 3. It is the main result of the paper. Uniqueness of classical solutions of problem (1), (2) and continuous dependence on given functions are obtained as applications of the comparison result. Examples of phase spaces are given in Section 3. A theorem on weak functional differential inequalities generated by (1), (2) is presented in Section 4.

Our method is based on an axiomatic approach to equations with unbounded delay.
2. Extremal solutions of initial value problems. For any metric spaces $U$ and $W$ we denote by $C(U, W)$ the class of all continuous functions defined on $U$ and taking values on $W$.

For a function $y:(-\infty, a] \rightarrow \mathbb{R}, a>0$, and $t \in(-\infty, a]$ we define $y_{t}: \mathbb{R}_{-} \rightarrow \mathbb{R}$ by $y_{t}(\tau)=y(t+\tau), \tau \in \mathbb{R}_{-}$.

In this section we consider classical solutions of the Cauchy problem for ordinary functional differential equations with unbounded delay

$$
\begin{align*}
y^{\prime}(t) & =g\left(t, y_{t}\right)  \tag{3}\\
y(t) & =\eta(t) \quad \text { for } t \in \mathbb{R}_{-} . \tag{4}
\end{align*}
$$

where $g:[0, a] \times X \rightarrow \mathbb{R}$ and $\eta: \mathbb{R}_{-} \rightarrow \mathbb{R}$ are given functions and $X$ is an abstract linear space satisfying suitable axioms. Elements of $X$ are functions mapping $\mathbb{R}_{-}$into $\mathbb{R}$, and it is called a phase space for (3).

Set

$$
X_{+}=\left\{\eta \in X: \eta(t) \geq 0 \text { for } t \in \mathbb{R}_{-}\right\}
$$

The axioms on $X$ are the following ([7]).
Assumption $H[X] . X$ is a normed linear space with the norm $\|\cdot\|_{X}$ which satisfies the conditions:

1) if $y:(-\infty, a] \rightarrow \mathbb{R}, a>0$, is a function such that $y_{0} \in X$ and $\left.y\right|_{[0, a]} \in C([0, a], \mathbb{R})$ then
(i) $y_{t} \in X$ for $t \in(0, a]$,
(ii) there are constants $H, K, L \in \mathbb{R}_{+}$independent of $y$ such that for $t \in[0, a]$,

$$
\begin{aligned}
|y(t)| & \leq H\left\|y_{t}\right\|_{X} \\
\left\|y_{t}\right\|_{X} & \leq K \max \{|y(\tau)|: \tau \in[0, t]\}+L\left\|y_{0}\right\|_{X}
\end{aligned}
$$

(iii) the mapping $t \mapsto y_{t}$ is continuous from $[0, a]$ to $X$,
2) $\left(X,\|\cdot\|_{X}\right)$ is a Banach space.

We say that the function $g$ satisfies the monotonicity condition $W_{+}$if for any $(t, w),(t, \bar{w}) \in[0, a] \times X$ such that $w(\tau) \leq \bar{w}(\tau)$ for $\tau \in \mathbb{R}_{-}$and $w(0)=\bar{w}(0)$ we have $g(t, w) \leq g(t, \bar{w})$.

Given $w \in X$, let $s w:(-\infty, a] \rightarrow \mathbb{R}$ be defined by

$$
s w(t)=w(t) \quad \text { for } t \in \mathbb{R}_{-} \quad \text { and } \quad s w(t)=w(0) \quad \text { for } t \in[0, a]
$$

and write $s_{t} w=(s w)_{t}$ where $t \in(-\infty, a]$. Denote by $\|\cdot\|_{[0, \tau]}$ the supremum norm in the space $C([0, \tau], \mathbb{R})$ where $\tau \in \mathbb{R}_{+}$.

The aim of this section is to prove that under natural assumptions on $g$ and $\eta$ there is a local maximal solution of problem (3), (4). We also prove that the maximal solutions depend continuously on given functions. To this end, we also consider the following initial value problem:

$$
\begin{align*}
y^{\prime}(t) & =g\left(t, y_{t}\right)+\varepsilon  \tag{5}\\
y(t) & =\eta(t)+\eta(t, \varepsilon) \quad \text { for } t \in \mathbb{R}_{-} \tag{6}
\end{align*}
$$

where $\varepsilon \geq 0$ and $\eta(\cdot, \varepsilon) \in X$ for $\varepsilon \geq 0$.
Assumption $H[\eta(\cdot, \varepsilon)]$. The family of functions $\{\eta(\cdot, \varepsilon)\}_{\varepsilon \geq 0}$ satisfies the conditions:

1) $\eta(\cdot, \varepsilon) \in X$ and $\eta(t, \varepsilon) \geq 0$ for $t \in \mathbb{R}_{-}$and $\eta(0, \varepsilon)=\varepsilon$,
2) $\eta(t, 0)=0$ for $t \in \mathbb{R}_{-}$and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\|\eta(\cdot, \varepsilon)\|_{X}=0 \tag{7}
\end{equation*}
$$

## Theorem 2.1. Suppose that

1) Assumptions $H[X]$ and $H[\eta(\cdot, \varepsilon)]$ hold,
2) $g \in C([0, a] \times X, \mathbb{R})$ satisfies the monotonicity condition $W_{+}$,
3) the constants $\alpha, M, d>0$ are defined by the relations

$$
\begin{aligned}
\left|g\left(t, s_{t} \eta\right)\right| \leq M & \text { for } t \in[0, a], \\
\left|g(t, w)-g\left(t, s_{t} \eta\right)\right| \leq 1 & \text { for }\left\|w-s_{t} \eta\right\|_{X} \leq d, t \in[0, a],
\end{aligned}
$$

and

$$
\alpha=\min \left\{a, \frac{d}{2 K(M+1+0.5 d)}\right\},
$$

4) the parameter $\varepsilon$ satisfies the conditions

$$
\begin{equation*}
0 \leq \varepsilon \leq d / 4, \quad K \varepsilon+L\|\eta(\cdot, \varepsilon)\|_{X} \leq d / 4 . \tag{8}
\end{equation*}
$$

Then the Cauchy problem (5), (6) has the maximal solution $\omega(\cdot, \varepsilon)$ on the interval $(-\infty, \alpha]$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \omega(t, \varepsilon)=\omega(t) \quad \text { uniformly on }[0, \alpha], \tag{9}
\end{equation*}
$$

and $\omega(\cdot)$ is the maximal solution of (3), (4) on $(-\infty, \alpha]$.
Proof. Define $\chi \in X$ by

$$
\chi(t)= \begin{cases}0 & \text { for } t \in(-\infty,-1] \\ t+1 & \text { for } t \in(-1,0] .\end{cases}
$$

We consider the Cauchy problem

$$
\begin{align*}
y^{\prime}(t) & =g\left(t, y_{t}\right)+\varepsilon+\xi,  \tag{10}\\
y(t) & =\eta(t)+\eta(t, \varepsilon)+\xi \chi(t) \quad \text { for } t \in \mathbb{R}_{-} . \tag{11}
\end{align*}
$$

Suppose that

$$
\begin{equation*}
0<\xi \leq d / 4 \quad \text { and } \quad K \xi+L \xi\|\chi\|_{X} \leq d / 4 . \tag{12}
\end{equation*}
$$

We prove that for $\xi$ satisfying (12) there is a solution $\omega(\cdot, \varepsilon, \xi)$ of (10), (11) on $(-\infty, \alpha]$. Let $B$ denote the space of all functions $y:(-\infty, \alpha] \rightarrow \mathbb{R}$ such that $y_{0} \in X$ and $\left.y\right|_{[0, \alpha]} \in C([0, \alpha], \mathbb{R})$. For $y \in B$ we define

$$
\|y\|_{B}=\left\|y_{0}\right\|_{X}+\|y\|_{[0, \alpha]} .
$$

Then $\left(B,\|\cdot\|_{B}\right)$ is a Banach space. Let $U \subset B$ denote the set of functions $y:(-\infty, \alpha] \rightarrow \mathbb{R}$ such that
(i) $y(t)=\eta(t)+\eta(t, \varepsilon)+\xi \chi(t)$ for $t \in \mathbb{R}_{-}$,
(ii) $|y(t)-y(\bar{t})| \leq(M+1+0.5 d)|t-\bar{t}|$ for $t, \bar{t} \in[0, \alpha]$.

Define a mapping $T: U \rightarrow B$ by setting, for $y \in U$,

$$
T[y](t)= \begin{cases}\eta(t)+\eta(t, \varepsilon)+\xi \chi(t) & \text { for } t \in \mathbb{R}_{-}, \\ \eta(0)+\varepsilon+\xi+\int_{0}^{t}\left[g\left(\tau, y_{\tau}\right)+\varepsilon+\xi\right] d \tau & \text { for } t \in[0, \alpha] .\end{cases}
$$

It follows from condition 1) of Assumption $H[X]$ that $y_{t} \in X$ for $t \in[0, \alpha]$ so $T$ is well defined on $U$. Suppose that $w \in X$ and

$$
\begin{equation*}
\left\|w-s_{t}(\eta+\eta(\cdot, \varepsilon)+\xi \chi)\right\|_{X} \leq d / 2 \tag{13}
\end{equation*}
$$

Then

$$
\begin{aligned}
\left\|w-s_{t} \eta\right\|_{X} & \leq 0.5 d+\left\|s_{t} \eta(\cdot, \varepsilon)\right\|_{X}+\left\|s_{t}(\xi \chi)\right\|_{X} \\
& \leq 0.5 d+K \varepsilon+L\|\eta(\cdot, \varepsilon)\|_{X}+K \xi+L \xi\|\chi\|_{X} \leq d, \quad t \in[0, \alpha]
\end{aligned}
$$

We thus get, for $w \in X$ satisfying (13),

$$
|g(t, w)| \leq M+1, \quad t \in[0, \alpha]
$$

It follows that for $y \in U$ and $t \in[0, \alpha]$ we have

$$
\begin{aligned}
& \left\|y_{t}-s_{t}(\eta+\eta(\cdot, \varepsilon)+\xi \chi)\right\|_{X} \\
& \quad \leq K \max \{|y(\tau)-(\eta(0)+\varepsilon+\xi)|: \tau \in[0, \alpha]\} \leq K(M+1+0.5 d) \alpha \leq 0.5 d
\end{aligned}
$$

and consequently

$$
|T[y](t)-T[y](\bar{t})| \leq\left|\int_{t}^{\bar{t}}\left[g\left(\tau, y_{\tau}\right)+\varepsilon+\xi\right] d \tau\right| \leq(M+1+0.5 d)|t-\bar{t}|
$$

for all $t, \bar{t} \in[0, \alpha]$. Thus, $T$ maps $U$ into itself. The continuity of $g$ shows that $T$ is continuous on $U$. Now, an application of the Schauder fixed point theorem yields the existence of at least one solution $\omega(\cdot, \varepsilon, \xi)$ of the equation $y=T[y]$. The solution is defined on $(-\infty, \alpha]$ for each $\varepsilon$ and $\xi$ satisfying (8) and (12) respectively. It is easily seen that $\omega(\cdot, \varepsilon, \xi)$ is a classical solution of (10), (11).

Now we prove that for $\xi_{1}<\xi_{2}$ satisfying (12) we have

$$
\begin{equation*}
\omega\left(t, \varepsilon, \xi_{1}\right)<\omega\left(t, \varepsilon, \xi_{2}\right) \quad \text { for } t \in(0, \alpha] \tag{14}
\end{equation*}
$$

Suppose not. Then the set

$$
I_{+}=\left\{t \in[0, \alpha]: \omega\left(t, \varepsilon, \xi_{1}\right) \geq \omega\left(t, \varepsilon, \xi_{2}\right)\right\}
$$

is not empty. If we put $\tilde{t}=\min I_{+}$, it is clear that $\tilde{t}>0$ and

$$
\begin{equation*}
\omega^{\prime}\left(\widetilde{t}, \varepsilon, \xi_{1}\right) \geq \omega^{\prime}\left(\widetilde{t}, \varepsilon, \xi_{2}\right) \tag{15}
\end{equation*}
$$

It follows from the monotonicity condition $W_{+}$and from (10) that

$$
\omega^{\prime}\left(t, \varepsilon, \xi_{1}\right)-\omega^{\prime}\left(t, \varepsilon, \xi_{2}\right)<g\left(\widetilde{t}, \omega_{\widetilde{t}}\left(\cdot, \varepsilon, \xi_{1}\right)\right)-g\left(\widetilde{t}, \omega_{\widetilde{t}}\left(\cdot, \varepsilon, \xi_{2}\right)\right) \leq 0
$$

which contradicts (15). Hence $I_{+}$is empty and the statement follows.
Consider now a sequence $\left\{\xi_{m}\right\}_{m=0}^{\infty}$ of numbers such that
(i) $\xi_{m}$ satisfies (12) for $m \geq 0$,
(ii) $\xi_{m+1}<\xi_{m}$ for $m \geq 0$ and $\lim _{m \rightarrow \infty} \xi_{m}=0$.

Then the sequence $\left\{\omega\left(\cdot, \varepsilon, \xi_{m}\right)\right\}_{m=0}^{\infty}$ is uniformly convergent on $[0, \alpha]$ and

$$
\lim _{m \rightarrow \infty}\left\|\xi_{m} \chi\right\|_{X}=0
$$

Moreover we have

$$
\begin{equation*}
\omega\left(t, \varepsilon, \xi_{m}\right)=\eta(0)+\varepsilon+\xi_{m}+\int_{0}^{t}\left[g\left(\tau, \omega_{\tau}\left(\cdot, \varepsilon, \xi_{m}\right)\right)+\varepsilon+\xi_{m}\right] d \tau \tag{16}
\end{equation*}
$$

for all $t \in[0, \alpha]$. Write

$$
\begin{equation*}
\omega(t, \varepsilon)=\lim _{m \rightarrow \infty} \omega\left(t, \varepsilon, \xi_{m}\right), \quad t \in(-\infty, \alpha] \tag{17}
\end{equation*}
$$

Letting $m \rightarrow \infty$ in (16) shows that $\omega(\cdot, \varepsilon)$ is a classical solution of (5), (6). It remains to show that it is the maximal solution on $(-\infty, \alpha]$. Let $\widetilde{\omega}(\cdot, \varepsilon)$ : $(-\infty, \widetilde{\alpha}] \rightarrow \mathbb{R}$ be a solution of $(5),(6)$ and $\alpha_{0}=\min (\alpha, \widetilde{\alpha})$. Then

$$
\begin{gathered}
\widetilde{\omega}^{\prime}(t, \varepsilon)<g\left(t, \omega_{t}(\cdot, \varepsilon)\right)+\varepsilon+\xi_{m} \\
\omega^{\prime}\left(t, \varepsilon, \xi_{m}\right)=g\left(t, \omega_{t}\left(\cdot, \varepsilon, \xi_{m}\right)\right)+\varepsilon+\xi_{m}, \quad t \in\left[0, \alpha_{0}\right]
\end{gathered}
$$

and consequently $\widetilde{\omega}(t, \varepsilon)<\omega\left(t, \varepsilon, \xi_{m}\right)$ for $t \in\left[0, \alpha_{0}\right]$ and $m \geq 0$. It follows from (17) that $\widetilde{\omega}(t, \varepsilon) \leq \omega(t, \varepsilon)$ for $t \in\left[0, \alpha_{0}\right]$. Thus $\omega(\cdot, \varepsilon)$ is the maximal solution of (5), (6).

Let $\omega(\cdot)$ denote the maximal solution of (3), (4). It follows easily that for $\varepsilon$ satisfying (8) we have

$$
\omega(t) \leq \omega(t, \varepsilon), \quad t \in[0, \alpha]
$$

The functions $\left\{\left.\omega(\cdot, \varepsilon)\right|_{[0, \alpha]}\right\}$ are uniformly bounded and equicontinuous. It follows from assumption (7) and from the Ascoli-Arzelà theorem that assertion (9) holds. This completes the proof.

Remark 2.1. Suppose that $0 \leq \varepsilon \leq d / 4$ and

1) the function $\eta \mapsto\|\eta(\cdot \varepsilon)\|_{X}$ is nondecreasing,
2) $K<1$ and the constant $d$ satisfies the condition

$$
L\|\eta(\cdot, d / 4)\|_{X} \leq(1-K) d / 4
$$

Then the second inequality in (8) is satisfied.
Now we prove a theorem on the continuous dependence of maximal solutions of (3), (4) on initial functions.

Assumption $H_{c}[X]$. Assumption $H[X]$ is fulfilled and if $y:(-\infty, a] \rightarrow \mathbb{R}$ is such that $y_{0} \in X$ and $\left.y\right|_{[0, a]} \in C([0, a], \mathbb{R})$ then the mapping $(\tau, t) \mapsto s_{t} y_{\tau}$ is continuous for $(\tau, t) \in[0, a] \times[0, a], t \geq \tau$.

Theorem 2.2. Suppose that

1) Assumptions $H_{c}[X]$ and $H[\eta(\cdot, \varepsilon)]$ hold and $\eta \in X$,
2) condition 2) of Theorem 2.1 is satisfied and $\omega$ is the maximal solution of (3), (4) existing on the interval $(-\infty, a]$.

Then for any $0<a_{0}<a$ there is $\varepsilon_{0}>0$ such that for each $0<\varepsilon \leq \varepsilon_{0}$ the maximal solution $\omega(\cdot, \varepsilon)$ of problem (5), (6) exists on $\left(-\infty, a_{0}\right]$ and

$$
\lim _{\varepsilon \rightarrow 0} \omega(t, \varepsilon)=\omega(t) \quad \text { uniformly on } \quad\left[0, a_{0}\right]
$$

Proof. Let $0<a_{0}<a$ be fixed. The proof will be divided into 2 steps.
I. We first prove the following property of equations with unbounded delay. Suppose that $\tau \in\left[0, a_{0}\right]$ and that the family of functions

$$
\gamma(\cdot, \varepsilon):(-\infty, \tau] \rightarrow \mathbb{R}_{+}, \quad \varepsilon>0
$$

satisfies the conditions
(i) $\gamma_{0}(\cdot, \varepsilon) \in X$ and $\gamma(\tau, \varepsilon)=\varepsilon$ for $\varepsilon \geq 0$,
(ii) $\left.\gamma(\cdot, \varepsilon)\right|_{[0, \tau]}$ is continuous for each $\varepsilon \geq 0$ and

$$
\lim _{\varepsilon \rightarrow 0}\left[\left\|\gamma_{0}(\cdot, \varepsilon)\right\|_{X}+\|\gamma(\cdot, \varepsilon)\|_{[0, \tau]}\right]=0
$$

Consider the Cauchy problem

$$
\begin{align*}
y^{\prime}(t) & =g\left(t, y_{t}\right)+\varepsilon  \tag{18}\\
y(t) & =\omega(t)+\gamma(t, \varepsilon) \quad \text { for } t \in(-\infty, \tau] \tag{19}
\end{align*}
$$

We prove that there are $\widetilde{\varepsilon}>0$ and $\widetilde{\alpha}>0$ (independent of $\tau$ ) such that for $0<\varepsilon \leq \widetilde{\varepsilon}$ there is the maximal solution $\widetilde{\omega}(\cdot, \varepsilon, \tau)$ of (18), (19) defined on $(-\infty, \tau+\widetilde{\alpha}]$ and

$$
\lim _{\varepsilon \rightarrow 0} \widetilde{\omega}(t, \varepsilon, \tau)=\omega(t) \quad \text { uniformly on }[\tau, \tau+\widetilde{\alpha}]
$$

It is easily seen that problem (18), (19) is equivalent to

$$
\begin{align*}
y^{\prime}(t) & =g\left(t+\tau, y_{t}\right)+\varepsilon  \tag{20}\\
y(t) & =\omega_{\tau}(t)+\gamma_{\tau}(t, \varepsilon) \quad \text { for } t \in \mathbb{R}_{-} \tag{21}
\end{align*}
$$

More precisely, a function $\widetilde{y}:(-\infty, \tau+\widetilde{\alpha}] \rightarrow \mathbb{R}$ satisfies (18), (19) if and only if the function $\bar{y}:(-\infty, \tau] \rightarrow \mathbb{R}$ given by $\bar{y}(t)=\widetilde{y}(t+\tau)$ satisfies (20), (21). It follows from Assumption $H_{c}[X]$ that there are $\widetilde{M}, \widetilde{b}>0$ such that

$$
\left|g\left(t+\tau, s_{t} \omega_{\tau}\right)\right| \leq \widetilde{M}, \quad \tau \in\left[0, a_{0}\right], t \in[\tau, a]
$$

and

$$
\left|g(t+\tau, w)-g\left(t+\tau, s_{t} \omega_{\tau}\right)\right| \leq 1 \quad \text { for }\left\|w-s_{t} \omega_{\tau}\right\|_{X} \leq \widetilde{b}
$$

for all $\tau \in\left(0, a_{0}\right]$ and $t \in[\tau, a]$. Suppose that $\varepsilon$ satisfies

$$
\begin{align*}
& 0<\varepsilon \leq \widetilde{b} / 4  \tag{22}\\
& K \varepsilon+L\left\|\gamma_{0}(\cdot, \varepsilon)\right\|_{X}+K \max \{|\gamma(\xi, \varepsilon)|: \xi \in[0, \tau]\} \leq \widetilde{b} / 4
\end{align*}
$$

Write

$$
\widetilde{\alpha}=\min \left\{a-a_{0}, \frac{\widetilde{b}}{2 K(\widetilde{M}+1+0.5 \widetilde{b})}\right\}
$$

It follows from Theorem 2.1 that the maximal solution $\widetilde{\omega}(\cdot, \varepsilon, \tau)$ of (20), (21) exists on $(-\infty, \widetilde{\alpha}]$ and

$$
\lim _{\varepsilon \rightarrow 0} \widetilde{\omega}(t, \varepsilon, \tau)=\omega_{\tau}(t) \quad \text { uniformly on }[0, \widetilde{\alpha}] .
$$

According to the above considerations, for $\varepsilon$ satisfying (22) there exists the maximal solution $\omega(\cdot, \varepsilon, \tau)$ of problem (18), (19). The solution is defined on $(-\infty, \tau+\widetilde{\alpha}]$ and

$$
\lim _{\varepsilon \rightarrow 0} \omega(t, \varepsilon, \tau)=\omega(t) \quad \text { uniformly on }[\tau, \tau+\widetilde{\alpha}]
$$

II. Fix $\bar{\varepsilon}>0$. We will prove that there is $\widetilde{\varepsilon}>0$ such that for $0<\varepsilon \leq \widetilde{\varepsilon}$ we have:
(i) the maximal solution $\omega(\cdot, \varepsilon)$ of (5), (6) exists on $\left(-\infty, a_{0}\right]$,
(ii) $\omega(t, \varepsilon)-\omega(t)<\bar{\varepsilon}$ for $t \in\left[0, a_{0}\right]$.

Consider the Cauchy problem (18), (19) with $\tau=0$ and $\gamma(\cdot, \varepsilon)=\eta(\cdot, \varepsilon)$ for $\varepsilon>0$. According to step I, we find $\varepsilon_{1}>0$ such that for $0<\varepsilon \leq \varepsilon_{1}$ there exists the maximal solution $\omega(\cdot, \varepsilon)$ of (5), (6). The function $\omega(\cdot, \varepsilon)$ is defined on $(-\infty, \widetilde{\alpha}]$ and $\omega(t, \varepsilon)-\omega(t)<\bar{\varepsilon}$ for $t \in[0, \widetilde{\alpha}]$.

Now consider the functional differential problem

$$
\begin{align*}
y^{\prime}(t) & =g\left(t, y_{t}\right)+\varepsilon,  \tag{23}\\
y(t) & =\omega(t, \varepsilon) \quad \text { for } t \in(-\infty, \widetilde{\alpha}] \tag{24}
\end{align*}
$$

where $0<\varepsilon<\varepsilon_{1}$. It follows that there is $\widetilde{\varepsilon}_{2}>0$ such that for $0<\varepsilon \leq \varepsilon_{2}$ we have:
(i) the maximal solution $\omega_{2}(\cdot, \varepsilon)$ of (23), (24) is defined on $(-\infty, 2 \widetilde{\alpha}]$,
(ii) $\omega_{2}(t, \varepsilon)-\omega(t)<\bar{\varepsilon}$ for $t \in[\widetilde{\alpha}, 2 \widetilde{\alpha}]$.

Thus, the maximal solution $\omega(\cdot, \varepsilon)$ of (5), (6) for $0<\varepsilon \leq \varepsilon_{2}$ is defined on $(-\infty, 2 \widetilde{\alpha}]$ and

$$
\omega(t, \varepsilon)-\omega(t)<\bar{\varepsilon} \quad \text { for } t \in[0,2 \widetilde{\alpha}] .
$$

The above procedure can be repeated $k$ times until $k \widetilde{\alpha}>a_{0}$, which gives the existence of $\varepsilon_{k}>0$ such that for any $0<\varepsilon \leq \varepsilon_{k}$, the maximal solution $\omega(\cdot, \varepsilon)$ of problem (5), (6) is defined on $\left(-\infty, a_{0}\right] \subset(-\infty, k \widetilde{\alpha}]$ and $\omega(t, \varepsilon)-\omega(t)<\bar{\varepsilon}$ for $t \in\left[0, a_{0}\right]$. This completes the proof.
3. Comparison theorems for mixed problems. We formulate assumptions on the space $Y$. Write $I=\left[0, r^{\prime}\right] \times\left[-r^{\prime \prime}, 0\right]$. Assume that $c>0$, $w:(-\infty, c] \times I \rightarrow \mathbb{R}$ and $t \in(-\infty, c]$. Define a function $w_{(t)}: D \rightarrow \mathbb{R}$ by $w_{(t)}(\tau, s)=w(t+\tau, s),(\tau, s) \in D$. If $w:(-\infty, c] \times I \rightarrow \mathbb{R}, c>0$, and $\left.w\right|_{[0, a] \times I} \in C([0, a] \times I, \mathbb{R})$ then we write

$$
\|w\|_{[0, t] \times I}=\max \{|w(\tau, s)|:(\tau, s) \in[0, t] \times I\}, \quad 0 \leq t \leq c .
$$

The axioms on $Y$ are the following.

Assumption $H[Y] . Y$ is a normed linear space with the norm $\|\cdot\|_{Y}$ which satisfies the conditions:

1) there is $\xi \in \mathbb{R}_{+}$such that for all $w \in Y$ we have

$$
|w(0, x)| \leq \xi\|w\|_{Y}, \quad x \in I
$$

2) if $w:(-\infty, c] \times I \rightarrow \mathbb{R}, c>0$, is a function such that $w_{(0)} \in Y$ and $\left.w\right|_{[0, c] \times I} \in C([0, c] \times I, \mathbb{R})$ then $w_{(t)} \in Y$ for $t \in(0, c]$ and
(i) the mapping $t \mapsto w_{(t)}$ is continuous from $[0, c]$ to $Y$,
(ii) there are $K, K_{0} \in \mathbb{R}_{+}$independent of $w$ such that

$$
\left\|w_{(t)}\right\|_{Y} \leq K\|w\|_{[0, t] \times I}+K_{0}\left\|w_{(0)}\right\|_{Y}, \quad t \in[0, c]
$$

3) $\left(Y,\|\cdot\|_{Y}\right)$ is a Banach space.

In order to get comparison results based on ordinary functional differential equations, it is necessary to formulate some relations between the spaces $Y$ and $X$.

For a function $w:(-\infty, 0] \times I \rightarrow \mathbb{R}$ we define $V[w]: \mathbb{R}_{-} \rightarrow \mathbb{R}_{+}$by

$$
V[w](t)=\sup \{|w(t, x)|: x \in I\}, \quad t \in \mathbb{R}_{-}
$$

the value $V[w](t)=\infty$ is not excluded. For $z: \Omega \rightarrow \mathbb{R}$ and $(t, x) \in E$ we write $V z_{(t, x)}$ instead of $V\left[z_{(t, x)}\right]$.

Assumption $H[X, Y]$. Assumptions $H_{c}[X]$ and $H[Y]$ hold and if $w \in Y$ then $V[w] \in X$.

Examples of spaces $Y$ and $X$ satisfying Assumption $H[X, Y]$ are given below. Note that Assumption $H[Y]$ and all the spaces $Y$ given in this section appear in the papers on the existence of solutions for equations with unbounded delay [9], [10].

Example 3.1. Let $Y$ be the class of all functions $w: D \rightarrow \mathbb{R}$ which are uniformly continuous and bounded on $D$. For $w \in Y$ we put

$$
\begin{equation*}
\|w\|_{Y}=\sup \{|w(\tau, s)|:(\tau, s) \in D\} \tag{25}
\end{equation*}
$$

Let $X$ be the space of all $\eta: \mathbb{R}_{-} \rightarrow \mathbb{R}$ which are uniformly continuous and bounded on $\mathbb{R}_{\text {_ }}$. Write

$$
\begin{equation*}
\|\eta\|_{X}=\sup \left\{|\eta(\tau)|: \tau \in \mathbb{R}_{-}\right\} \tag{26}
\end{equation*}
$$

Then Assumption $H[X, Y]$ holds.
Example 3.2. Let $Y$ be the class of all $w: D \rightarrow \mathbb{R}$ such that $w \in$ $C(D, \mathbb{R})$ and the limit

$$
\lim _{t \rightarrow-\infty} w(t, x)=w_{0}(x) \quad \text { exists uniformly with respect to } x \in I
$$

The norm in $Y$ is defined by (25). Let $X$ be the space of all $\eta: \mathbb{R}_{-} \rightarrow \mathbb{R}$ such that $\eta \in C\left(\mathbb{R}_{-}, \mathbb{R}\right)$ and the limit $\lim _{t \rightarrow-\infty} \eta(t)$ exists. The norm in $X$ is defined by (26). Then Assumption $H[X, Y]$ is satisfied.

Example 3.3. Let $\gamma: \mathbb{R}_{-} \rightarrow(0, \infty)$ be a continuous nonincreasing function. Let $Y$ be the space of all continuous functions $w: D \rightarrow \mathbb{R}$ such that

$$
\lim _{t \rightarrow-\infty} w(t, x) / \gamma(t)=0, \quad x \in I
$$

Put

$$
\|w\|_{Y}=\sup \{|w(t, x)| / \gamma(t):(t, x) \in D\} .
$$

Let $X$ be the class of all continuous functions $\eta: \mathbb{R}_{-} \rightarrow \mathbb{R}$ such that

$$
\lim _{t \rightarrow-\infty} \eta(t) / \gamma(t)=0 .
$$

Put

$$
\|\eta\|_{X}=\sup \left\{|\eta(t)| / \gamma(t): t \in \mathbb{R}_{-}\right\} .
$$

Then Assumption $H[X, Y]$ is satisfied.
Example 3.4. Fix $p \geq 1$. Denote by $Y$ the class of all $w: D \rightarrow \mathbb{R}$ such that
(i) for each $t \in \mathbb{R}_{-}$the function $w(t, \cdot): I \rightarrow \mathbb{R}$ is continuous,
(ii) for $x \in I$ we have

$$
\int_{-\infty}^{0}|w(\tau, x)|^{p} d \tau<\infty .
$$

We define the norm in $Y$ by

$$
\begin{aligned}
\|w\|_{Y}= & \max \{|w(t, x)|:(t, x) \in\{0\} \times I\} \\
& +\int_{-\infty}^{0}\left[\max \left\{|w(\tau, x)|^{p}: x \in I\right\}\right] d \tau .
\end{aligned}
$$

Let $X$ be the space of all $\eta: \mathbb{R}_{-} \rightarrow \mathbb{R}$ such that

$$
\eta \text { is continuous at } 0 \text { and } \int_{-\infty}^{0}|\eta(\tau)|^{p} d \tau<\infty .
$$

Write

$$
\|\eta\|_{X}=\left(\int_{-\infty}^{0}|\eta(\tau)|^{p} d \tau\right)^{1 / p}
$$

Then Assumption $H[X, Y]$ holds.
Example 3.5. Denote by $Y$ the set of all functions $w: D \rightarrow \mathbb{R}$ which are bounded and
(i) for each $t \in \mathbb{R}_{-}$the function $w(t, \cdot): I \rightarrow \mathbb{R}$ is continuous,
(ii) $w$ is continuous on $\{0\} \times I$ and for $x \in I$ we have

$$
W(x)=\sup \left\{\int_{-(m+1)}^{-m}|w(\tau, x)| d \tau: m \in \mathbb{N}\right\}<\infty .
$$

Here $\mathbb{N}$ is the set of natural numbers. The norm in $Y$ is defined by

$$
\|w\|_{Y}=\max \{|w(t, x)|:(t, x) \in\{0\} \times I\}+\sup \{W(x): x \in I\}
$$

Let $X$ be the class of all $\eta: \mathbb{R}_{-} \rightarrow \mathbb{R}$ which are bounded and

$$
\|\eta\|_{0}=\sup \left\{\int_{-(m+1)}^{-m}|\eta(\tau)| d \tau: n \in \mathbb{N}\right\}<\infty
$$

We also assume that $\eta$ is continuous at 0 . Write

$$
\|\eta\|_{X}=|\eta(0)|+\|\eta\|_{0}
$$

Then Assumption $H[X, Y]$ is satisfied.
Suppose that

$$
\sigma:[0, a] \times X_{+} \rightarrow \mathbb{R}_{+} \quad \text { and } \quad \lambda: E \rightarrow \mathbb{R}^{n}, \lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)
$$

are given functions. We consider functional differential inequalities of the form

$$
\begin{equation*}
\left|\partial_{t} z(t, x)-\sum_{i=1}^{n} \lambda_{i}(t, x) \partial_{x_{i}} z(t, x)\right| \leq \sigma\left(t, V z_{(t, x)}\right) \tag{27}
\end{equation*}
$$

We prove that a function $u: \Omega \rightarrow \mathbb{R}$ satisfying (27) can be estimated by a maximal solution of a suitable initial value problem for an ordinary functional differential equation.

Assumption $H[\sigma, \lambda]$. The functions $\sigma \in C\left([0, a] \times X_{+}, \mathbb{R}_{+}\right)$and $\lambda \in$ $C\left(E, \mathbb{R}_{+}^{\kappa} \times \mathbb{R}_{-}^{n-\kappa}\right)$ satisfy the conditions:

1) $\sigma$ satisfies the monotonicity condition $W_{+}$,
2) for any function $\eta \in X_{+}$the maximal solution of the initial problem

$$
\begin{equation*}
y^{\prime}(t)=\sigma\left(t, y_{t}\right), \quad y_{0}=\eta \tag{28}
\end{equation*}
$$

is defined on $(-\infty, a]$.
We can now formulate the main result in this section.
Theorem 3.1. Suppose that Assumptions $H[X, Y]$ and $H[\sigma, \lambda]$ are satisfied and

1) $u: \Omega \rightarrow \mathbb{R}$ is continuous on $E \cup \partial_{0} E$ and $u_{(0, x)} \in Y$ for $x \in[-b, b]$,
2) there is $\eta \in X_{+}$such that $\eta(t) \leq \eta(0)$ for $t \in \mathbb{R}_{-}$and

$$
\begin{aligned}
& |u(t, x)| \leq \eta(t) \quad \text { for }(t, x) \in E_{0} \\
& |u(t, x)| \leq \eta(0) \quad \text { for } \quad(t, x) \in \partial_{0} E
\end{aligned}
$$

3) u satisfies (27) on $E$.

Under the above assumptions we have

$$
\begin{equation*}
|u(t, x)| \leq \omega(t, \eta) \quad \text { for }(t, x) \in E \tag{29}
\end{equation*}
$$

where $\omega(\cdot, \eta)$ is the maximal solution of (28).

## Proof. Define

$$
\widetilde{\omega}(t)=\sup \left\{|u(t, x)|: x \in\left[-b^{\prime}, c^{\prime}\right] \times\left[-c^{\prime \prime}, b^{\prime \prime}\right]\right\}, \quad t \in(-\infty, a]
$$

Then estimate (29) is equivalent to

$$
\begin{equation*}
\widetilde{\omega}(t) \leq \omega(t, \eta), \quad t \in(-\infty, a] . \tag{30}
\end{equation*}
$$

Fix $a_{0} \in(0, a)$. Consider the Cauchy problem

$$
\begin{align*}
y^{\prime}(t) & =\sigma\left(t, y_{t}\right)+\varepsilon  \tag{31}\\
y(t) & =\eta(t)+h(t, \varepsilon), \quad t \in \mathbb{R}_{-} \tag{32}
\end{align*}
$$

where

$$
h(t, \varepsilon)= \begin{cases}0 & \text { for } t \in(-\infty,-\varepsilon]  \tag{33}\\ t+\varepsilon & \text { for } t \in(-\varepsilon, 0]\end{cases}
$$

It follows that there is $\varepsilon_{0}>0$ such that for $0<\varepsilon \leq \varepsilon_{0}$ there is the maximal solution $\omega(\cdot, \eta, \varepsilon)$ of $(31),(32)$. The function $\omega(\cdot, \eta, \varepsilon)$ is defined on $\left(-\infty, a_{0}\right.$ ] and

$$
\lim _{\varepsilon \rightarrow 0} \omega(t, \eta, \varepsilon)=\omega(t, \eta) \quad \text { uniformly on }\left[0, a_{0}\right]
$$

We prove that

$$
\begin{equation*}
\widetilde{\omega}(t)<\omega(t, \eta, \varepsilon) \quad \text { for } t \in\left[0, a_{0}\right] \tag{34}
\end{equation*}
$$

where $0<\varepsilon \leq \varepsilon_{0}$. Suppose this is not true. Then the set

$$
I_{+}=\left\{t \in\left[0, a_{0}\right]: \widetilde{\omega}(t) \geq \omega(t, \eta, \varepsilon)\right\}
$$

is not empty. If we put $\tilde{t}=\min I_{+}$it is clear that $\tilde{t}>0$ and

$$
\begin{aligned}
& \widetilde{\omega}(\tau)<\omega(\tau, \eta, \varepsilon) \quad \text { for } \tau \in[0, \widetilde{t}), \\
& \widetilde{\omega}(\widetilde{t})=\omega(\widetilde{t}, \eta, \varepsilon)
\end{aligned}
$$

This gives

$$
\begin{equation*}
D_{-} \widetilde{\omega}(\widetilde{t}) \geq \omega^{\prime}(\widetilde{t}, \eta, \varepsilon) \tag{35}
\end{equation*}
$$

where $D_{-}$is the left-hand lower Dini derivative. There is $\widetilde{x} \in\left[-b^{\prime}, c^{\prime}\right] \times$ $\left[-c^{\prime \prime}, b^{\prime \prime}\right], \widetilde{x}=\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)$, such that $\widetilde{\omega}(\widetilde{t})=|u(\widetilde{t}, \widetilde{x})|$. Let $I^{(+)}, I^{(-)}, I^{(0)}$ be the sets of integers (possibly empty) such that $I^{(+)} \cup I^{(-)} \cup I^{(0)}=\{1, \ldots, n\}$ and

$$
\begin{array}{cl}
\widetilde{x}_{i} \geq b_{i} \quad \text { for } i \in I^{(+)}, \quad \widetilde{x}_{i} \leq-b_{i} \quad \text { for } i \in I^{(-)} \\
& -b_{i}<\widetilde{x}_{i}<b_{i} \quad \text { for } i \in I^{(0)}
\end{array}
$$

Since $(\widetilde{t}, \widetilde{x}) \notin \partial_{0} E$, we have

$$
\{1, \ldots, \kappa\} \cap I^{(+)}=\emptyset \quad \text { and } \quad\{\kappa+1, \ldots, n\} \cap I^{(-)}=\emptyset
$$

It follows that either (i) $\widetilde{\omega}(\widetilde{t})=u(\widetilde{t}, \widetilde{x})$ or (ii) $\widetilde{\omega}(\widetilde{t})=-u(\widetilde{t}, \widetilde{x})$. If (i) holds, then

$$
\begin{array}{ll}
\partial_{x_{i}} u(\widetilde{t}, \widetilde{x}) \geq 0 & \text { for } i \in I^{(+)}, \quad \partial_{x_{i}} u(\widetilde{t}, \widetilde{x}) \leq 0 \quad \text { for } i \in I^{(-)} \\
& \partial_{x_{i}} u(\widetilde{t}, \widetilde{x})=0 \quad \text { for } i \in I^{(0)}
\end{array}
$$

It follows from Assumption $H[\sigma, \lambda]$ and from (27) that

$$
\begin{aligned}
D_{-} \widetilde{\omega}(\widetilde{t}) & \leq \partial_{t} u(\widetilde{t}, \widetilde{x}) \leq \sigma\left(\widetilde{t}, V u_{(\widetilde{t}, \widetilde{x})}\right)+\sum_{i=1}^{n} \lambda_{i}(\widetilde{t}, \widetilde{x}) \partial_{x_{i}} u(\widetilde{t}, \widetilde{x}) \\
& <\sigma\left(\widetilde{t}, \omega_{\widetilde{t}}(\cdot, \eta, \varepsilon)\right)+\varepsilon=\omega^{\prime}(\widetilde{t}, \eta, \varepsilon)
\end{aligned}
$$

which contradicts (35).
Similar considerations apply if case (ii) holds. Then the set $I_{+}$is empty and estimate (34) follows.

Letting $\varepsilon$ tend to 0 in (34), we obtain inequality (30) on $\left[0, a_{0}\right]$. By the arbitrariness of $a_{0} \in(0, a)$, the assertion follows.

Remark 3.1. Assumption 2) of Theorem 3.1 can be replaced by
$\left.2^{\prime}\right)$ there is $\eta \in X_{+}$such that $|u(t, x)| \leq \eta(t)$ for $(t, x) \in E_{0}$ and $|u(t, x)| \leq \omega(t, \eta)$ for $(t, x) \in \partial_{0} E$ where $\omega(\cdot, \eta)$ is the maximal solution of (28).

Let us now consider two problems: problem (1), (2) and the following one:

$$
\begin{align*}
\partial_{t} z(t, x) & =\widetilde{f}\left(t, x, z_{(t, x)}, \partial_{x} z(t, x)\right)  \tag{36}\\
z(t, x) & =\widetilde{\varphi}(t, x) \quad \text { for }(t, x) \in E_{0} \cup \partial_{0} E \tag{37}
\end{align*}
$$

where $\widetilde{f}: E \times Y \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\widetilde{\varphi}: E_{0} \cup \partial_{0} E \rightarrow \mathbb{R}$ are given functions. Let $u, \widetilde{u}: \Omega \rightarrow \mathbb{R}$ denote classical solutions of (1), (2) and (36), (37) respectively. Now we are going to give an estimate of $u-\widetilde{u}$ on $E$.

Assumption $H[f]$. Assumption $H[X, Y]$ is satisfied and

1) the function $f: E \times Y \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ of the variables $(t, x, w, q)$ is continuous and the derivatives $\left(\partial_{q_{1}} f, \ldots, \partial_{q_{n}} f\right)=\partial_{q} f$ exist on $E \times Y \times \mathbb{R}^{n}$ and $\partial_{q} f \in C\left(E \times Y \times \mathbb{R}^{n}, \mathbb{R}^{n}\right)$,
2) for $(t, x, w, q) \in E \times Y \times \mathbb{R}^{n}$ we have

$$
\begin{array}{ll}
\partial_{q_{i}} f(t, x, w, q) \geq 0 & \text { for } 1 \leq i \leq \kappa \\
\partial_{q_{i}} f(t, x, w, q) \leq 0 & \text { for } \kappa+1 \leq i \leq n
\end{array}
$$

3) there is $\sigma \in C\left([0, a] \times X_{+}, \mathbb{R}_{+}\right)$such that
(i) $\sigma$ satisfies the monotonicity condition $W_{+}$and for each $\eta \in X_{+}$ and $\gamma \in C\left([0, a], \mathbb{R}_{+}\right)$the maximal solution of the problem

$$
\begin{equation*}
y^{\prime}(t)=\sigma\left(t, y_{t}\right)+\gamma(t), \quad y_{0}=\eta \tag{38}
\end{equation*}
$$

exists on $(-\infty, a]$,
(ii) the estimate

$$
|f(t, x, w, q)-f(t, x, \bar{w}, q)| \leq \sigma(t, V[w-\bar{w}])
$$

is satisfied on $E \times Y \times \mathbb{R}^{n}$.
Theorem 3.2. Suppose that Assumption $H[f]$ is satisfied and

1) the functions $\varphi, \widetilde{\varphi}: E_{0} \cup \partial_{0} E \rightarrow \mathbb{R}$ are continuous on $\partial_{0} E$ and satisfy $\varphi_{(0, x)} \in Y, \widetilde{\varphi}_{(0, x)} \in Y$ for $x \in[-b, b]$,
2) there is $\eta \in X_{+}$such that $\eta(t) \leq \eta(0)$ for $t \in \mathbb{R}_{-}$and

$$
\begin{aligned}
& |\varphi(t, x)-\widetilde{\varphi}(t, x)| \leq \eta(t) \quad \text { for } \quad(t, x) \in E_{0} \\
& |\varphi(t, x)-\widetilde{\varphi}(t, x)| \leq \eta(0) \quad \text { for } \quad(t, x) \in \partial_{0} E
\end{aligned}
$$

3) $\tilde{f}: E \times Y \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous and there is $\gamma \in C\left([0, a], \mathbb{R}_{+}\right)$such that

$$
|f(t, x, w, q)-\widetilde{f}(t, x, w, q)| \leq \gamma(t) \quad \text { on } E \times Y \times \mathbb{R}^{n}
$$

4) $u, \widetilde{u}: \Omega \rightarrow \mathbb{R}^{n}$ are classical solutions of (1), (2) and (36), (37), respectively.

Under these assumptions we have

$$
\begin{equation*}
|u(t, x)-\widetilde{u}(t, x)| \leq \omega(t, \eta, \gamma) \quad \text { for }(t, x) \in E \tag{39}
\end{equation*}
$$

where $\omega(\cdot, \eta, \gamma)$ is the maximal solution of (38).
Proof. The function $\widetilde{z}(t, x)=(u-\widetilde{u})(t, x)$ for $(t, x) \in \Omega$ satisfies the initial boundary estimates

$$
\begin{array}{ll}
|\widetilde{z}(t, x)| \leq \eta(t) & \text { for }(t, x) \in E_{0} \\
|\widetilde{z}(t, x)| \leq \eta(0) & \text { for }(t, x) \in \partial_{0} E
\end{array}
$$

Moreover,

$$
\left|\partial_{t} \widetilde{z}(t, x)-\sum_{i=1}^{n} \int_{0}^{1} \partial_{q_{i}} f(P(t, x, \tau)) d \tau \partial_{x_{i}} \widetilde{z}(t, x)\right| \leq \sigma\left(t, V \widetilde{z}_{(t, x)}\right)+\gamma(t)
$$

where $(t, x) \in E$ and

$$
P(t, x, \tau)=\left(t, x, u_{(t, x)}, \partial_{x} u(t, x)+\tau \partial_{x}(\widetilde{u}-u)(t, x)\right)
$$

Hence, (39) follows by applying Theorem 3.1 to $\widetilde{z}$.
The following uniqueness and continuous dependence results are immediate consequences of Theorem 3.2.

Theorem 3.3. Suppose that Assumption $H[f]$ is satisfied and the function $y(t)=0, t \in(-\infty, a]$, is the maximal solution of $(28)$ corresponding
to $\eta(t)=0, t \in \mathbb{R}_{-}$. Then the mixed problem (1), (2) admits at most one classical solution. Moreover, for every $\varepsilon>0$ there exists $\delta>0$ such that if

$$
|f(t, x, w, q)-\widetilde{f}(t, x, w, q)|<\delta \quad \text { on } E \times Y \times \mathbb{R}^{n}
$$

and

$$
|\varphi(t, x)-\widetilde{\varphi}(t, x)|<\delta \quad \text { on } E_{0} \cup \partial_{0} E
$$

then

$$
\begin{equation*}
|u(t, x)-\widetilde{u}(t, x)|<\varepsilon \quad \text { on } E \tag{40}
\end{equation*}
$$

where $u$ and $\widetilde{u}$ are the solutions of (1), (2) and (36), (37), respectively.
Proof. Uniqueness of classical solutions of (1), (2) is a consequence of Theorem 3.2 with $\tilde{f}=f, \gamma(t)=0$ for $t \in[0, a]$ and $\eta(t)=0$ for $t \in \mathbb{R}_{-}$.

For $\varepsilon>0$ we can choose $\delta>0$ so that the maximal solution $\omega(\cdot, \eta, \gamma)$ of (38), where $\gamma \in C\left([0, a], \mathbb{R}_{+}\right), \eta \in X_{+}$and $\gamma(t) \leq \delta$ on $[0, a], \eta(t) \leq \eta(0)=\delta$ for $t \in \mathbb{R}_{-}$, satisfies the condition $\omega(t, \eta, \gamma)<\varepsilon$ for $t \in[0, a]$. Now, assertion (40) follows from Theorem 3.2.
4. Functional differential inequalities. We now prove a theorem on weak functional differential inequalities generated by the mixed problem (1), (2).

Let $\theta: E \rightarrow \mathbb{R}^{n}$ be the zero function.
Assumption $H_{0}[f]$. Assumption $H[X, Y]$ is satisfied and

1) conditions 1), 2) of Assumption $H[f]$ hold,
2) $f$ satisfies the following monotonicity condition: if $w, \bar{w} \in Y$ and $w(\tau, s) \leq \bar{w}(\tau, s)$ for $(\tau, s) \in D$ and $w(0,0)=\bar{w}(0,0)$ then $f(t, x, w, q)$ $\leq f(t, x, \bar{w}, q)$ for all $(t, x, q) \in E \times \mathbb{R}^{n}$,
3) there exists $\sigma$ such that $H[\sigma, \theta]$ holds with $\bar{y}(t) \equiv 0$ being the maximal solution of (28) for $\eta(t)=0, t \in \mathbb{R}_{-}$, and the estimate

$$
\begin{equation*}
f(t, x, w, q)-f(t, x, \bar{w}, q) \leq \sigma(t, V[w-\bar{w}]) \tag{41}
\end{equation*}
$$

is satisfied for $(t, x, q) \in E \times \mathbb{R}^{n}$ and for $w, \bar{w} \in Y$ such that $w(\tau, s) \geq$ $\bar{w}(\tau, s)$ on $D$.

Denote by $F$ the Nemytskiĭ operator corresponding to (1), i.e.

$$
F[z](t, x)=f\left(t, x, z_{(t, x)}, \partial_{x} z(t, x)\right)
$$

Theorem 4.1. Suppose that Assumption $H_{0}[f]$ is satisfied and the functions $u, v: \Omega \rightarrow \mathbb{R}$ are such that

1) $\left.u\right|_{E \cup \partial_{0} E}$ and $\left.v\right|_{E \cup \partial_{0} E}$ are continuous and the partial derivatives

$$
\partial_{t} u(t, x), \partial_{t} v(t, x), \partial_{x} u(t, x), \partial_{x} v(t, x)
$$

exist on $E$,
2) $u_{(0, x)}, v_{(0, x)} \in Y$ for $x \in[-b, b]$ and the initial boundary inequality

$$
u(t, x) \leq v(t, x), \quad(t, x) \in E_{0} \cup \partial_{0} E
$$

is satisfied,
3) the differential functional inequality

$$
\begin{equation*}
\partial_{t} u(t, x)-F[u](t, x] \leq \partial_{t} v(t, x)-F[v](t, x) \tag{42}
\end{equation*}
$$

holds on $E$.
Under these assumptions we have $u(t, x) \leq v(t, x)$ on $E$.
Proof. Fix $a_{0} \in(0, a)$. We will prove that

$$
\begin{equation*}
u(t, x) \leq v(t, x) \quad \text { for }(t, x) \in E \cap\left(\left[0, a_{0}\right] \times \mathbb{R}^{n}\right) \tag{43}
\end{equation*}
$$

Consider the Cauchy problem

$$
\begin{equation*}
y^{\prime}(t)=\sigma\left(t, y_{t}\right)+\varepsilon, \quad y(t)=h(t, \varepsilon) \quad \text { for } t \in \mathbb{R}_{-}, \tag{44}
\end{equation*}
$$

where $h(\cdot, \varepsilon)$ is given by (33). It follows that there is $\varepsilon_{0}>0$ such that for $0<\varepsilon \leq \varepsilon_{0}$ there is the maximal solution $\widetilde{\omega}(\cdot, \varepsilon)$ of $(44)$. The function $\widetilde{\omega}(\cdot, \varepsilon)$ is defined on $\left(-\infty, a_{0}\right]$ and

$$
\lim _{\varepsilon \rightarrow 0} \widetilde{\omega}(t, \varepsilon)=0 \quad \text { uniformly on }\left[0, a_{0}\right] .
$$

Write

$$
\left.\widetilde{v}(t, x)=v(t, x)+\widetilde{\omega}(t, \varepsilon) \quad \text { for }(t, x) \in \Omega \cap\left(\left(-\infty, a_{0}\right] \times \mathbb{R}^{n}\right]\right)
$$

We prove that

$$
\begin{equation*}
u(t, x)<v(t, x) \quad \text { for }(t, x) \in E \cap\left(\left[0, a_{0}\right] \times \mathbb{R}^{n}\right) \tag{45}
\end{equation*}
$$

Suppose otherwise. Then the set

$$
J_{+}=\left\{t \in\left[0, a_{0}\right]:(u-\widetilde{v})(t, x) \geq 0 \text { for some } x \in[-b, b]\right\}
$$

is not empty. If we put $\tilde{t}=\min J_{+}$, it is clear that $\tilde{t}>0$ and there exists $\widetilde{x}=\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right) \in[-b, b]$ such that

$$
u(t, x)<\widetilde{v}(t, x) \quad \text { for }(t, x) \in[0, \tilde{t}) \times \mathbb{R}^{n}
$$

and $u(\widetilde{t}, \widetilde{x})=\widetilde{v}(\widetilde{t}, \widetilde{x})$. Then we have

$$
\begin{equation*}
u_{(\widetilde{t}, \widetilde{x})}(\tau, s) \leq \widetilde{v}_{(\widetilde{t}, \widetilde{x}}(\tau, s) \quad \text { for }(\tau, s) \in D, \quad u_{(\widetilde{t}, \widetilde{x})}(0,0)=\widetilde{v}_{(\vec{t}, \widetilde{x})}(0,0) \tag{46}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\partial_{t}(u-\widetilde{v})(\widetilde{t}, \widetilde{x}) \geq 0 \tag{47}
\end{equation*}
$$

There exist sets of integers $I^{(+)}, I^{(-)}, I^{(0)}$ (possibly empty) such that $I^{(+)} \cup$ $I^{(-)} \cup I^{(0)}=\{1, \ldots, n\}$ and

$$
\begin{gathered}
\widetilde{x}_{i}=b_{i} \quad \text { for } i \in I^{(+)}, \quad \widetilde{x}_{i}=-b_{i} \quad \text { for } i \in I^{(-)} \\
-b_{i}<\widetilde{x}_{i}<b_{i} \text { for } i \in I^{(0)}
\end{gathered}
$$

Since $(\widetilde{t}, \widetilde{x}) \notin \partial_{0} E$ we have $\{1, \ldots, \kappa\} \cap I^{(+)}=\emptyset$ and $\{\kappa+1, \ldots, n\} \cap I^{(-)}=\emptyset$. We thus get

$$
\begin{equation*}
\partial_{x_{i}}(u-\widetilde{v})(\widetilde{t}, \widetilde{x}) \geq 0 \quad \text { for } i \in I^{(+)}, \quad \partial_{x_{i}}(u-\widetilde{v})(\widetilde{t}, \widetilde{x}) \leq 0 \quad \text { for } i \in I^{(-)} \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{x_{i}}(u-\widetilde{v})(\widetilde{t}, \widetilde{x})=0 \quad \text { for } i \in I^{(0)} \tag{49}
\end{equation*}
$$

From (41), (42), (46) it follows that

$$
\begin{aligned}
\partial_{t}(u-\widetilde{v})(\widetilde{t}, \widetilde{x}) \leq & F[u](\widetilde{t}, \widetilde{x})-F[v](\widetilde{t}, \widetilde{x})-\widetilde{\omega}^{\prime}(\widetilde{t}, \varepsilon) \\
\leq & {\left[f\left(\widetilde{t}, \widetilde{x}, \widetilde{v}_{(\widetilde{t}, \widetilde{x})}, \partial_{x} u(\widetilde{t}, \widetilde{x})\right)-f\left(\widetilde{t}, \widetilde{x}, v_{(\widetilde{t}, \widetilde{x})}, \partial_{x} u(\widetilde{t}, \widetilde{x})\right)\right] } \\
& +f\left(\widetilde{t}, \widetilde{x}, v_{(\widetilde{t}, \widetilde{x})}, \partial_{x} u(\widetilde{t}, \widetilde{x})\right) \\
& -f\left(\widetilde{t}, \widetilde{x}, v_{(\widetilde{t}, \widetilde{x})}, \partial_{x} \widetilde{v}(\widetilde{t}, \widetilde{x})\right)-\widetilde{\omega}^{\prime}(\widetilde{t}, \varepsilon) \\
\leq & \sigma\left(\widetilde{t}, \widetilde{\omega}_{\widetilde{t}}(\cdot, \varepsilon)\right)+\sum_{i=1}^{n} \partial_{q_{i}} f(Q) \partial_{x_{i}}(u-\widetilde{v})(\widetilde{t}, \widetilde{x})-\widetilde{\omega}^{\prime}(\widetilde{t}, \varepsilon)
\end{aligned}
$$

where $Q \in E \times Y \times \mathbb{R}^{n}$ is an intermediate point. From the above estimates and from (48), (49) we deduce that $\partial_{t}(u-\widetilde{v})(\widetilde{t}, \widetilde{x})<0$, which contradicts (47). Thus estimate (45) is proved. Now, letting $\varepsilon \rightarrow 0$ we obtain (43). By the arbitrariness of $a_{0} \in(0, a)$ the assertion follows.

Remark 4.1. Assumption 3) of Theorem 4.1 can be replaced by the following condition: the differential functional inequality (41) is satisfied on the set

$$
\{(t, x) \in E: u(t, x)>v(t, x)\}
$$

Remark 4.2. Suppose that Assumption $H_{0}[f]$ is satisfied. Then the mixed problem (1), (2) admits at most one classical solution.
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