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#### Abstract

Consider a Lie group with a unitary representation into a space of holomorphic functions defined on a domain $\mathcal{D}$ of $\mathbb{C}$ and in $L^{2}(\mu)$, the measure $\mu$ being the unitarizing measure of the representation. On finite-dimensional examples, we show that this unitarizing measure is also the invariant measure for some differential operators on $\mathcal{D}$. We calculate these operators and we develop the concepts of unitarizing measure and invariant measure for an $O U$ operator (differential operator associated to the representation) in the following elementary cases: A) The commutative groups $(\mathbb{R},+)$ and $\left(\mathbb{R}^{*}=\mathbb{R}-0, \times\right)$. B) The multiplicative group $M$ of $2 \times 2$ complex invertible matrices and some subgroups of $M$. C) The three-dimensional Heisenberg group.
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#### Abstract

1.4. Ornstein-Uhlenbeck operator ..... 16 1.5. Equivalent representations ..... 19 1.6. Classical examples ..... 20 2. The additive group $(R,+)$ ..... 21 3. The multiplicative group $\left(\mathbb{R}^{*}=\mathbb{R}-0, \times\right)$ ..... 21 4. The group of $2 \times 2$ invertible matrices ..... 23 4.1. The domain $\mathcal{D}$ is the complex plane or the complex half-plane ..... 24 4.2. The subgroups $A_{p}$ and $G_{p}$ ..... 27 5. The 3-dimensional Heisenberg group and the system (1.1)-(1.2) ..... 30 5.1. Commutators in non-commutative groups ..... 30 5.2. Representations where $k_{g}(z)=z+u(g)$ and $h_{g}(z)=\exp (l(g) z+m(g))$. ..... 30 0. Introduction. First we define the important concepts: 1) unitarizing measure for the representation of a Lie group $G$ in a space of holomorphic functions (the unitarizing measure is a real measure), 2) infinitesimal representation of the Lie algebra, 3) from the vector fields of the infinitesimal representation, construction of a second order differential operator $\Delta^{O U}$ with a drift term and real valued coefficients, and finally we ask 4) whether the measure $\mu$ of the representation of the group $G$ is also the invariant measure for this differential operator $\Delta^{O U}$. Such a study is motivated by the work and ideas in [6], [3], [17], [18] and [9]. In particular, according to [3], [18], in certain cases, the measure for the representation of an infinite-dimensional Lie group should be obtained as the invariant measure for an Ornstein-Uhlenbeck operator $\Delta^{O U}$. In 9, the space of holomorphic functions is identified with a complex line bundle, each section of this bundle being a complex valued function, the operator $\Delta^{O U}$ is constructed in this abstract setting by the stochastic calculus of variation and the example of the group $S U(1,1)$ with the Poincaré disk $S U(1,1) / S^{1}$ is given. It is interesting to have more examples and explicit formulas for the operator $\Delta^{O U}$. In Section 4, we consider discrete series representations for $G l(2, \mathbb{R})$ and for elementary finite-dimensional complex linear groups. The realization of discrete series representation in concrete functions spaces has been done by several authors, see the historical notes, Chapter V in [24]. In the present work, $G$ is a finite-dimensional group. In the first part (Section 1), we explain the relations between $\Delta^{O U}$ operators and representations of the form $T_{g} f(z)=h_{g}(z) f\left(k_{g}(z)\right)$ where $h_{g}$ and $k_{g}$ are holomorphic functions on a domain $\mathcal{D}$. We show in Theorems 1.10 and 1.18 how to find, in a systematic way, the differential operator $\Delta^{O U}$ in terms of the infinitesimal representation of the group. Theorems 1.10 and 1.18 can be applied to all the examples (Sections 2, 3, 4) and also to the 3 -dimensional Heisenberg group (Section 5). We illustrate Section 1 and along the lines of the ideas in [18], by direct calculation on the examples, we establish the expressions for the differential operator $\Delta^{O U}$, the measure of the representation and the vector fields in the infinitesimal representation.


## 1. Unitary representations and $\Delta^{O U}$ differential operators

1.1. Unitarizing measure and unitary representation. Given a Lie group $G$ and $\mu$ a real measure on a domain $\mathcal{D}$ in $\mathbb{C}^{n}=\mathbb{R}^{2 n}$, we denote by $L_{\text {Hol }}^{2}(\mu)$ the set of holomorphic functions $f: \mathcal{D} \rightarrow \mathcal{D}$ such that $|f|^{2}$ is $\mu$-integrable, i.e.

$$
L_{\mathrm{Hol}}^{2}(\mathcal{D} ; \mu)=\operatorname{Hol}(\mathcal{D}) \cap L^{2}(\mu) .
$$

We put $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$ and $z_{j}=x_{j}+\sqrt{-1} y_{j}, x_{j}, y_{j} \in \mathbb{R}$. For $g \in G$, we consider the operators

$$
T_{g}: L_{\mathrm{Hol}}^{2}(\mathcal{D} ; \mu) \rightarrow L_{\mathrm{Hol}}^{2}(\mathcal{D} ; \mu)
$$

such that $T_{g}$ has the following properties:
(a) For any holomorphic function $f$ on $\mathcal{D}$,

$$
T_{g_{1} g_{2}} f=T_{g_{1}}\left(T_{g_{2}} f\right)
$$

where $g_{1} g_{2}$ is the product of $g_{1}$ and $g_{2}$ in the group $G$. If $e$ is the neutral element of $G$,

$$
\left(T_{e} f\right)(z)=f(z)
$$

and therefore, for any $g \in G$, we have

$$
\left(T_{g}\right)^{-1}=T_{g^{-1}}
$$

In fact, $T_{g}$ is a semi-group of operators indexed by a group $G$.
(b) $T_{g}$ is unitary or, equivalently, $\mu$ is unitarizing for $T_{g}$, that is

$$
\int\left|T_{g}(f)(z)\right|^{2} d \mu(z)=\int|f(z)|^{2} d \mu(z)
$$

(c) $T_{g}$ is of the form

$$
\left(T_{g} f\right)(z)=h_{g}(z) f\left(k_{g}(z)\right)
$$

where $h_{g}: \mathcal{D} \rightarrow \mathbb{C}$ and $k_{g}: \mathcal{D} \rightarrow \mathcal{D}$ are holomorphic functions on $\mathcal{D}$. The conditions (a) and (c) together give the following system on $h_{g}$ and $k_{g}$

$$
\begin{equation*}
h_{g_{1}}(z) h_{g_{2}}\left(k_{g_{1}}(z)\right)=h_{g_{1} g_{2}}(z) \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{g_{2}}\left(k_{g_{1}}(z)\right)=k_{g_{1} g_{2}}(z) \tag{1.2}
\end{equation*}
$$

Moreover, since $\left(T_{e} f\right)(z)=z$, we deduce that

$$
\begin{equation*}
k_{e}(z)=z \quad \text { and } \quad h_{e}(z)=1 \tag{1.3}
\end{equation*}
$$

When (a)-(b)-(c) are satisfied, $T_{g}$ is a unitary representation of $G$ into $L_{\text {Hol }}^{2}(\mathcal{D} ; \mu)$. We denote this representation by $\left(T_{g}, \mu\right)$. We assume that $k_{g}(z)$ depends effectively upon $g$; thus the trivial cases where $k_{g}(z)=z$ for any $g$ will be eliminated from our considerations. Remark 1.1. Assume that $k_{g}$ is determined and that $\widehat{h_{g}}$ and $\widetilde{h}_{g}$ are both solutions of 1.1), then the product $h_{g}=\widehat{h}_{g} \times \widetilde{h}_{g}$ is also a solution of 1.1. If $k_{g}(z)$ is a solution of 1.2), then for any holomorphic function $\psi: \mathcal{D} \rightarrow \mathbb{C}$,

$$
h_{g}(z)=\frac{\psi\left(k_{g}(z)\right)}{\psi(z)}
$$

as well as the determinant of the complex Jacobian matrix of $k_{g}(z)$ are solutions of 1.1. If $k_{g}(z)=\left(k_{1}(z), k_{2}(z), \ldots, k_{n}(z)\right)$, we define the complex Jacobian matrix of $k_{g}(z)$ as the matrix $\left(\frac{\partial k_{m}}{\partial z_{j}}\right)$. In the following, for simplicity, $\mathcal{D}$ is a subset of $\mathbb{C}$. Then in these cases we have $h_{g}(z)=\left(\frac{k_{g}(z)}{z}\right)^{q}$ for any positive integer $q, h_{g}^{\varphi}(z)=\exp \left(\varphi\left(k_{g}(z)\right)-\varphi(z)\right)$ where $\varphi$ is holomorphic and

$$
h_{g}(z)=k_{g}^{\prime}(z)
$$

On the other hand, if $k_{g}(z)$ satisfies 1.2 and $h_{g}(z)$ satisfies 1.1), then for any integer $q$,

$$
\widehat{k_{g}}(z)=\left[k_{g}\left(z^{q}\right)\right]^{(1 / q)}
$$

satisfies also 1.2 and $\widehat{h}_{g}(z)=h_{g}\left(z^{q}\right)$ satisfies $\widehat{h}_{g_{1}}(z) \widehat{h}_{g_{2}}\left(\widehat{k}_{g_{1}}(z)\right)=\widehat{h}_{g_{1} g_{2}}(z)$.
Remark 1.2. Assume that the group law is not known, but that two functions $k_{g}(z)$ and $h_{g}(z)$ are given. If $k_{g}(z)$ and $h_{g}(z)$ satisfy $1.1-1.2$, from the following example, we see that it is possible to determine the group law. Assume $G=\mathbb{C}^{3}, g=(a, b, c) \in \mathbb{C}^{3}$. Assume that $h_{g}(z)=e^{b z+c}$ and $k_{g}(z)=z+a$. We determine the group law $*$

$$
\left(a_{1}, b_{1}, c_{1}\right) *\left(a_{2}, b_{2}, c_{2}\right)=\left(a_{3}, b_{3}, c_{3}\right)
$$

as follows. The condition (1.2) implies $a_{3}=a_{1}+a_{2}$ and the condition (1.1) implies that $b_{3}=b_{1}+b_{2}, c_{3}=c_{1}+c_{2}+a_{1} b_{2}$. This defines the group structure $G=\left(\mathbb{C}^{3}, *\right)$ associated to the multiplication of $3 \times 3$ Heisenberg matrices $\left(\begin{array}{lll}1 & a & c \\ 0 & 1 & b \\ 0 & 0 & 1\end{array}\right)$. We can find a subgroup $G_{1}$ of $G$ such that $\mu=e^{-\left(x^{2}+y^{2}\right)} d x d y$ is a unitarizing measure for the representation $T_{g} f(z)=e^{b z+c} f(z+a), g \in G_{1}$. Writing the condition (b), we obtain

$$
a+\bar{b}=0, \quad c+\bar{c}+a \bar{a}=0
$$

The set of $g_{1}=(a,-\bar{a}, c)$ with $c+\bar{c}+a \bar{a}=0$ is a subgroup $G_{1}$ of $G$ with the representation

$$
T_{g_{1}} f(z)=e^{-\bar{a} z+c} f(z+a) \quad \text { in } \quad L_{\mathrm{Hol}}^{2}\left(e^{-\left(x^{2}+y^{2}\right)} d x d y\right)
$$

### 1.2. Unitarizing measure and the infinitesimal representation of the Lie alge-

 bra $\mathcal{G}$. In [3], [1, [4, the unitarizing measure and its relation to $\Delta^{O U}$ have been studied in the case of representations of the Lie algebra $\mathcal{G}$ of $G$. The infinitesimal representation of the Lie algebra $\mathcal{G}$ into $L_{\mu}^{2}(\mathcal{D})$ is obtained as follows: Let $\epsilon \mapsto g_{\epsilon}$ be a curve on $G$ such that $g_{0}=$ identity of $G$, we put$$
\begin{equation*}
v=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} g_{\epsilon} . \tag{1.4}
\end{equation*}
$$

For $f$ holomorphic on $\mathcal{D}$ and $f \in L_{\mu}^{2}(\mathcal{D})$, we put

$$
\begin{equation*}
\rho(v) f=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} T_{g_{\epsilon}} f, \tag{1.5}
\end{equation*}
$$

the unitarizing condition gives

$$
\begin{equation*}
\int[\rho(v) f] \bar{\phi} d \mu+\int f \overline{\rho(v) \phi} d \mu=0 \tag{1.6}
\end{equation*}
$$

for any $f$ and $\phi$ holomorphic. Let $\left(e_{j}\right)_{(j=1, \ldots, n)}$ be a basis of the Lie algebra $\mathcal{G}$, and let $\left(\rho\left(e_{j}\right)\right)$ be the corresponding operators in the infinitesimal representation,

$$
\rho\left(e_{j}\right) f=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} T_{g_{\epsilon}^{j}} f, \quad e_{j}=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} g_{\epsilon}^{j}
$$

where $g_{\epsilon}^{j}$ are curves on $G$.
Lemma 1.3. If we assume that $\left(T_{g}, \mu\right)$ is of the form (c), we have

$$
\begin{gathered}
\rho\left(e_{j}\right)=\alpha_{j}(z) \frac{\partial}{\partial z}+\beta_{j}(z) \\
\alpha_{j}(z)=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} k_{g_{\epsilon}^{j}}(z), \quad \beta_{j}(z)=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} h_{g_{\epsilon}^{j}}(z),
\end{gathered}
$$

where $g_{\epsilon}^{j}$ are curves on $G$ such that $e_{j}=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} g_{\epsilon}^{j}$. We see that $\alpha_{j}(z)$ and $\beta_{j}(z)$ are holomorphic functions of $z$. If

$$
\begin{equation*}
T_{g} f(z)=\left[k_{g}^{\prime}(z)\right]^{\gamma} \frac{\psi\left(k_{g}(z)\right)}{\psi(z)} f\left(k_{g}(z)\right) \quad \text { where } \psi \text { is holomorphic } \tag{1.7}
\end{equation*}
$$

we have

$$
\begin{equation*}
\rho\left(e_{j}\right)=\alpha_{j}(z) \frac{\partial}{\partial z}+\gamma \alpha_{j}^{\prime}(z)+\alpha_{j}(z) \frac{\psi^{\prime}(z)}{\psi(z)} . \tag{1.8}
\end{equation*}
$$

In this work, we shall assume that $\gamma$ is an integer though other real values of $\gamma$ are admissible, see [6]. Assume that the measure $\mu$ has the density $R(z, \bar{z})$ with respect to the Lebesgue measure $d z d \bar{z}$ on $\mathcal{D}$, let

$$
d \mu=2 R(z, \bar{z}) d x d y=R(z, \bar{z}) d z d \bar{z}
$$

and put

$$
\begin{equation*}
\Gamma_{j}(z, \bar{z})=\frac{1}{R(z, \bar{z})} \frac{\partial}{\partial z}\left(\alpha_{j}(z) R(z, \bar{z})\right)=\alpha_{j}^{\prime}(z)+\alpha_{j}(z) \frac{\partial}{\partial z} \log R(z, \bar{z}) \tag{1.9}
\end{equation*}
$$

Equivalently

$$
\Gamma_{j}(z, \bar{z})=\alpha_{j}(z) \frac{\partial}{\partial z} \log \left(\alpha_{j}(z) R(z, \bar{z})\right) \quad \text { for } \quad j=1, \ldots, n
$$

We obtain by writing $\sqrt{1.6}$ for $v=e_{j}, j=1, \ldots, n$, that the functions $\beta_{j}(z)$ and $\Gamma_{j}(z, \bar{z})$ have the same real part,

$$
\begin{equation*}
\Re \beta_{j}(z)=\Re \Gamma_{j}(z, \bar{z}) \quad \text { for } \quad j=1, \ldots, n . \tag{1.10}
\end{equation*}
$$

Since the condition 1.10 is concerned only with the real parts, a representation may have several unitarizing measures and this is the case in Lemma 3.2, formula 3.4. On the other hand, when $n>1$, the system of equations $1.9-1.10$ or equivalently the system

$$
\begin{equation*}
\frac{1}{2}\left(\alpha_{j}(z) \frac{\partial}{\partial z}+\overline{\alpha_{j}(z)} \frac{\partial}{\partial \bar{z}}\right) \log R=\Re\left(\beta_{j}(z)-\alpha_{j}^{\prime}(z)\right), \quad j=1, \ldots, n \tag{1.11}
\end{equation*}
$$

must have a common solution $R(z, \bar{z})$. This fact is verified on our examples. In particular, in the case of 1.8 with $\psi(z)=1$, we have $\beta_{j}(z)=\gamma \alpha_{j}^{\prime}(z)$,

$$
\begin{equation*}
\Gamma_{j}-\beta_{j}=(1-\gamma) \alpha_{j}^{\prime}+\alpha_{j} \frac{\partial}{\partial z} \log R \tag{1.12}
\end{equation*}
$$

and the system 1.11 reduces to

$$
\frac{1}{2}\left(\alpha_{j}(z) \frac{\partial}{\partial z}+\overline{\alpha_{j}(z)} \frac{\partial}{\partial \bar{z}}\right) \log R=(\gamma-1) \Re\left(\alpha_{j}^{\prime}(z)\right), \quad j=1, \ldots, n
$$

If $R(z, \bar{z})$ has been determined, we have the following
Lemma 1.4. Assume that $d \mu=R(z, \bar{z}) d z d \bar{z}$, then

$$
\begin{equation*}
\Re\left[\alpha_{j}(z) \frac{\partial}{\partial z} \log R(z, \bar{z})\right] \quad \text { is harmonic on } \mathcal{D} \quad \text { for } j=1, \ldots, n . \tag{i}
\end{equation*}
$$

The function $\beta_{j}(z)$ is completely determined by $\alpha_{j}(z)$ and $R(z, \bar{z})$. We have

$$
\begin{equation*}
\Re \frac{\partial}{\partial z}\left[\alpha_{j}(z) \frac{\partial^{2}}{\partial z \partial \bar{z}} \log R\right]=0, \quad j=1, \ldots, n \tag{ii}
\end{equation*}
$$

Proof. Since $\beta_{j}(z)$ and $\alpha_{j}^{\prime}(z)$ are holomorphic, $\Re\left(\beta_{j}\right)$ is harmonic. To prove (ii), we calculate the Laplacian of the expression in (i).

For the bracket in $\mathcal{G}$,

$$
\begin{equation*}
\left[e_{i}, e_{j}\right]=\sum_{k} c_{i j}^{k} e_{k}, \tag{1.13}
\end{equation*}
$$

the condition $\rho\left(\left[e_{i}, e_{j}\right]\right)=\left[\rho\left(e_{i}\right), \rho\left(e_{j}\right)\right]$ together with 1.13) implies that

$$
\begin{align*}
\alpha_{i} \alpha_{j}^{\prime}-\alpha_{j} \alpha_{i}^{\prime} & =\sum_{k} c_{i j}^{k} \alpha_{k},  \tag{1.14}\\
\alpha_{i} \beta_{j}^{\prime}-\alpha_{j} \beta_{i}^{\prime} & =\sum_{k} c_{i j}^{k} \beta_{k} . \tag{1.15}
\end{align*}
$$

The relation 1.15 is a consequence of 1.14 when $\rho\left(e_{j}\right)$ is given by 1.8. Moreover 1.14 and 1.9 imply

$$
\begin{equation*}
\alpha_{i} \frac{\partial}{\partial z} \Gamma_{j}-\alpha_{j} \frac{\partial}{\partial z} \Gamma_{i}=\sum_{k} c_{i j}^{k} \Gamma_{k} \tag{1.16}
\end{equation*}
$$

Definition 1.5. If $V$ is a vector field on $\mathcal{D}$, we define the divergence function $\operatorname{div}_{\mu}(V)$ by the condition

$$
\int \operatorname{div}_{\mu}(V)(z, \bar{z}) \Phi(z, \bar{z}) d \mu=\int(V \Phi) d \mu \quad \text { for any differentiable function } \Phi(z, \bar{z})
$$

If $d \mu=R(z, \bar{z}) d z d \bar{z}$, we have

$$
\begin{equation*}
\operatorname{div}_{\mu}\left(u(z, \bar{z}) \frac{\partial}{\partial z}\right)=-\frac{1}{R} \frac{\partial}{\partial z}(u(z, \bar{z}) R(z, \bar{z})) \tag{1.17}
\end{equation*}
$$

We consider the vector fields

$$
\begin{equation*}
H_{j}=\alpha_{j}(z) \frac{\partial}{\partial z} \quad \text { and } \quad \overline{H_{j}}=\overline{\alpha_{j}(z)} \frac{\partial}{\partial \bar{z}} \tag{1.18}
\end{equation*}
$$

then (1.9) implies $\operatorname{div}_{\mu}\left(H_{j}\right)=-\Gamma_{j}(z, \bar{z})$ and $\operatorname{div}_{\mu}\left(\overline{H_{j}}\right)=-\overline{\Gamma_{j}(z, \bar{z})}$.
The vector field $V$ has divergence zero with respect to $\mu$ if and only if $\int(V \Phi) d \mu=0$ for any differentiable $\Phi(z, \bar{z})$. For example, for a differentiable function $h: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
V=\bar{z} \frac{\partial}{\partial \bar{z}}-z \frac{\partial}{\partial z}=i \frac{\partial}{\partial \theta} \quad \text { with } \quad z=r e^{i \theta} \tag{1.19}
\end{equation*}
$$

has divergence zero with respect to $\mu=h(z \bar{z}) d z d \bar{z}$.
Definition 1.6. We call a vector field $V$ such that $\operatorname{div}_{\mu}(V)=0$ a divergence-free vector field associated to the representation $\left(T_{g}, \mu\right)$.
1.3. Invariant measure with respect to $u(z, \bar{z}) \frac{\partial^{2}}{\partial z \partial \bar{z}}+v(z, \bar{z}) \frac{\partial}{\partial \bar{z}}$

Definition 1.7. We say that the second order differential operator $A$ has the real measure $\mu$ as invariant measure if for any differentiable function $\Phi(z, \bar{z})$ we have

$$
\begin{equation*}
\int A \Phi d \mu=0 . \tag{1.20}
\end{equation*}
$$

Remark 1.8. Since the measure $\mu$ is real, we have $\int\left(C_{1} A+C_{2} \bar{A}\right) \Phi d \mu=0$ for any constants $C_{1}, C_{2}$. If $C_{1} A+C_{2} \bar{A}$ reduces to a first order operator, then $V=C_{1} A+C_{2} \bar{A}$ is a vector field and $\operatorname{div}_{\mu}(V)=0$.

Lemma 1.9. An operator of the form

$$
\begin{equation*}
u(z, \bar{z}) \frac{\partial^{2}}{\partial z \partial \bar{z}}+v(z, \bar{z}) \frac{\partial}{\partial \bar{z}} \tag{1.21}
\end{equation*}
$$

has $R(z, \bar{z}) d z d \bar{z}$ as invariant measure if and only if

$$
\begin{equation*}
v(z, \bar{z})=\frac{1}{R} \frac{\partial}{\partial z}(u(z, \bar{z}) R(z, \bar{z})) \tag{1.22}
\end{equation*}
$$

Comparing $\sqrt{1.22}$ and $\sqrt{1.9}$, we see that the concept of unitarizing measure and that of invariant measure are closely related.

Theorem 1.10. Assume that the Lie algebra $\mathcal{G}$ has dimension $n, n>1$. Consider the unitarizing measure $\mu=R(z, \bar{z}) d z d \bar{z}$ for the representation $T_{g}$. Assume that there exist constants $A_{j k}, j, k=1, \ldots, n$, such that

$$
\begin{equation*}
\sum_{j, k} A_{j k} \alpha_{j}(z) \alpha_{k}(z)=0 \tag{1.23}
\end{equation*}
$$

Let

$$
\begin{equation*}
\Delta=\sum_{j, k} A_{j k}\left(\rho\left(e_{j}\right)+\overline{\rho\left(e_{j}\right)}\right) \overline{H_{k}} \tag{1.24}
\end{equation*}
$$

then
(i) $\Delta$ has $\mu$ as invariant measure,
(ii) $\Delta$ is an operator of the form 1.21 .

The condition 1.23 means that $\sum_{j, k} A_{j k} H_{j} H_{k}$ reduces to a (holomorphic) vector field. Proof. Let $\Gamma_{j}(z, \bar{z})$ be as in 1.9 . The conditions 1.9 -1.10 imply that for any $j, k$

$$
\begin{equation*}
\Delta_{j k}=\left(\rho\left(e_{j}\right)+\overline{\rho\left(e_{j}\right)}\right) \overline{H_{k}} \tag{1.25}
\end{equation*}
$$

has $\mu$ as invariant measure, thus $\Delta$ has $\mu$ as invariant measure. The condition 1.23) implies that $\Delta$ is of the form 1.21 , it has no term in $\frac{\partial^{2}}{\partial z^{2}}$.

Independently of Theorem 1.10, we have
Theorem 1.11. The functions $\Gamma_{j}(z, \bar{z})$ are given by 1.9. If there exist constants $A_{j k}$ such that

$$
\begin{equation*}
\sum_{j, k} A_{j k}\left(\beta_{j}(z)-\Gamma_{j}(z, \bar{z})\right) \overline{\alpha_{k}(z)}=0 \tag{1.26}
\end{equation*}
$$

then $\Delta=\sum_{j, k} A_{j k} \rho\left(e_{j}\right) \overline{H_{k}}$ has $R(z, \bar{z}) d z d \bar{z}$ as invariant measure.
Proof. By 1.9.
Corollary 1.12. Assume that $\beta_{j}=\gamma \alpha_{j}^{\prime}$ and that $\sum_{j, k} A_{j k} \alpha_{j}(z) \overline{\alpha_{k}(z)}$ is real. If 1.26) is satisfied, we have

$$
R(z, \bar{z})=\text { constant } \times\left[\sum_{j, k} A_{j k} \alpha_{j}(z) \overline{\alpha_{k}(z)}\right]^{\gamma-1}
$$

Proof. Substituting 1.12 into 1.26 , we obtain

$$
\sum_{j, k} A_{j k}(1-\gamma) \alpha_{j}^{\prime} \overline{\alpha_{k}}+\sum_{j, k} A_{j k} \alpha_{j} \overline{\alpha_{k}} \frac{\partial}{\partial z} \log R=0 .
$$

This condition implies that $R=\Phi(\bar{z}) \times\left[\sum_{j, k} A_{j k} \alpha_{j} \overline{\alpha_{k}}\right]^{\gamma-1}$. Since $\sum_{j, k} A_{j k} \alpha_{j}(z) \overline{\alpha_{k}(z)}$ and $R(z, \bar{z})$ are real, we deduce that $\Phi(\bar{z})$ is constant.

The conditions of Theorem 1.11 are satisfied for the one-dimensional cases: in Sections 2 and 3 , we calculate the density $R$ in such a way that $\beta=\Gamma$, see 2.4 and Remark 3.3. They are also satisfied for some of the examples in Section 4 but we cannot apply Theorem 1.11 to the Heisenberg group, Section 5, where we use Theorem 1.10 instead. The conditions (1.23) are satisfied both for the Heisenberg group and for the examples in Section 4. We relate Theorems 1.10 and 1.11 .

Lemma 1.13. Assume that both conditions 1.23 and 1.26 are satisfied and that the constants $A_{j k}$ are real numbers. Then $\sum_{j, k} A_{j k} \rho\left(e_{j}\right) H_{k}=0$.

Proof. We have to verify that

$$
\begin{equation*}
\sum_{j, k} A_{j k}\left(\alpha_{j} \alpha_{k}^{\prime}+\beta_{j} \alpha_{k}\right)=0 \tag{1.27}
\end{equation*}
$$

The condition 1.23) implies that $\sum_{j, k} A_{j k} \alpha_{j} \alpha_{k}^{\prime}=-\sum_{j, k} A_{j k} \alpha_{j}^{\prime} \alpha_{k}$. Using (1.9), we replace $\alpha_{j}^{\prime}$. Thus for proving (1.27), we have to verify that

$$
\begin{equation*}
\sum_{j, k} A_{j k}\left(-\Gamma_{j}+\alpha_{j} \frac{\partial}{\partial z} \log R+\beta_{j}\right) \alpha_{k}=0 \tag{1.28}
\end{equation*}
$$

The condition $\left(A_{j k}\right.$ are real) as well as 1.10$)$ and 1.26$)$ imply that

$$
\begin{equation*}
\sum_{j, k} A_{j k}\left(\beta_{j}-\Gamma_{j}\right) \alpha_{k}=0 \tag{1.29}
\end{equation*}
$$

Then $\sqrt{1.29}$ and $(1.23)$ imply 1.28 .
1.4. Ornstein-Uhlenbeck operator. For the classical Ornstein-Uhlenbeck operator,

$$
D=\frac{d^{2}}{d x^{2}}-\frac{x}{t} \frac{d}{d x}=\delta \frac{d}{d x} \quad \text { where } \quad \delta=\frac{d}{d x}-\frac{x}{t} I
$$

the measure $\mu=e^{-x^{2} / 2 t} d x$ is invariant. For the first order term, we have the divergence condition

$$
\frac{x}{t}=\operatorname{div}_{\mu}\left(\frac{d}{d x}\right) .
$$

The divergence operator $\delta$ satisfies

$$
\delta \frac{d}{d x}-\frac{d}{d x} \delta=\frac{1}{t} I .
$$

The $n$-th Hermite polynomial is $H_{n}(x)=\delta^{n} 1$.
On the complex plane $\mathbb{C}$, we consider only Hermitian metrics, they are of the form $d s^{2}=g(z, \bar{z}) d z d \bar{z}$ where $g(z, \bar{z})$ is a real valued function (see for example p. 289 in [14]). In fact, these metrics are also Kählerian, [11. This will give restrictions on the choice of the unitarizing measure as we can see in Remark 3.3, and on the operator $\Delta$ which has $\mu$ as invariant measure, see Remark 4.8 .

By analogy with the classical Ornstein-Uhlenbeck operator, we introduce the following definition.

Definition 1.14. We call an operator a real Ornstein-Uhlenbeck operator (OU-operator) associated to the holomorphic representation $\left(T_{g}, \mu\right)$ when it is of the form

$$
\begin{equation*}
u(x, y)\left[\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial Q}{\partial x} \frac{\partial}{\partial x}+\frac{\partial Q}{\partial y} \frac{\partial}{\partial y}\right] \tag{1.30}
\end{equation*}
$$

such that
(i) it has the measure $\mu$ of the representation as invariant measure,
(ii) $u(x, y)$ is real positive.

Since $d \mu=R d z d \bar{z}$ is real, this implies that $Q$ is a real valued function. If $z=z+i y$, then

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial Q}{\partial x} \frac{\partial}{\partial x}+\frac{\partial Q}{\partial y} \frac{\partial}{\partial y}=4 \frac{\partial^{2}}{\partial z \partial \bar{z}}+2\left[\frac{\partial Q}{\partial \bar{z}} \frac{\partial}{\partial z}+\frac{\partial Q}{\partial z} \frac{\partial}{\partial \bar{z}}\right] \tag{1.31}
\end{equation*}
$$

We have

$$
\begin{equation*}
d \mu=R d z d \bar{z}=e^{Q(z, \bar{z})} d v \quad \text { with } \quad d v=\frac{d z d \bar{z}}{u(z, \bar{z})} \tag{1.32}
\end{equation*}
$$

and

$$
\begin{equation*}
Q=\log (R u) \tag{1.33}
\end{equation*}
$$

If the product $R u$ is real positive, then $Q$ is real valued. The volume element $\frac{1}{2} d v$ is associated to the metric $d s^{2}$ on $\mathcal{D}=\{u(z, \bar{z})>0\}$,

$$
d s^{2}=\frac{1}{u}\left(d x^{2}+d y^{2}\right)
$$

Definition 1.15. We call an operator a complex OU-operator associated to $\left(T_{g}, \mu\right)$, when it is of the form

$$
\begin{equation*}
u(z, \bar{z})\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\frac{\partial Q}{\partial z} \frac{\partial}{\partial \bar{z}}\right] \tag{1.34}
\end{equation*}
$$

with the measure $\mu$ of the representation as invariant measure and such that $Q$ is real valued.

Consider the symplectic form

$$
\begin{equation*}
\omega=\frac{d z \wedge d \bar{z}}{u(z, \bar{z})} \tag{1.35}
\end{equation*}
$$

We define the complex gradient of $Q$ with respect to $\omega$ as the vector field

$$
\begin{equation*}
\operatorname{grad}_{\omega} Q=u \frac{\partial Q}{\partial z} \frac{\partial}{\partial \bar{z}} . \tag{1.36}
\end{equation*}
$$

With this notation, the complex OU-operator associated to $\left(T_{g}, \mu\right)$ is

$$
\begin{equation*}
\Delta_{\text {laplacian }}+\operatorname{grad}_{\omega} Q, \tag{1.37}
\end{equation*}
$$

where $\Delta_{\text {laplacian }}$ is the Riemannian Laplacian on $\mathcal{D}$. The classical Ornstein-Uhlenbeck has been extended to an analogue on the Wiener space and in the infinite-dimensional setting, commutations and integration by parts identities have been obtained with the divergence operator, see [23]. In our context, we obtained the following factorization.

Lemma 1.16. Let $h(z, \bar{z})$ be a function of $(z, \bar{z})$ with real or complex values. Consider the divergence operator $\delta_{h}$

$$
\begin{equation*}
\delta_{h}=h\left[\frac{\partial}{\partial z}+\left(\frac{\partial}{\partial z} \log (R h)\right) I\right] . \tag{1.38}
\end{equation*}
$$

If $Q=\log (R u)$, we have

$$
\begin{equation*}
u(z, \bar{z})\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\frac{\partial Q}{\partial z} \frac{\partial}{\partial \bar{z}}\right]=\delta_{h}\left(\frac{u}{h} \frac{\partial}{\partial \bar{z}}\right) . \tag{1.39}
\end{equation*}
$$

In particular, if we put $\Gamma_{\alpha}=\alpha \frac{\partial}{\partial z} \log (\alpha R)$ as in 1.9), we have $\delta_{\alpha}=\alpha \frac{\partial}{\partial z}+\Gamma_{\alpha}$.
In the following, our problem is to express 1.37 or equivalently 1.39 in terms of the infinitesimal representation as in Theorems 1.10 or 1.11 . For example, Theorem 1.11 comes down to writing the factorization 1.39 as a sum of factors $\rho\left(e_{j}\right) \overline{\alpha_{k}(z)} \frac{\partial}{\partial \bar{z}}$ where the $\rho\left(e_{j}\right)$ have the shape of a divergence operator.
Lemma 1.17. Assume that $\sum_{j, k} A_{j k} \alpha_{j}(z) \alpha_{k}(z)=0$. Let $\Delta$ be as in Theorem 1.10 , then $\Delta$ is of the form (1.39) with $Q=\log (R u)$,

$$
\begin{gathered}
u(z, \bar{z})=\sum_{j, k} A_{j k} \alpha_{j}(z) \overline{\alpha_{k}(z)}, \\
\Delta=\sum_{j, k} A_{j k}\left(\rho\left(e_{j}\right)+\overline{\rho\left(e_{j}\right)}\right) \overline{H_{k}}=u(z, \bar{z})\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\frac{\partial Q}{\partial z} \frac{\partial}{\partial \bar{z}}\right] .
\end{gathered}
$$

Proof. We verify that the coefficient of $\frac{\partial}{\partial \bar{z}}$ in $\Delta$ is equal to $u \frac{\partial Q}{\partial z}$.
We deduce
ThEOREM 1.18. Assume that the conditions of Theorem 1.10 are satisfied, i.e. there exist constants $A_{j k}$ such that $\sum_{j, k} A_{j k} \alpha_{j}(z) \alpha_{k}(z)=0$. Assume that up to a multiplicative constant, $u(z, \bar{z})=\sum_{j, k} A_{j k} \alpha_{j}(z) \overline{\alpha_{k}(z)}$ is real and positive. Let $\mathcal{D}$ be the subset of $\mathbb{C}$ defined by

$$
\begin{equation*}
\mathcal{D}=\left\{z \mid \sum_{j, k} A_{j k} \alpha_{j}(z) \overline{\alpha_{k}(z)} \neq 0\right\} . \tag{1.40}
\end{equation*}
$$

Assume that $\mathcal{D} \neq \emptyset$. Then there is an Ornstein-Uhlenbeck operator $\Delta^{O U}$ associated to the representation $\left(T_{g}, \mu\right)$, and we have

$$
\begin{equation*}
\Delta^{O U}=\Delta+\bar{\Delta} \quad \text { where } \quad \Delta=\sum_{j, k} A_{j k}\left(\rho\left(e_{j}\right)+\overline{\rho\left(e_{j}\right)}\right) \overline{H_{k}} \tag{1.41}
\end{equation*}
$$

Moreover, $\operatorname{div}_{\mu}(V)=0$ for the vector field

$$
\begin{equation*}
V=\Delta-\bar{\Delta}=\sum_{j, k} A_{j k}\left(\beta_{j}+\overline{\beta_{j}}\right)\left(\overline{\alpha_{k}} \frac{\partial}{\partial \bar{z}}-\alpha_{k} \frac{\partial}{\partial z}\right) \tag{1.42}
\end{equation*}
$$

Proof. According to Theorem 1.10, $\Delta$ is of the form 1.21 and

$$
v(z, \bar{z})=u(z, \bar{z}) \frac{\partial}{\partial z} \log (R u)
$$

By Lemma 1.17, $\Delta+\bar{\Delta}$ is an OU-operator. On the other hand since $u(z, \bar{z})$ is real, we deduce that $V=\Delta-\bar{\Delta}$ is a vector field.

We have the identification
Unitarizing measure for a representation of a group $G$ on $L_{\mathrm{Hol}}^{2}(\mathcal{D} ; \mu)$
$=$ invariant measure for an OU-process on $\mathcal{D}$.
The so-called OU-process is the diffusion on $\mathcal{D}$ with an infinitesimal generator $\Delta^{O U}$. This identification would permit the construction of the invariant measure from the OUprocess, see [18], [3] and [8] and a study of unitary representations of the group $G$. Given the infinitesimal representation $\left(\rho\left(e_{j}\right)\right)$, let $\Delta$ be as in Theorem 1.10 with appropriate constants $A_{j k}$, a problem is to construct an invariant real measure $\mu$ for $\Delta$, and find the Hilbert space $L_{\text {Hol }}^{2}(\mu)$ of the representation. From our examples, the infinitesimal representation and $\Delta^{O U}$ determine the support of $\mu$.
1.5. Equivalent representations. Since our purpose is to relate the unitarizing measure of the representation to a second order differential operator which has this measure as invariant measure, it is worthwhile to consider equivalent representations and to compare the differential operators and invariant measures for these representations. Moreover, the unitarizing measures for two equivalent representations do not have in general the same class of integrable functions. See Subsection 4.1.
1.5.1. The representation $T_{g}^{\psi}$. Assume that $k_{g}(z)$ satisfies 1.2 . For any holomorphic function $\psi$, let

$$
h_{g}^{\psi}(z)=\frac{\psi\left(k_{g}(z)\right)}{\psi(z)} .
$$

It satisfies 1.1. Consider the representations

$$
\begin{equation*}
\left(T_{g} f\right)(z)=h_{g}(z)\left(f\left(k_{g}(z)\right)\right) \quad \text { and } \quad\left(T_{g}^{\psi} f\right)(z)=h_{g}^{\psi}(z)\left(T_{g} f\right)(z) \tag{1.43}
\end{equation*}
$$

If $T_{g}$ is unitary for $\mu$, then $T_{g}^{\psi}$ is unitary for the measure $d \mu^{\psi}(z)=|\psi(z)|^{2} d \mu(z)$. If $\psi(z) \neq 0$, we define the linear operator $A^{\psi}$

$$
\left(A^{\psi} f\right)(z)=\frac{f(z)}{\psi(z)}
$$

Since we consider mainly the cases $\psi(z)=\exp (\varphi(z))$ and $\psi(z)=z^{n}$ where $n$ is a positive integer, we do not investigate the zeroes of $\psi(z)$. The identities $\int\left|A^{\psi} f\right|^{2} d \mu^{\psi}=\int|f|^{2} d \mu$ and $\left(T_{g}^{\psi}\right)\left(A^{\psi} f\right)(z)=A^{\psi}\left(T_{g} f\right)(z)$ show that $\left(T_{g}, \mu\right)$ and $\left(T_{g}^{\psi}, \mu^{\psi}\right)$ are equivalent. For the concept of equivalent representations, see for example page 7 in [24. In Section 3.1, solving the functional equation $\alpha\left(t_{1}\right)+t_{1} \alpha\left(t_{2}\right)=\alpha\left(t_{1} t_{2}\right)$ yields representations like $T_{g}$ and $T_{g}^{\exp \varphi}=\exp \left(\varphi\left(k_{g}(z)\right)-\varphi(z)\right)\left(T_{g} f\right)(z)$. The representation $T_{g}^{\exp \varphi}$ is unitary for $d \mu^{\varphi}(z)=\exp (\varphi(z)+\overline{\varphi(z)}) d \mu(z)$ and $\left(A^{\exp \varphi} f\right)(z)=\exp (-\varphi(z)) f(z)$. Define

$$
\rho^{\psi}(v) f=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} T_{g_{\epsilon}}^{\psi} f(z),
$$

then

$$
\left[\rho^{\psi}(v) f\right](z)=[\rho(v) f](z)+\frac{\psi^{\prime}(z)}{\psi(z)}\left[\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} k_{g_{\epsilon}}(z)\right] f(z) .
$$

Since $k_{g}(z)$ is the same for $T_{g}$ and $T_{g}^{\psi}$, we have

$$
\left[\rho^{\psi}\left(e_{j}\right) f\right](z)=\left[\rho\left(e_{j}\right) f\right](z)+\frac{\psi^{\prime}(z)}{\psi(z)} \alpha_{j}(z) f(z) .
$$

Let $\Delta$ be as in (1.24), we have $\Delta=u(z, \bar{z})\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\frac{\partial Q}{\partial z} \frac{\partial}{\partial \bar{z}}\right]$ where

$$
u(z, \bar{z})=\sum_{j, k} A_{j k} \alpha_{j}(z) \overline{\alpha_{k}(z)}
$$

According to Theorem 1.10, with the infinitesimal representation $\rho^{\psi}$, we obtain

$$
\begin{equation*}
\Delta^{\psi}=\Delta+\frac{\psi^{\prime}(z)}{\psi(z)} u(z, \bar{z}) \frac{\partial}{\partial \bar{z}}=u(z, \bar{z})\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\frac{\partial Q_{\psi}}{\partial z} \frac{\partial}{\partial \bar{z}}\right] \quad \text { with } \quad e^{Q_{\psi}}=e^{Q} \psi \tag{1.44}
\end{equation*}
$$

The measure $d \mu^{\psi}=|\psi|^{2} d \mu$ of the equivalent representation is invariant for $\Delta^{\psi}$ if and only if $d \mu$ is invariant for $\Delta$.
1.5.2. The representation $\widehat{T}_{g}$. Assume that $q$ is an integer. Let

$$
\begin{equation*}
\left(T_{g} f\right)(z)=h_{g}(z)\left(f\left(k_{g}(z)\right)\right) \quad \text { and } \quad\left(\widehat{T}_{g} f\right)(z)=h_{g}\left(z^{q}\right) f\left(\left(k_{g}\left(z^{q}\right)\right)^{1 / q}\right) \tag{1.45}
\end{equation*}
$$

We put $\left(A^{q} f\right)(z)=f\left(z^{q}\right)$. Since $\widehat{T}_{g} A^{q}=A^{q} T_{g}$, the two representations 1.45 are equivalent. If $T_{g}$ is unitary for $\mu$, let $\mu^{q}$ be the measure such that $\int\left|A^{q} f\right|^{2} d \mu^{q}=\int|f|^{2} d \mu$, then $\widehat{T}_{g}$ is unitary for $\mu^{q}$. Let $\rho(v) f(z)=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} T_{g} f(z)=\alpha(z) f^{\prime}(z)+\beta(z)$, we obtain

$$
\widehat{\rho}(v) f(z)=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} \widehat{T}_{g_{\epsilon}} f=\frac{\alpha\left(z^{q}\right)}{q z^{q-1}} f^{\prime}(z)+\beta\left(z^{q}\right) f(z) .
$$

1.6. Classical examples. In the next sections, for holomorphic representations of finite-dimensional elementary groups, we start from the system (1.1)-1.2. We determine $T_{g}$ in the form (c) with (1.1)-1.2), then we construct the real measure $\mu$ such that (b) is satisfied, next we find a second order differential operator denoted by $\Delta$ (not necessarily real) which has $\mu$ as invariant measure. We require $\Delta$ to be of the form 1.21 . We express this operator in terms of the infinitesimal representation of the Lie algebra as in 1.24. This explicitly relates the first order terms in $\Delta$ to the infinitesimal representation of the Lie algebra $\mathcal{G}$ of $G$. In the one-dimensional example in Section 3, one can associate several unitarizing measures to a representation $T_{g}$. However, there is only one density $R(z, \bar{z})$ such that $\Gamma(z, \bar{z})=\beta(z)$ (see (1.9)-1.10) and Lemma 1.3). For the 3-dimensional Heisenberg group in Section $5, \mathcal{D}=\mathbb{C}$, see ([5], [20], [1]), the $\Delta^{O U}$ operator is completely determined by the infinitesimal representation. In Section 4, we examine

1) the group of $2 \times 2$ matrices $\left(\begin{array}{ll}a & b \\ \bar{b} & \bar{a}\end{array}\right)$ such that $|a|^{2}-|b|^{2}=1, \mathcal{D}$ is the unit disk in $\mathbb{C}$, see [4].
2) the group of $2 \times 2$ matrices $\left(\begin{array}{cc}a & b \\ -\bar{b} & \bar{a}\end{array}\right)$ such that $|a|^{2}+|b|^{2}=1, \mathcal{D}=\mathbb{C}$.

These two examples enter in the same framework of the group of $2 \times 2$ matrices $\left(\begin{array}{cc}a & b \\ p \bar{b} & \bar{a}\end{array}\right)$ such that $|a|^{2}-p|b|^{2}>0$ and $p$ is a real number.

Our future objective is to extend the results to infinite-dimensional Lie groups, see [18], 21]. We have in mind: 1) the infinite-dimensional Siegel disk, see [2], [22], 2) the group of diffeomorphisms of the circle and the Virasoro algebra, see [3], [16], [21], [18],
[19], [12], 3) the infinite-dimensional Heisenberg group and its representation with unitarizing measure being the Wiener measure on the Wiener space of continuous maps from $[0,1]$ to $\mathbb{C}$ (see [10, [13]) or its representation in a Gaussian space $\left(\mathcal{S}^{\prime}(R), \gamma\right)$ of tempered Schwartz distributions where $\gamma$ is the Gaussian measure given by its Fourier transform, see [7].
2. The additive group $(\boldsymbol{R},+)$. The system $1.1-1.2$ becomes

$$
\begin{equation*}
\text { (i) : } h_{t_{1}}(z) h_{t_{2}}\left(k_{t_{1}}(z)\right)=h_{t_{1}+t_{2}}(z) \quad \text { and } \quad \text { (ii) }: k_{t_{2}}\left(k_{t_{1}}(z)\right)=k_{t_{1}+t_{2}}(z) \tag{2.1}
\end{equation*}
$$

Looking for solutions $k_{t}(z)=a z+t b$ where $a, b$ are constants, implies $k_{t}(z)=z+t b$. We substitute in 2.1 (i)

$$
\begin{equation*}
h_{t_{1}}(z) h_{t_{2}}\left(z+t_{1} b\right)=h_{t_{1}+t_{2}}(z) \tag{2.2}
\end{equation*}
$$

Looking for solutions of 2.2 in the form $h_{t}(z)=\exp (\alpha t z+\beta)$ where $\alpha, \beta$ are constants, we find $\beta=0, b=0$, thus $\left(T_{t} f\right)(z)=e^{\alpha t z} f(z)$. Since $k_{g}(z)$ does not depend upon $g$, we do not consider these solutions. Now take for solutions of (2.1), $k_{t}(z)=e^{\lambda t} z$ and $h_{t}(z)=e^{\alpha t}$ where $\alpha$ and $\lambda$ are constant, we obtain $\left(T_{t} f\right)(z)=e^{\alpha t} f\left(e^{\lambda t} z\right)$. The change of parameter $t \mapsto e^{t}$ leads to the multiplicative group $\left(\mathbb{R}^{*}=\mathbb{R}-0, \times\right)$ studied in the next section. We also have for solutions of 1.2 )

$$
\begin{equation*}
k_{t}(z)=\left(\frac{z^{k}}{1-t z^{k}}\right)^{(1 / k)} \quad \text { where } k \neq 0 \text { is an integer }, \tag{2.3}
\end{equation*}
$$

or equivalently $k_{t}(z)=\left(z^{p}-t\right)^{(1 / p)}$ if $k=-p$. Compare with the flows (18)-(19) in [15]. By Remark 1.1, $h_{t}(z)=\left(1-t z^{k}\right)^{\gamma}$ is solution of 1.1) (see Subsection 1.5.2). Let

$$
\alpha(z)=\left.\frac{d}{d t}\right|_{t=0} k_{t}(z)=\frac{1}{k} z^{k+1}, \quad \beta(z)=\left.\frac{d}{d t}\right|_{t=0} h_{t}(z)=-\gamma z^{k}
$$

As in 1.9 , solving for real $R(z, \bar{z})$,

$$
\beta(z)=\alpha^{\prime}(z)+\alpha(z) \frac{\partial}{\partial z} \log R(z, \bar{z})
$$

we find $R(z, \bar{z})=H(\theta)(z \bar{z})^{-(1+k(\gamma+1))}$ where $z=r e^{i \theta}$ and

$$
d \mu=(z \bar{z})^{-k \gamma} \frac{d z d \bar{z}}{(z \bar{z})^{k+1}} \quad \text { is unitarizing for } \quad T_{t} f(z)=\left(1-t z^{k}\right)^{\gamma} f\left(k_{t}(z)\right)
$$

We have $\operatorname{div}_{\mu}\left(z^{k+1} \frac{\partial}{\partial z}\right)=-k \gamma z^{k}$ and $d \mu$ is invariant with respect to

$$
\begin{equation*}
k^{2} \Delta=(z \bar{z})^{k+1}\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}-\frac{k \gamma}{z} \frac{\partial}{\partial \bar{z}}\right] \tag{2.4}
\end{equation*}
$$

3. The multiplicative group $\left(\mathbb{R}^{*}=\mathbb{R}-\mathbf{0}, \times\right)$. Assume $t \neq 0$. The system (1.1) (1.2) becomes

$$
\begin{equation*}
h_{t_{1}}(z) h_{t_{2}}\left(k_{t_{1}}(z)\right)=h_{t_{1} t_{2}}(z) \quad \text { and } \quad k_{t_{2}}\left(k_{t_{1}}(z)\right)=k_{t_{1} t_{2}}(z) \tag{3.1}
\end{equation*}
$$

We take $k_{t}(z)=t z$, then

$$
\begin{equation*}
h_{t_{1}}(z) h_{t_{2}}\left(t_{1} z\right)=h_{t_{1} t_{2}}(z) \tag{3.2}
\end{equation*}
$$

Lemma 3.1. The function $h_{t}(z)=e^{a(t-1) z}$, where $a \in \mathbb{C}$, is a solution of (3.2). Solving (3.1), we have from (c)

$$
\left(T_{t} f\right)(z)=e^{a(t-1) z} f(t z)
$$

with $t \neq 0$ and a constant. For the neutral $t=1, T_{1} f(z)=f(z)$. The operator $T_{t}$ is invertible $\left(T_{t}\right)^{-1} f(z)=T_{1 / t} f(z)$.
Proof. Putting $t_{1}=0$ in (3.2) and assuming that $h_{0}(z) \neq 0$, we find $h_{t}(0)=1$ for any $t$. We look for a solution of $(3.2)$ in the form $h_{t}(z)=e^{\alpha(t) z}$ where $\alpha(t)$ is a function of $t$. The equation for $\alpha(t)$ is

$$
\begin{equation*}
\alpha\left(t_{1}\right)+t_{1} \alpha\left(t_{2}\right)=\alpha\left(t_{1} t_{2}\right) \quad \forall t_{1}, t_{2} \neq 0 \tag{3.3}
\end{equation*}
$$

If $t_{1}=t_{2}$, it becomes $(1+t) \alpha(t)=\alpha\left(t^{2}\right)$. A solution is $\alpha(t)=a(t-1)$ where $a$ is a constant and this is also a solution of (3.3). This gives $h_{t}(z)=e^{a(t-1) z}$ where $a \in \mathbb{C}$.
Lemma 3.2. Let $\alpha \in \mathbb{C}, \lambda, \beta, \delta \in \mathbb{R}$. On $\mathcal{D}=\left\{(x, y) \mid \lambda x^{2}+\beta x y+\delta y^{2} \neq 0\right\}$, the real measures

$$
\begin{equation*}
d \mu_{\alpha, A, B, \gamma}(z)=\frac{e^{a z+\overline{a z}} d x d y}{\left(\lambda x^{2}+\beta x y+\delta y^{2}\right)^{1-\gamma}}=\frac{e^{a z+\overline{a z}} d z d \bar{z}}{\left(A z^{2}+2 B z \bar{z}+\bar{A} \bar{z}^{2}\right)^{1-\gamma}}, \quad z=x+i y \tag{3.4}
\end{equation*}
$$

are unitarizing for $T_{t}$ with $t \neq 0$,

$$
\begin{equation*}
\left(T_{t} f\right)(z)=t^{\gamma} e^{\alpha(t-1) z} f(t z) \tag{3.5}
\end{equation*}
$$

The constant $B$ is real. The infinitesimal representation associated to $\left(T_{t}\right)$ is

$$
\begin{equation*}
\rho(1)=z \frac{\partial}{\partial z}+(a z+\gamma) I \quad \text { and } \quad(I f)(z)=f(z) \tag{3.6}
\end{equation*}
$$

Proof. We find the measure $\mu$ by writing (b), i.e. $\int\left|T_{t} f(z)\right|^{2} d \mu=\int|f(z)|^{2} d \mu$. Assume that $\mu=g(x, y) d x d y$. For unitarity, we must have

$$
t^{2 \gamma} \int e^{(t-1)(\alpha z+\overline{\alpha z})}|f(t z)|^{2} g(x, y) d x d y=\int|f(z)|^{2} g(x, y) d x d y
$$

With the change of variables $x^{\prime}=t x, y^{\prime}=t y, z^{\prime}=t z$, the integral is equal to

$$
t^{2 \gamma} \int e^{(1-1 / t)(\alpha z+\overline{\alpha z})}|f(z)|^{2} g\left(\frac{x}{t}, \frac{y}{t}\right) \frac{1}{t^{2}} d x d y .
$$

We deduce that

$$
e^{-(\alpha z+\overline{\alpha z}) / t} g\left(\frac{x}{t}, \frac{y}{t}\right) \frac{1}{t^{2-2 \gamma}}=e^{-(\alpha z+\overline{\alpha z})} g(x, y)
$$

This identity shows that the function $\psi(x, y)=e^{-(\alpha z+\overline{\alpha z})} g(x, y)$ is homogeneous of degree $-2+2 \gamma$ and we can take $\psi(x, y)=$ constant $\left[\lambda x^{2}+\beta x y+\delta y^{2}\right]^{\gamma-1}$. The density is $g(x, y)=$ constant $\times e^{(\alpha z+\overline{\alpha z})} \times\left[\lambda x^{2}+\beta x y+\delta y^{2}\right]^{\gamma-1}$ with $z=x+i y$. Then we calculate $(\rho(1) f)(z)=$ $\left.\frac{d}{d t}\right|_{t=1}\left(T_{t} f\right)(z)=z f^{\prime}(z)+(a z+\gamma) f(z)$.
Remark 3.3. With the notation from Lemma 1.3 , we put $\alpha(z)=z$,

$$
\begin{gathered}
R(z, \bar{z})=\frac{e^{a z+\overline{a z}}}{\left(A z^{2}+2 B z \bar{z}+\bar{A} \bar{z}^{2}\right)^{1-\gamma}} \\
\Gamma(z, \bar{z})=\alpha^{\prime}(z)+\alpha(z) \frac{\partial}{\partial z} \log R(z, \bar{z})=a z+\gamma+(\gamma-1) z \frac{\partial}{\partial z} \log \left(A \frac{z}{\bar{z}}+2 B+\bar{A} \frac{\bar{z}}{z}\right) .
\end{gathered}
$$

In polar coordinates $z=r e^{i \theta}, z \frac{\partial}{\partial z}+\bar{z} \frac{\partial}{\partial \bar{z}}=r \frac{\partial}{\partial r}$, thus the term with $\log$ cancels in $\Gamma+\bar{\Gamma}$. We obtain $\Re \Gamma(z, \bar{z})=\Re(a z+\gamma)$ and we deduce $\beta(z)=a z+\gamma$.

The case $\beta(z)=\Gamma(z, \bar{z})$ occurs when $A=0$, then we consider $d \mu_{\alpha, \gamma}=d \mu_{\alpha, 0,1, \gamma}$,

$$
d \mu_{\alpha, \gamma}=\frac{e^{\alpha z+\overline{\alpha z}}}{\left(x^{2}+y^{2}\right)^{1-\gamma}} d x d y
$$

We define $H_{1}=z \frac{\partial}{\partial z}$ as the first order term in $\rho(1)$. The measure $d \mu_{\alpha, \gamma}$ is invariant with respect to

$$
\Delta=\rho(1) \overline{H_{1}}=z \bar{z}\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+a \frac{\partial}{\partial \bar{z}}\right]+\gamma \bar{z} \frac{\partial}{\partial \bar{z}}
$$

Since $k_{t}(z)=t z$, the group $\left(\mathbb{R}^{*}, \times\right)$ acts on $\mathbb{R}^{2}$ by the homothetic transformations $z \mapsto t z$. The metric $d s^{2}=\frac{d x^{2}+d y^{2}}{x^{2}+y^{2}}$ on $\mathbb{R}^{2}$ is invariant under the transformations $k_{t}(z)=t z$.

Combining with Section 1.5, we have
Theorem 3.4. Let $\varphi$ be a holomorphic function, and define

$$
\begin{equation*}
T_{t} f(z)=t^{\gamma} e^{\varphi(t z)-\varphi(z)} f(t z) \quad \text { for } \quad t \in \mathbb{R}^{*} \tag{3.7}
\end{equation*}
$$

We have $T_{1} f(z)=f(z), T_{t}^{-1} f(z)=t^{-\gamma} e^{\varphi(z / t)-\varphi(z)} f(z / t)$ and $T_{t_{1}} T_{t_{2}}=T_{t_{1} t_{2}}$. The infinitesimal representation is

$$
\rho(1)=z \frac{\partial}{\partial z}+\left[z \varphi^{\prime}(z)+\gamma\right] I
$$

The measure

$$
\begin{equation*}
d \mu(z)=e^{\varphi(z)+\overline{\varphi(z)}}\left(x^{2}+y^{2}\right)^{\gamma} \frac{d x d y}{\left(x^{2}+y^{2}\right)}, \quad z=x+i y \tag{3.8}
\end{equation*}
$$

is unitarizing for $T_{t}$, i.e. $\int\left|T_{t} f(z)\right|^{2} d \mu=\int|f(z)|^{2} d \mu$ and $d \mu$ is an invariant measure with respect to the complex operator

$$
\begin{equation*}
\Delta=\rho(1) \overline{H_{1}}=z \bar{z}\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\varphi^{\prime}(z) \frac{\partial}{\partial \bar{z}}+\frac{\gamma}{z} \frac{\partial}{\partial \bar{z}}\right] \tag{3.9}
\end{equation*}
$$

The real measure $d \mu$ is also invariant with respect to $\Delta^{O U}=\Delta+\bar{\Delta}$. The vector field $V=\Delta-\bar{\Delta}$ satisfies $\operatorname{div}_{\mu}(V)=0$,

$$
\begin{equation*}
V=z \bar{z}\left[\varphi^{\prime}(z) \frac{\partial}{\partial \bar{z}}-\overline{\varphi^{\prime}(z)} \frac{\partial}{\partial z}\right]+\gamma\left[\bar{z} \frac{\partial}{\partial \bar{z}}-z \frac{\partial}{\partial z}\right] \tag{3.10}
\end{equation*}
$$

4. The group of $2 \times 2$ invertible matrices. The results of Sections 2 and 3 are consequences of the following. Consider the group $G$ of $2 \times 2$ complex invertible matrices

$$
g=\left(\begin{array}{ll}
a & b  \tag{4.1}\\
c & d
\end{array}\right), \quad g^{-1}=\frac{1}{\operatorname{det} g}\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right)
$$

with the usual multiplication

$$
g_{1} g_{2}=\left(\begin{array}{cc}
a_{1} & b_{1}  \tag{4.2}\\
c_{1} & d_{1}
\end{array}\right)\left(\begin{array}{cc}
a_{2} & b_{2} \\
c_{2} & d_{2}
\end{array}\right)=\left(\begin{array}{ll}
a_{1} a_{2}+b_{1} c_{2} & a_{1} b_{2}+b_{1} d_{2} \\
c_{1} a_{2}+d_{1} c_{2} & c_{1} b_{2}+d_{1} d_{2}
\end{array}\right)
$$

If we put

$$
\begin{equation*}
\psi_{g}(z)=\frac{a z+b}{c z+d} \tag{4.3}
\end{equation*}
$$

then

$$
\begin{equation*}
\psi_{g_{1} g_{2}}(z)=\frac{\left(a_{1} a_{2}+b_{1} c_{2}\right) z+\left(a_{1} b_{2}+b_{1} d_{2}\right)}{\left(c_{1} a_{2}+d_{1} c_{2}\right) z+\left(c_{1} b_{2}+d_{1} d_{2}\right)}=\psi_{g_{1}}\left(\psi_{g_{2}}(z)\right) \tag{4.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
k_{g}(z)=\psi_{g^{-1}}(z)=\frac{d z-b}{-c z+a}, \quad k_{g}^{\prime}(z)=\frac{d}{d z} k_{g}(z)=\frac{\operatorname{det} g}{(-c z+a)^{2}} . \tag{4.5}
\end{equation*}
$$

We verify that $k_{g}$ satisfies 1.2 ) and that $\widehat{h}_{g}(z)=-c z+a$ satisfies (1.1) (see 4.5). Another solution of (1.1) is $h_{g}(z)=\operatorname{det} g$. We express $\widehat{h}_{g}(z)=-c z+a$ in terms of $k_{g}^{\prime}(z)$ and $\operatorname{det} g$. Consider

$$
\begin{equation*}
\left(T_{g} f\right)(z)=(\operatorname{det} g)^{\nu}\left[k_{g}^{\prime}(z)\right]^{\gamma} \frac{k_{g}(z)^{n}}{z^{n}} e^{\varphi\left(k_{g}(z)\right)-\varphi(z)} f\left(k_{g}(z)\right) \tag{4.6}
\end{equation*}
$$

with $k_{g}(z)=\frac{d z-b}{-c z+a}$. As in Lemma 1.3 , let

$$
\alpha(z)=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} k_{g_{\epsilon}}(z) \quad \text { where }\left.\quad \frac{d}{d \epsilon}\right|_{\epsilon=0} g_{\epsilon}=V .
$$

The infinitesimal representation is $\rho(V) f(z)=\alpha(z) f^{\prime}(z)+\beta(z) f(z)$ with

$$
\begin{equation*}
\beta(z)=\left.\nu \frac{d}{d \epsilon}\right|_{\epsilon=0}\left(\operatorname{det} g_{\epsilon}\right)+\gamma \alpha^{\prime}(z)+\left[\varphi^{\prime}(z)+\frac{n}{z}\right] \alpha(z) . \tag{4.7}
\end{equation*}
$$

Assume that the representation 4.6) is unitary with respect to $R(z, \bar{z}) d z d \bar{z}$. As in (1.9), we put

$$
\begin{equation*}
\Gamma(z, \bar{z})=\alpha^{\prime}(z)+\alpha(z) \frac{\partial}{\partial z} \log R(z, \bar{z}) \tag{4.8}
\end{equation*}
$$

4.1. The domain $\mathcal{D}$ is the complex plane or the complex half-plane. In this section, we also consider equivalent representations, see Subsection 1.5.1.

Lemma 4.1. For $g \in G$, let $\left(T_{g} f\right)(z)$ be as in (4.6), then we have $T_{g_{1}} T_{g_{2}}=T_{g_{1} g_{2}}$. The infinitesimal representation is given by

$$
\begin{align*}
& \rho_{1}=\rho(a)=-z \frac{\partial}{\partial z}+\left[\nu-\gamma-n-z \varphi^{\prime}(z)\right] \\
& \rho_{2}=\rho(b) f(z)=-\frac{\partial}{\partial z}-\frac{n}{z}-\varphi^{\prime}(z)  \tag{4.9}\\
& \rho_{3}=\rho(c)=z^{2} \frac{\partial}{\partial z}+\left[(2 \gamma+n) z+z^{2} \varphi^{\prime}(z)\right] \\
& \rho_{4}=\rho(d)=z \frac{\partial}{\partial z}+\left[\nu+\gamma+n+z \varphi^{\prime}(z)\right]
\end{align*}
$$

Proof. To obtain (4.9), we take small variations of the coefficients $a_{\epsilon}=a+\epsilon, \ldots$ and we calculate the partial derivatives $\left.\left(\partial_{a}\right)\right|_{g=e} T_{g} f(z)$ at $g=e=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$.
Corollary 4.2. Let $\rho_{j}, j=1,2,3,4$, be as in Lemma 4.1, and $\alpha_{j}, \beta_{j}$ be defined by $\rho_{j}=\alpha_{j}(z) \frac{\partial}{\partial z}+\beta_{j}(z)$. Then
(i) $\alpha_{3} \alpha_{2}+\alpha_{2} \alpha_{3}+2 \alpha_{1}^{2}=0$ and $\alpha_{3} \overline{\alpha_{2}}+\alpha_{2} \overline{\alpha_{3}}+2 \alpha_{1} \overline{\alpha_{1}}=-(z-\bar{z})^{2}$,
(ii) $\alpha_{4} \alpha_{2}-\alpha_{2} \alpha_{4}=0 \quad$ and $\alpha_{4} \overline{\alpha_{2}}-\alpha_{2} \overline{\alpha_{4}}=\bar{z}-z$,
(iii) $\alpha_{1} \alpha_{3}-\alpha_{3} \alpha_{1}=0 \quad$ and $\alpha_{1} \overline{\alpha_{3}}-\alpha_{3} \overline{\alpha_{1}}=z \bar{z}(z-\bar{z})$.

The conditions 1.23) in Theorem 1.10 are satisfied for (i), (ii) or (iii).

In order to write the system (1.10) to find the density $R(z, \bar{z})$, we put $\Gamma_{j}=\alpha_{j}^{\prime}+$ $\alpha_{j} \frac{\partial}{\partial z} \log R$ as in (1.9). We assume that $\varphi(z)=0$. We deduce from Lemma 4.1

$$
\begin{array}{ll}
\beta_{1}-\Gamma_{1}=\nu-(\gamma+n-1)+z \frac{\partial}{\partial z} \log R, & \beta_{2}-\Gamma_{2}=-\frac{n}{z}+\frac{\partial}{\partial z} \log R \\
\beta_{3}-\Gamma_{3}=(2 \gamma+n-2) z-z^{2} \frac{\partial}{\partial z} \log R, & \beta_{4}-\Gamma_{4}=\nu+\gamma+n-1-z \frac{\partial}{\partial z} \log R . \tag{4.10}
\end{array}
$$

Lemma 4.3. Assume $\nu=0$. The system $\Re\left(\beta_{j}-\Gamma_{j}\right)=0$ for $j=1, \ldots, 4$ (see 1.10) has the solution

$$
\begin{equation*}
R=\operatorname{constant}(z-\bar{z})^{2(\gamma-1)}(z \bar{z})^{n} \tag{4.11}
\end{equation*}
$$

For this solution $R(z, \bar{z})$, letting $z=r e^{i \theta}$, we have

$$
\begin{aligned}
& \beta_{1}-\Gamma_{1}=-i(\gamma-1) \frac{\cos \theta}{\sin \theta}=\frac{(\gamma-1)(z+\bar{z})}{z-\bar{z}}, \quad \beta_{2}-\Gamma_{2}=-i \frac{\gamma-1}{r \sin \theta}=\frac{2(\gamma-1)}{z-\bar{z}} \\
& \beta_{3}-\Gamma_{3}=i \frac{(\gamma-1) r}{\sin \theta}=-\frac{2(\gamma-1) z \bar{z}}{z-\bar{z}}, \quad \beta_{4}-\Gamma_{4}=i(\gamma-1) \frac{\cos \theta}{\sin \theta}=-\left(\beta_{1}-\Gamma_{1}\right)
\end{aligned}
$$

Proof. With $\Re\left(\beta_{j}-\Gamma_{j}\right)=0$ for $j=1$ and $j=4$, we obtain $\Re(\nu)=0$ and

$$
\left(z \frac{\partial}{\partial z}+\bar{z} \frac{\partial}{\partial \bar{z}}\right) \log R=2(\gamma+n-1)
$$

Let $z=r e^{i \theta}$. It gives $R=H(\theta) r^{2(\gamma+n-1)}$. We replace in $\Re\left(\beta_{j}-\Gamma_{j}\right)=0, j=2,3$,

$$
\begin{aligned}
& {\left[\cos \theta \frac{\partial}{\partial r}-\frac{1}{r} \sin \theta \frac{\partial}{\partial \theta}\right] \log R=2 n \frac{\cos \theta}{r}} \\
& {\left[\cos \theta \frac{\partial}{\partial r}+\frac{1}{r} \sin \theta \frac{\partial}{\partial \theta}\right] \log R=2(2 \gamma+n-2) \frac{\cos \theta}{r}}
\end{aligned}
$$

We deduce 4.11.
4.1.1. Holomorphic representation of $G l(2, \mathbb{R})$. When $R$ is given by 4.11, we have

$$
\begin{equation*}
\left(\beta_{3}-\Gamma_{3}\right) \overline{\alpha_{2}}+\left(\beta_{2}-\Gamma_{2}\right) \overline{\alpha_{3}}+2\left(\beta_{1}-\Gamma_{1}\right) \overline{\alpha_{1}}=0 \tag{4.12}
\end{equation*}
$$

The conditions 1.26 of Theorem 1.11 are satisfied. With (i) in Corollary 4.2, Theorem 1.11 and Lemma 4.3, we obtain

Theorem 4.4. Assume that $a, b, c, d$ are real numbers (and that $2 \gamma$ is an integer). Let

$$
\begin{gather*}
\left(T_{g} f\right)(z)=\left[k_{g}^{\prime}(z)\right]^{\gamma} \frac{k_{g}(z)^{n}}{z^{n}} f\left(k_{g}(z)\right) \quad \text { with } \quad k_{g}(z)=\frac{d z-b}{-c z+a}, \\
d \mu=(z-\bar{z})^{2 \gamma}(z \bar{z})^{n} d v \quad \text { with } \quad d v=\frac{d z d \bar{z}}{(z-\bar{z})^{2}} 1_{\{z \neq \bar{z}\}} . \tag{4.13}
\end{gather*}
$$

The measure $\mu$ is unitarizing for $T_{g}$. Let $H_{a}=-z \frac{\partial}{\partial z}, H_{b}=-\frac{\partial}{\partial z}, H_{c}=z^{2} \frac{\partial}{\partial z}, H_{d}=z \frac{\partial}{\partial z}$ and let $\rho$ be the infinitesimal representation as in Lemma 4.1 (with $\nu=0, \varphi=0$ ). Then $\mu$ is an invariant measure for

$$
\begin{equation*}
\Delta=\rho(c) \overline{H_{b}}+\rho(b) \overline{H_{c}}+2 \rho(a) \overline{H_{a}}=-(z-\bar{z})^{2}\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\left(\frac{2 \gamma}{z-\bar{z}}+\frac{n}{z}\right) \frac{\partial}{\partial \bar{z}}\right] \tag{4.14}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\Delta=-(z-\bar{z})^{2}\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\frac{\partial Q}{\partial z} \frac{\partial}{\partial \bar{z}}\right] \quad \text { with } \quad Q=\log \left[(z-\bar{z})^{2 \gamma}(z \bar{z})^{n}\right] . \tag{4.15}
\end{equation*}
$$

Proof. With 4.11, we obtain the unitarizing measure $d \mu=$ constant $\times(z-\bar{z})^{2 \gamma}(z \bar{z})^{n} d v$. In that case, the domain of integration is $\mathcal{D}=\{z \in \mathbb{C} \mid \Im z \neq 0\}$. If $a, b, c, d$ are real numbers and the imaginary part $\Im z \neq 0$, then $k_{g}(z)$ in 4.6) is well defined and $k_{g}$ is a map from $\mathcal{D}$ to $\mathcal{D}$. The expression $(4.14)$ is a consequence of 4.12 and Theorem 1.10 Compare 4.14 with Definition 1.14 .
Corollary 4.5. Let $\Delta$ be as in Theorem 4.4, we have

$$
\Delta=-\left(\frac{\partial}{\partial z}+\frac{2(\gamma-1)}{z-\bar{z}}+\frac{n}{z}\right)\left((z-\bar{z})^{2} \frac{\partial}{\partial \bar{z}}\right) .
$$

Moreover,

$$
\Delta+\bar{\Delta}=2 y^{2}\left[\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+4 \frac{\gamma}{y} \frac{\partial}{\partial y}+\frac{2 n}{x^{2}+y^{2}}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right)\right]
$$

has $\mu$ as invariant measure and we have $\operatorname{div}_{\mu}(V)=0$ for the vector field

$$
\begin{equation*}
V=\Delta-\bar{\Delta}=-4 i \gamma y \frac{\partial}{\partial x}-\frac{4 i n y^{2}}{x^{2}+y^{2}}\left(y \frac{\partial}{\partial x}-x \frac{\partial}{\partial y}\right) \tag{4.16}
\end{equation*}
$$

REMARK 4.6. If we consider the subgroup of matrices $g$ such that $\operatorname{det} g>0$ and the domain $\mathcal{D}_{1}=\{z \in \mathbb{C} \mid \Im z>0\}$, then $k_{g}$ is a map from $\mathcal{D}_{1}$ to $\mathcal{D}_{1}$. As in Subsection 1.5.1, consider the holomorphic function $\psi(z)=e^{(i-1) z}$. We have $|\psi(z)|^{2}=e^{-2(x+y)}$ with $z=x+i y$. Assume that $d \mu=d x d y$, then $d \mu^{\psi}=e^{-2(x+y)} d x d y$. The functions $1_{z+\bar{z}>0}(z-\bar{z})^{n}$ are integrable for $d \mu^{\psi}$ but not for $d \mu$.
REMARK 4.7. If $\gamma=1$, then $d \mu=(z \bar{z})^{n} d z d \bar{z}$ is unitarizing for $T_{g}$, the domain $\mathcal{D}$ is the complex plane, we do not need the restriction of the assumption that $a, b, c, d$ are real. Since $\beta_{j}-\Gamma_{j}=0$, by Theorem 1.11, $\mu$ is invariant for any $\Delta=\sum_{j, k} A_{j k} \rho_{j} \overline{H_{k}}$ where $A_{j k}$ are arbitrary constants, $j, k=1, \ldots, 4$. For example, for $\gamma=1, n=0$, it is immediate that

$$
\begin{equation*}
\rho(a) \overline{H_{a}}+\rho(b) \overline{H_{b}}+\rho(c) \overline{H_{c}}+\rho(d) \overline{H_{d}}=(1+z \bar{z})^{2} \frac{\partial^{2}}{\partial z \partial \bar{z}}+2(1+z \bar{z}) \bar{z} \frac{\partial}{\partial \bar{z}} \tag{4.17}
\end{equation*}
$$

has $d z d \bar{z}$ as invariant measure.
Remark 4.8. The case where the metric on $\mathcal{D}$ is not Hermitian. If we do not require $\Delta$ to be of the form 1.21) and allow

$$
\Delta=w(z, \bar{z}) \frac{\partial^{2}}{\partial \bar{z}^{2}}+u(z, \bar{z}) \frac{\partial^{2}}{\partial z \partial \bar{z}}+v(z, \bar{z}) \frac{\partial}{\partial \bar{z}}
$$

with $w(z, \bar{z}) \neq 0$, there are many differential operators $\Delta$ with $\mu=(z-\bar{z})^{2(\gamma-1)}(z \bar{z})^{n} d z d \bar{z}$ as invariant measure. However, the principal symbol in such operators does not correspond to a Hermitian metric on $\mathbb{C}$. Examples of such $\Delta$ are given by 1.25 ,

$$
[\rho(a)+\overline{\rho(a)}] \overline{H_{a}}=z \bar{z} \frac{\partial^{2}}{\partial z \partial \bar{z}}+\bar{z}^{2} \frac{\partial^{2}}{\partial \bar{z}^{2}}+(2 \gamma+2 n+1) \bar{z} \frac{\partial}{\partial \bar{z}}, \quad \ldots
$$

4.1.2. The subgroup of transformations $k_{g}(z)=t z-b$ where $t, b$ are complex numbers. We consider the relation (ii) in Corollary 4.2. If $R$ is given by 4.11), we verify that

$$
\begin{equation*}
\left(\beta_{4}-\Gamma_{4}\right) \overline{\alpha_{2}}-\left(\beta_{2}-\Gamma_{2}\right) \overline{\alpha_{4}}=-(\gamma-1) \tag{4.18}
\end{equation*}
$$

We cannot apply Theorem 1.11 we find an OU-operator with Theorem 1.10 .

Theorem 4.9. Consider the group of transformations of the complex plane defined by $k_{g}(z)=t z-b$ where $t$ is real, $t \neq 0$ and $b$ is a complex number. Assume that $2 \gamma-1 \geq 0$. Let

$$
T_{g} f(z)=t^{\gamma} f(t z-b)
$$

Consider the Hilbert space $\mathcal{H}$ of entire functions $f$ such that

$$
\|f\|^{2}=\int|f(x+i y)|^{2} y^{s} d x d y<+\infty \quad \text { for } \quad 0 \leq s \leq 2 \gamma-1
$$

Then the measure

$$
d \mu=(z-\bar{z})^{2(\gamma-1)} d z d \bar{z}
$$

satisfies the unitarity condition $\int\left|T_{g} f(z)\right|^{2} d \mu=\int|f|^{2} d \mu$ for all $f \in \mathcal{H}$ and it is an invariant measure for

$$
\Delta=(\rho(t)+\overline{\rho(t)}) \overline{H_{b}}-(\rho(b)+\overline{\rho(b)}) \overline{H_{t}}=(\bar{z}-z) \frac{\partial^{2}}{\partial z \partial \bar{z}}-(2 \gamma-1) \frac{\partial}{\partial \bar{z}}
$$

where $\rho(t)=\rho_{4}=z \frac{\partial}{\partial z}+\gamma$ and $\rho(b)=\rho_{2}=-\frac{\partial}{\partial z}$ as in Lemma 1.4 .
Proof. If $f \in \mathcal{H}$, then for any real $t$ and complex number $b$, the function $|f(t z-b)|^{2}$ is integrable for $\mu$.
4.1.3. The subgroup of transformations $k_{g}(z)=\frac{z}{-c z+a}$ where $c$, a are complex numbers and $a \neq 0$. We apply Theorem 1.10 with Corollary 4.2 (iii). We find

$$
\left(\beta_{1}-\Gamma_{1}\right) \overline{\alpha_{3}}-\left(\beta_{3}-\Gamma_{3}\right) \overline{\alpha_{1}}=-(\gamma-1) \bar{z}^{2} .
$$

TheOrem 4.10. Consider the group of transformations

$$
k_{g}(z)=\frac{z}{-c z+a}
$$

and let

$$
T_{g} f(z)=\frac{a^{\gamma}}{(-c z+a)^{2 \gamma}} f\left(\frac{z}{-c z+a}\right)
$$

The measure $d \mu=(z-\bar{z})^{2(\gamma-1)} d z d \bar{z}$ is unitarizing for $T_{g}$, i.e. for any holomorphic function such that $|f(z)|^{2}$ and $\left.T_{g} f(z)\right|^{2}$ are integrable for $\mu$, we have $\int\left|T_{g} f(z)\right|^{2} d \mu=$ $\int|f(z)|^{2} d \mu$. The measure $\mu$ is invariant for

$$
\Delta=z \bar{z}(z-\bar{z}) \frac{\partial^{2}}{\partial z \partial \bar{z}}-\bar{z}^{2} \frac{\partial}{\partial \bar{z}}+2 \gamma z \bar{z} \frac{\partial}{\partial \bar{z}}
$$

Proof. We apply Theorem 1.10. As in Subsection 4.1.2, the difficulty is to determine a class of holomorphic functions $f$ such that $\left|f\left(k_{g}(z)\right)\right|^{2}$ is integrable for $\mu$ for any $c$ and $a$, $a \neq 0$.
4.2. The subgroups $\boldsymbol{A}_{p}$ and $\boldsymbol{G}_{p}$. If we require conditions on the parameters $a, b, c, d$, in order to have a subgroup of $G$, this gives restrictions on $T_{g}$; thus for a subgroup of $G$, we have more unitarizing measures since there are fewer equations in the system 1.10. For example, for the commutative subgroup of diagonal matrices $g=\left(\begin{array}{ll}1 & 0 \\ 0 & d\end{array}\right)$ with $d \neq 0$, we obtain $k_{g}(z)=d z$ and we are in the case of Section 3, if $d$ is a real number.

Notation 4.11. Given a fixed real number $p$, we denote by $A_{p}$ the group constituted with matrices

$$
g=\left(\begin{array}{cc}
a & b \\
p \bar{b} & \bar{a}
\end{array}\right) \quad \text { with } \quad \operatorname{det} g=a \bar{a}-p b \bar{b}>0 .
$$

We denote by $G_{p}$ the subgroup of matrices in $A_{p}$ with determinant equal to one.
Since we do not fix the value of the determinant for elements in $A_{p}$, the Lie algebra $\mathcal{A}_{p}$ of $A_{p}$ is a four-dimensional real vector space. Fixing the determinant equal to one for elements in $G_{p}$ takes off one degree of freedom, then the Lie algebra $\mathcal{G}_{p}$ of $G_{p}$ is a three-dimensional real vector space. In the following, we consider representations of $G_{p}$. Because of 1.5.1, we assume $n=0$ and $\varphi=0$ in 4.6. Since $k_{g}^{\prime}(z)=(a \bar{a}-p b \bar{b})[-p \bar{b} z+a]^{-2}$, the representation 4.6 for $G_{p}$ is written as

$$
\begin{equation*}
\left(T_{g} f\right)(z)=\frac{1}{(-p \bar{b} z+a)^{2 \gamma}} f\left(\frac{\bar{a} z-b}{-p \bar{b} z+a}\right) \tag{4.19}
\end{equation*}
$$

To calculate the infinitesimal representation of $\mathcal{G}_{p}$, for $t>0, t$ small, we consider the following three curves $g_{t}^{(j)}, j=1,2,3$, which are in $G_{p}$ and $g_{0}^{(j)}=$ Identity of $G_{p}$. The vectors $e_{j}=\left.\frac{d}{d t}\right|_{t=0} g_{t}^{(j)}, j=1,2,3$, form a basis of the Lie algebra $\mathcal{G}_{p}$.

$$
g_{t}^{(3)}=\frac{1}{\sqrt{\cos ^{2}(t / 2)-p \sin ^{2}(t / 2)}}\left(\begin{array}{cc}
\cos (t / 2) & i \sin (t / 2) \\
-i p \sin (t / 2) & \cos (t / 2)
\end{array}\right), e_{3}=\frac{1}{2}\left(\begin{array}{cc}
0 & i \\
-i p & 0
\end{array}\right)
$$

Then $\left[e_{1}, e_{2}\right]=e_{3},\left[e_{1}, e_{3}\right]=-e_{2},\left[e_{2}, e_{3}\right]=p e_{1}$ and $\left\{e, e_{1}, e_{2}, e_{3}\right\}$ is a basis of $\mathcal{A}_{p}$.
Lemma 4.12. The infinitesimal representation for $\mathcal{G}_{p}$ associated to 4.19 is given by

$$
\begin{aligned}
& \rho\left(e_{1}\right) f(z)=-i\left[z f^{\prime}(z)+\gamma f(z)\right], \\
& \rho\left(e_{2}\right) f(z)=-\frac{1}{2}\left(1-p z^{2}\right) f^{\prime}(z)+\gamma p z f(z), \\
& \rho\left(e_{3}\right) f(z)=-\frac{i}{2}\left(1+p z^{2}\right) f^{\prime}(z)-i \gamma p z f(z) .
\end{aligned}
$$

In the following, we put $\rho_{j}=\rho\left(e_{j}\right)=\alpha_{j}(z) \frac{\partial}{\partial z}+\beta_{j}(z)$. We solve the system $1.9-1.10$ with

$$
\begin{aligned}
& \beta_{1}-\Gamma_{1}=-i(\gamma-1)+i z \frac{\partial}{\partial z} \log R \\
& \beta_{2}-\Gamma_{2}=(\gamma-1) p z+\frac{1}{2}\left(1-p z^{2}\right) \frac{\partial}{\partial z} \log R \\
& \beta_{3}-\Gamma_{3}=-i(\gamma-1) p z+\frac{i}{2}\left(1+p z^{2}\right) \frac{\partial}{\partial z} \log R
\end{aligned}
$$

We obtain $R(z, \bar{z})=$ constant $(1-p z \bar{z})^{2 \gamma-2}$. With the expression of $R$,
$\beta_{1}-\Gamma_{1}=-i(\gamma-1) \frac{1+p z \bar{z}}{1-p z \bar{z}}, \quad \beta_{2}-\Gamma_{2}=(\gamma-1) \frac{p(z-\bar{z})}{1-p z \bar{z}}, \quad \beta_{3}-\Gamma_{3}=-i(\gamma-1) \frac{p(z+\bar{z})}{1-p z \bar{z}}$.

$$
\begin{align*}
& g_{t}^{(1)}=\left(\begin{array}{cc}
e^{i t / 2} & 0 \\
0 & e^{-i t / 2}
\end{array}\right), \\
& e_{1}=\frac{1}{2}\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \\
& g_{t}^{(2)}=\frac{1}{\sqrt{\cos ^{2}(t / 2)-p \sin ^{2}(t / 2)}}\left(\begin{array}{cc}
\cos (t / 2) & \sin (t / 2) \\
p \sin (t / 2) & \cos (t / 2)
\end{array}\right), \quad e_{2}=\frac{1}{2}\left(\begin{array}{ll}
0 & 1 \\
p & 0
\end{array}\right), \tag{4.20}
\end{align*}
$$

4.2.1. Domains $\mathcal{D}_{p}=\{1-p z \bar{z} \geq 0\}$. We have

$$
\begin{align*}
& \alpha_{2}(z)=\overline{\alpha_{2}(z)}+\alpha_{3}(z) \overline{\alpha_{3}(z)}-p \alpha_{1}(z) \overline{\alpha_{1}(z)}= \frac{1}{2}(1-p z \bar{z})^{2} \\
& \quad \text { and } \alpha_{2}^{2}+\alpha_{3}^{2}-p \alpha_{1}^{2}=0  \tag{4.21}\\
&\left(\beta_{2}-\Gamma_{2}\right) \alpha_{2}+\left(\beta_{3}-\Gamma_{3}\right) \alpha_{3}-p\left(\beta_{1}-\Gamma_{1}\right) \alpha_{1}=0
\end{align*}
$$

and $\Delta_{1}=\rho\left(e_{2}\right) H_{2}+\rho\left(e_{3}\right) H_{3}-p \rho\left(e_{1}\right) H_{1}=0$. The conditions 1.26) of Theorem 1.11 are satisfied. In the following lemma, we write the unitarizing measure in terms of the volume measure. We deduce
Lemma 4.13. Let $H_{j}=\alpha_{j}(z) \frac{\partial}{\partial z}, j=1,2,3$, and $\overline{H_{j}}=\overline{\alpha_{j}(z)} \frac{\partial}{\partial \bar{z}}$.

$$
H_{1} f(z)=-i z f^{\prime}(z), \quad H_{2} f(z)=-\frac{1}{2}\left(1-p z^{2}\right) f^{\prime}(z), \quad H_{3} f(z)=-\frac{i}{2}\left(1+p z^{2}\right) f^{\prime}(z)
$$

then $\Delta=\rho\left(e_{2}\right) \overline{H_{2}}+\rho\left(e_{3}\right) \overline{H_{3}}-p \rho\left(e_{1}\right) \overline{H_{1}}$ has the unitarizing measure

$$
\begin{equation*}
d \mu_{p}=(1-p z \bar{z})^{2 \gamma} \frac{d z d \bar{z}}{(1-p z \bar{z})^{2}} \tag{4.22}
\end{equation*}
$$

as invariant measure.
Theorem 4.14. The domain $\mathcal{D}_{p}=\{z \in \mathbb{C} \mid 1-p z \bar{z}>0\}$ is invariant under the transformations $z \mapsto(a z+b)(p \bar{b} z+\bar{a})^{-1}$. Let

$$
\begin{equation*}
\left(T_{g} f\right)(z)=\frac{1}{(-p \bar{b} z+a)^{2 \gamma}} \times f\left(\frac{\bar{a} z-b}{-p \bar{b} z+a}\right) \quad \text { for } \quad g \in G_{p}, \quad z \in \mathcal{D}_{p} \tag{4.23}
\end{equation*}
$$

Given $g_{1}$ and $g_{2} \in G_{p}$, we have $T_{g_{1}} T_{g_{2}}=T_{g_{1} g_{2}}$. Here, we assume that $2 \gamma$ is an integer. If $g \in G_{p}$, the operator $T_{g}$ is unitary in $L_{\mathrm{Hol}}^{2}\left(\mathcal{D}_{p} ; \mu_{p}\right)$ where $\mu_{p}$ is given by 4.22). Let $\rho\left(e_{j}\right)_{j=1,2,3}, H_{j}$ and $\Delta$ as in Lemma 4.13, we have

$$
\begin{equation*}
\Delta=\rho\left(e_{2}\right) \overline{H_{2}}+\rho\left(e_{3}\right) \overline{H_{3}}-p \rho\left(e_{1}\right) \overline{H_{1}}=\frac{1}{2}(1-p z \bar{z})^{2}\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}-\frac{2 \gamma p \bar{z}}{(1-p z \bar{z})} \frac{\partial}{\partial \bar{z}}\right] \tag{4.24}
\end{equation*}
$$

The measure $\mu_{p}$ is invariant for $\Delta$ and for $\Delta^{O U}=\Delta+\bar{\Delta}$. We have

$$
\begin{align*}
\Delta^{O U}=(1-p z \bar{z})^{2}\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\gamma \frac{\partial}{\partial z}\right. & \left.\log (1-p z \bar{z}) \frac{\partial}{\partial \bar{z}}+\gamma \frac{\partial}{\partial \bar{z}} \log (1-p z \bar{z}) \frac{\partial}{\partial z}\right] \\
& =(1-p z \bar{z})^{2}\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\gamma h^{\prime}(z \bar{z})\left(\bar{z} \frac{\partial}{\partial \bar{z}}+z \frac{\partial}{\partial z}\right)\right] \tag{4.25}
\end{align*}
$$

with $h(z \bar{z})=\log (1-p z \bar{z})$. The vector field $V=\Delta-\bar{\Delta}$ is a free-divergence vector field $\left(\operatorname{div}_{\mu}(V)=0\right)$,

$$
\begin{equation*}
V=\Delta-\bar{\Delta}=-\gamma p(1-p z \bar{z})\left(\bar{z} \frac{\partial}{\partial \bar{z}}-z \frac{\partial}{\partial z}\right) \tag{4.26}
\end{equation*}
$$

Proof. This is a consequence of Theorem 1.10 and Lemma 4.13. Below, we show how to calculate $R$ from the condition of unitarity (b). Let $\mu=R(z, \bar{z}) d z d \bar{z}$ be a real measure on $\mathcal{D}_{p}$ such that (b) is realized. With a change of variable in (b), we obtain

$$
(\operatorname{det} g)^{2 \nu}\left|k_{g}^{\prime}\left(k_{g}^{-1}(z)\right)\right|^{2 \gamma} \times R\left(k_{g}^{-1}(z), \overline{k_{g}^{-1}(z)}\right) \times\left|\left(k_{g}^{-1}\right)^{\prime}(z)\right|^{2}=R(z, \bar{z})
$$

Since $\left(k_{g}^{-1}\right)^{\prime}(z)=1 / k_{g}^{\prime}\left(k_{g}^{-1}(z)\right)$, it gives

$$
(\operatorname{det} g)^{2 \nu}\left|\left(k_{g}^{-1}\right)^{\prime}(z)\right|^{2(1-\gamma)} \times R\left(k_{g}^{-1}(z), \overline{k_{g}^{-1}(z)}\right)=R(z, \bar{z}) \quad \forall g \in G_{p} .
$$

If $\operatorname{det} g=1$, then $R(z, \bar{z})=(1-p z \bar{z})^{2(\gamma-1)}$ is a solution.

## 5. The 3-dimensional Heisenberg group and the system (1.1)-(1.2)

5.1. Commutators in non-commutative groups. If the group $G$ is not commutative, we compare $T_{g_{1}} T_{g_{2}}$ and $T_{g_{2}} T_{g_{1}}$ for $g_{1}, g_{2} \in G$. We say that $g \in G$ is a commutator in $G$ if $g$ is of the form $g=c\left(g_{1}, g_{2}\right)=g_{2}^{-1} g_{1} g_{2} g_{1}^{-1}$ with $g_{1}, g_{2} \in G$. In that case, we have $g_{1} g_{2}=g_{2} c\left(g_{1}, g_{2}\right) g_{1}$. If this property is satisfied, according to (a), we obtain

$$
T_{g_{1} g_{2}} T_{\left(g_{2} g_{1}\right)^{-1}}=T_{g_{1} g_{2} g_{1}^{-1} g_{2}^{-1}}=T_{g_{1} g_{1}^{-1} c\left(g_{2}, g_{1}^{-1}\right) g_{2} g_{2}^{-1}}=T_{c\left(g_{2}, g_{1}^{-1}\right)}
$$

This gives $T_{g_{1} g_{2}}=T_{c\left(g_{2}, g_{1}^{-1}\right)} T_{g_{2} g_{1}}$ and $T_{g_{1} g_{2}}=T_{g_{2} g_{1}} T_{c\left(g_{2}^{-1}, g_{1}\right)}$. In the case of the Heisenberg group, see Remark 1.2 , commutators are $g=(0,0, i k)$ where $k$ is a real number.

### 5.2. Representations where $k_{g}(z)=z+u(g)$ and $h_{g}(z)=\exp (l(g) z+m(g))$.

Let $\gamma$ and $\delta$ be two fixed constants such that $\gamma-\delta \neq 0$. We assume that $\gamma$ and $\delta$ are real numbers. Consider on the 3 -dimensional real space the group law

$$
\left(a_{1}, b_{1}, c_{1}\right) *\left(a_{2}, b_{2}, c_{2}\right)=\left(a_{1}+a_{2}, b_{1}+b_{2}, c_{3}\right)
$$

with

$$
c_{3}=c_{1}+c_{2}+\left(\begin{array}{ll}
a_{1} & b_{1}
\end{array}\right)\left(\begin{array}{ll}
0 & \gamma  \tag{5.1}\\
\delta & 0
\end{array}\right)\binom{a_{2}}{b_{2}}=c_{1}+c_{2}+\gamma a_{1} b_{2}+\delta a_{2} b_{1} .
$$

The commutators (see Subsection 5.1) are given by $g_{1} g_{2}=g_{2} c\left(g_{1}, g_{2}\right) g_{1}$ with

$$
c\left(g_{1}, g_{2}\right)=\left(0,0,(\gamma-\delta)\left(a_{1} b_{2}-a_{2} b_{1}\right)\right) .
$$

Let $u=(\alpha, \beta)$ and $l=(\lambda, \epsilon)$ be two complex vectors in $\mathbb{C}^{2}$, we have

$$
\operatorname{det}(u, l)=\alpha \epsilon-\lambda \beta
$$

For $g=(a, b, c)$, we put

$$
\begin{gathered}
u(g)=\alpha a+\beta b \quad \text { and } \quad l(g)=\lambda a+\epsilon b, \\
\operatorname{det}(u, l)=\alpha \epsilon-\lambda \beta
\end{gathered}
$$

We have $u\left(g_{1}\right) l\left(g_{2}\right)-u\left(g_{2}\right) l\left(g_{1}\right)=\operatorname{det}(u, l)\left(a_{1} b_{2}-a_{2} b_{1}\right)$. We put

$$
\begin{equation*}
m(g)=m(a, b, c)=\frac{1}{2} l(g) u(g)+\operatorname{det}(u, l)\left[\frac{1}{\gamma-\delta} c-\frac{\gamma+\delta}{2(\gamma-\delta)} a b\right] . \tag{5.2}
\end{equation*}
$$

Let

$$
\begin{equation*}
k_{g}(z)=z+u(g) \quad \text { and } \quad h_{g}(z)=\exp (l(g) z+m(g)), \tag{5.3}
\end{equation*}
$$

then the conditions $1.1-1.3$ are satisfied.
Lemma 5.1. We define

$$
\begin{equation*}
T_{g} f(z)=\left(T_{a, b, t} f\right)(z)=\exp (l(g) z+m(g)) \times f(z+u(g)) . \tag{5.4}
\end{equation*}
$$

Then $T_{g_{1}} T_{g_{2}}=T_{g_{1} g_{2}}$. The infinitesimal representation for (5.4) is

$$
\begin{align*}
\rho(a) f(z) & =\alpha f^{\prime}(z)+\lambda z f(z), \\
\rho(b) f(z) & =\beta f^{\prime}(z)+\epsilon z f(z),  \tag{5.5}\\
\rho(c) f(z) & =\frac{\operatorname{det}(u, l)}{\gamma-\delta} f(z) .
\end{align*}
$$

In the next lemma, we determine the density $R(z, \bar{z})$ of the unitarizing measure $\mu$.

Lemma 5.2. Let $\rho(j)=\alpha(j) \frac{\partial}{\partial z}+\beta(j)$ with $j=a, b, c$ and $\Gamma(j)=\frac{1}{R} \frac{\partial}{\partial z}(\alpha(j) R)$, then

$$
\begin{align*}
\beta(a)-\Gamma(a) & =\lambda z-\alpha \frac{\partial}{\partial z} \log R \\
\beta(b)-\Gamma(b) & =\epsilon z-\beta \frac{\partial}{\partial z} \log R  \tag{5.6}\\
\beta(c)-\Gamma(c) & =\frac{\operatorname{det}(u, l)}{\gamma-\delta}
\end{align*}
$$

Solving the system $\Re(\beta(j)-\Gamma(j))=0, j=a, b$, $c$, we obtain

$$
\begin{equation*}
\Re[\operatorname{det}(u, l)]=0 \quad \text { where } \quad \operatorname{det}(u, l)=\alpha \epsilon-\lambda \beta \tag{i}
\end{equation*}
$$

and letting $\alpha=\alpha_{1}+i \alpha_{2}, \beta=\beta_{1}+i \beta_{2}$,
(ii)

$$
\operatorname{det}(u, \bar{u})=\alpha \bar{\beta}-\bar{\alpha} \beta=-2 i\left(\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}\right) \neq 0
$$

When (i) and (ii) are satisfied, we have, up to an additive constant

$$
\begin{equation*}
\log R=\frac{1}{2} \frac{\lambda \bar{\beta}-\epsilon \bar{\alpha}}{\alpha \bar{\beta}-\beta \bar{\alpha}} z^{2}+\frac{\bar{\lambda} \bar{\beta}-\bar{\epsilon} \bar{\alpha}}{\alpha \bar{\beta}-\beta \bar{\alpha}} z \bar{z}+\frac{1}{2} \frac{\bar{\epsilon} \alpha-\bar{\lambda} \beta}{\alpha \bar{\beta}-\beta \bar{\alpha}} \bar{z}^{2} \tag{5.7}
\end{equation*}
$$

We put $\log R=A z^{2}+2 B z \bar{z}+\bar{A} \bar{z}^{2}+2 B z \bar{z}+\bar{A} \bar{z}^{2}$. The constant $B$ is real.
Proof. Since $\beta(c)-\Gamma(c)=0$, we have (ii). The system 1.10 becomes

$$
\alpha \frac{\partial}{\partial z} \log R+\bar{\alpha} \frac{\partial}{\partial \bar{z}} \log R=\lambda z+\bar{\lambda} \bar{z}, \quad \beta \frac{\partial}{\partial z} \log R+\bar{\beta} \frac{\partial}{\partial \bar{z}} \log R=\epsilon z+\overline{\epsilon z}
$$

and has a unique solution if $\alpha \bar{\beta}-\bar{\alpha} \beta \neq 0$.
Corollary 5.3. If the density $E(z, \bar{z})$ is given by 5.7), we have

$$
\beta(a)-\Gamma(a)=2 B(\bar{\alpha} z-\alpha \bar{z}) \quad \beta(b)-\Gamma(b)=2 B(\bar{\beta} z-\beta \bar{z}), \quad \beta(c)-\Gamma(c)=\frac{\operatorname{det}(u, l)}{\gamma-\delta}
$$

and $[\beta(a)-\Gamma(a)] \overline{\alpha(b)}-[\beta(b)-\Gamma(b)] \overline{\alpha(a)}=(\lambda \beta-\epsilon \alpha) \bar{z}$.
5.2.1. Example. Let $u(g)=h a+2 \tau b, l(g)=i b, \gamma=1$ and $\delta=0$, then with the notation of (5.2), $m(g)=i \tau b^{2}+i h c, \lambda=0, \epsilon=i, \alpha=h, \beta=2 \tau$. A group element $(a, b, c)$ acts on holomorphic functions as

$$
U_{h, \tau}(a, b, c) f(z)=\exp (i h c)\left(S_{a} \circ T_{b} f\right)(z)=\exp (i h c) \exp \left(i \tau b^{2}+i b z\right) f(z+a h+2 \tau b)
$$

where $\left(S_{a} f\right)(z)=f(z+h a)$ and $\left(T_{b} f\right)(z)=\exp \left(i \tau b^{2}+i b z\right) f(z+2 \tau b)$, see [20, pages 6-7],

$$
U_{h, \tau}\left(a_{1}, b_{1}, c_{1}\right) \circ U_{h, \tau}\left(a_{2}, b_{2}, c_{2}\right)=U_{h, \tau}\left(a_{1}+a_{2}, b_{1}+b_{2}, c_{1}+c_{2}+a_{1} b_{2}\right)
$$

$U_{h, \tau}(a, b, c)$ is unitary on the Hilbert space of entire functions on the complex plane such that $\|f\|_{\tau}^{2}=\int_{C} \exp \left(-y^{2} / 2 t\right)|f(x+i y)|^{2} d x d y$ is finite, see [20, pages 6-7]. The infinitesimal representation is

$$
\rho(a) f(z)=h f^{\prime}(z), \quad \rho(b) f(z)=2 \tau f^{\prime}(z)+i z f(z), \quad \rho(c) f(z)=i h f(z)
$$

We assume that $a, b, c$ are real numbers and $\tau=i t$ where $t$ is a real number. We obtain that $R(z, \bar{z})=$ constant $\times \exp \left(-y^{2} / 2 t\right)$ and $\log R=(z-\bar{z})^{2} /(8 t)$. The operator

$$
\Delta^{O U}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-\frac{y}{t} \frac{\partial}{\partial y}
$$

has $\exp \left(-y^{2} / 2 t\right) d z d \bar{z}$ as invariant measure. To give an expression of $\Delta^{O U}$ in terms of $\rho(a)$, $\rho(b)$ and $H_{a}=h \frac{\partial}{\partial z}, H_{b}=2 i t \frac{\partial}{\partial z}$ is not immediate. $\Delta^{O U}$ is not equal to $\rho(a) \overline{H_{a}}+\rho(b) \overline{H_{b}}=$ $\left(h^{2}+4 t^{2}\right) \frac{\partial^{2}}{\partial z \partial \bar{z}}+2 z t \frac{\partial}{\partial \bar{z}}$. But we verify that

$$
(\rho(b)+\overline{\rho(b)})(\rho(a)-\overline{\rho(a)})-\frac{2 i t}{h}(\rho(a)+\overline{\rho(a)})^{2}=-2 i t h\left[\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-\frac{y}{t} \frac{\partial}{\partial y}\right]
$$

We can find $\Delta^{O U}$ in a systematic way with Theorem 1.10. As in Lemma 5.1, $\alpha(a)=h$, $\alpha(b)=2 i t, \alpha(c)=0$, then $\alpha(a) \alpha(b)-\alpha(b) \alpha(a)=0$ and $\alpha(a) \overline{\alpha(b)}-\alpha(b) \alpha(a)=-2 i t h$. By Theorem 1.10

$$
\Delta=(\rho(a)+\overline{\rho(a)}) \overline{H_{b}}-(\rho(b)+\overline{\rho(b)}) \overline{H_{a}}=-4 i t h\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\frac{1}{4 t}(z-\bar{z}) \frac{\partial}{\partial \bar{z}}\right]
$$

as well as $\Delta-\bar{\Delta}=-2 i t h \Delta^{O U}$ have $R d z d \bar{z}$ as invariant measure and the vector field

$$
V=\Delta+\bar{\Delta}=-4 i \operatorname{th}(z-\bar{z})\left(\frac{\partial}{\partial z}+\frac{\partial}{\partial \bar{z}}\right)
$$

satisfies $\operatorname{div}_{\mu}(V)=0$. We also have

$$
\beta(a)-\Gamma(a)=-h \frac{\partial}{\partial z} \log R=\frac{h(z-\bar{z})}{4 t}, \quad \beta(b)-\Gamma(b)=i z-2 i t \frac{\partial}{\partial z} \log R=i\left(\frac{z+\bar{z}}{2}\right)
$$

and $\beta(c)-\Gamma(c)=i h$. Since $\overline{\alpha(a)}(\beta(b)-\Gamma(b))-\overline{\alpha(b)}(\beta(a)-\Gamma(a))=i h \bar{z} \neq 0$, we cannot apply Theorem 1.11 .
5.2.2. The representation 5.4. Assume that $\gamma, \delta$ are real constants. The constants $\alpha$, $\beta, \lambda, \epsilon$ are complex numbers. Let $\alpha=\alpha_{1}+i \alpha_{2}, \beta=\beta_{1}+i \beta_{2}, \lambda=\lambda_{1}+i \lambda_{2}, \epsilon=\epsilon_{1}+i \epsilon_{2}$ and $\alpha_{1}, \beta_{1}, \lambda_{1}, \epsilon_{1}$ are the real parts, $\alpha_{2}, \beta_{2}, \lambda_{2}, \epsilon_{2}$ are the imaginary parts. We have

Theorem 5.4. Consider the 3 -dimensional real Heisenberg group $G_{1}$ with the group law (5.1). Let $T_{g}$ as in 5.4.

$$
T_{g} f(z)=\left(T_{a, b, t} f\right)(z)=\exp (l(g) z+m(g)) \times f(z+u(g))
$$

Assume that $\Re[\operatorname{det}(u, l)]=0$ where $\operatorname{det}(u, l)=\alpha \epsilon-\lambda \beta$ and assume that $\operatorname{det}(u, \bar{u})=$ $\alpha \bar{\beta}-\bar{\alpha} \beta=-2 i\left(\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}\right) \neq 0$. Then $T_{g}$ is a holomorphic unitary representation for the group $G_{1}$ on $L^{2}(\mu)$,

$$
\int\left|T_{g} f(z)\right|^{2} d \mu(x, y)=\int|f(z)|^{2} d \mu(x, y), \quad z=x+i y
$$

where $d \mu(x, y)=\exp (Q(x, y)) d x d y$ and the quadratic form $Q(x, y)$ is

$$
\begin{align*}
Q(x, y)=\frac{\lambda_{1} \beta_{2}-\alpha_{2} \epsilon_{1}}{\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}} x^{2}+\frac{\left(\alpha_{1} \epsilon_{1}+\alpha_{2} \epsilon_{2}\right)-\left(\lambda_{1} \beta_{1}+\lambda_{2} \beta_{2}\right)}{\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}} & x y \\
& +\frac{\lambda_{2} \beta_{1}-\alpha_{1} \epsilon_{2}}{\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}} y^{2} . \tag{5.8}
\end{align*}
$$

The real measure $d \mu$ is an invariant measure for

$$
\begin{equation*}
\Delta^{O U}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\left(\frac{\partial Q}{\partial x}\right) \frac{\partial}{\partial x}+\left(\frac{\partial Q}{\partial y}\right) \frac{\partial}{\partial y} \tag{5.9}
\end{equation*}
$$

We have

$$
\begin{equation*}
\Delta^{O U}=\frac{2}{\bar{\alpha} \beta-\alpha \bar{\beta}} \times\left[(\rho(a)+\overline{\rho(a)})\left(H_{b}-\overline{H_{b}}\right)+(\rho(b)+\overline{\rho(b)})\left(\overline{H_{a}}-H_{a}\right)\right] \tag{5.10}
\end{equation*}
$$

where $H_{a}=\alpha \frac{\partial}{\partial z}, H_{b}=\beta \frac{\partial}{\partial z}$. In particular, $\Delta^{O U}$ does not depend on the constants $\delta$ and $\gamma$ in 5.1). On the complex plane, consider the metric $d s^{2}=d x^{2}+d y^{2}$, the Laplacian is $\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$ and $\Delta^{O U}$ is the usual two-dimensional Ornstein-Uhlenbeck operator.
Proof. With the notation of (5.5)-5.6, $\alpha(a)=\alpha, \alpha(b)=\beta$. As in example 5.2.1, $\alpha(a) \alpha(b)-\alpha(b) \alpha(a)=0$ and $\alpha(a) \alpha(b)-\alpha(b) \overline{\alpha(a)}=\alpha \bar{\beta}-\beta \bar{\alpha} \neq 0$. By Theorem 1.10 .

$$
\begin{aligned}
\Delta=(\rho(a)+\overline{\rho(a)}) \overline{H_{b}}-(\rho(b) & +\overline{\rho(b)}) \overline{H_{a}} \\
& =(\alpha \bar{\beta}-\beta \bar{\alpha})\left[\frac{\partial^{2}}{\partial z \partial \bar{z}}+\left(\frac{\lambda \bar{\beta}-\epsilon \bar{\alpha}}{\alpha \bar{\beta}-\beta \bar{\alpha}} z+\frac{\overline{\lambda \beta}-\overline{\epsilon \alpha}}{\alpha \bar{\beta}-\beta \bar{\alpha}} \bar{z}\right) \frac{\partial}{\partial \bar{z}}\right]
\end{aligned}
$$

has the measure $R d z d \bar{z}$ as invariant measure ( $R=e^{Q}$ is given by (5.7) and $Q=A z^{2}+$ $\left.2 B z \bar{z}+\bar{A} \bar{z}^{2}\right)$. Since $\alpha \bar{\beta}-\beta \bar{\alpha} \neq 0$ and $\Re(\alpha \bar{\beta}-\beta \bar{\alpha})=0$, we have

$$
\Delta-\bar{\Delta}=(\alpha \bar{\beta}-\beta \bar{\alpha})\left[2 \frac{\partial^{2}}{\partial z \partial \bar{z}}+\frac{\partial}{\partial z} \log R \frac{\partial}{\partial \bar{z}}+\frac{\partial}{\partial \bar{z}} \log R \frac{\partial}{\partial z}\right]
$$

where $R$ is given by 5.7 and

$$
V=\Delta+\bar{\Delta}=\operatorname{det}\left(l z+\overline{l z}, u \frac{\partial}{\partial z}+\bar{u} \frac{\partial}{\partial \bar{z}}\right)
$$

where

$$
\operatorname{det}\left(l z+\overline{l z}, u \frac{\partial}{\partial z}+\bar{u} \frac{\partial}{\partial \bar{z}}\right)=(\operatorname{det}(l, \bar{u}) z+\operatorname{det}(\bar{l}, \bar{u}) \bar{z}) \frac{\partial}{\partial \bar{z}}+(\operatorname{det}(l, u) z+\operatorname{det}(\bar{l}, u) \bar{z}) \frac{\partial}{\partial z} .
$$

We obtain (5.9)-(5.10) from (1.34).
REMARK 5.5. Let $\psi(z)=z^{n}$, the unitarizing measure of the equivalent representation $T_{g}^{\psi}$ of Subsection 1.5.1 is $d \mu^{\psi}=\left(x^{2}+y^{2}\right)^{n} e^{Q(x, y)} d x d y$.
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