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TESTING FLATNESS AND COMPUTING RANK OF A
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OSWALDO LEZAMA (Bogotá)

Abstract. Using syzygies computed via Gröbner bases techniques, we present algo-
rithms for testing some homological properties for submodules of the free module Am,
where A = R[x1, . . . , xn] and R is a Noetherian commutative ring. We will test if a given
submodule M of Am is flat. We will also check if M is locally free of constant dimension.
Moreover, we present an algorithm that computes the rank of a flat submodule M of Am

and also an algorithm that computes the projective dimension of an arbitrary submodule
of Am. All algorithms are illustrated with examples.

1. Introduction. Gröbner bases introduced by Bruno Buchberger ([4])
have been studied intensively in the last years, and there are a lot of inter-
esting applications in many branches of mathematics, including homological
algebra, commutative algebra, algebraic geometry, differential algebra, graph
theory, etc. (see [1], [2], [5], [6], [7], [11], [12] and [17]).

In this paper we present some applications of Gröbner bases of modules
in homological algebra using some results of [14] and [15]. If R is a Noethe-
rian commutative ring, A = R[x1, . . . , xn], and Am is the free module of
vector columns of length m ≥ 1 with entries in R[x1, . . . , xn], we will test if
a given submodule M of Am is flat. We will also check if M is locally free of
constant dimension. Moreover, we will present an algorithm that computes
the rank of a flat submodule M of Am and also an algorithm that computes
the projective dimension of an arbitrary submodule of Am. All algorithms
will be illustrated with examples.

In [15] we computed presentations ofExtr
A(M,N) andTorA

r (M, N), where
M is a submodule of Am and N is a submodule of Al, with m, l ≥ 1 and r ≥ 0.
The technique used in [15] is very simple: presentations of submodules of Am

were computed using syzygies and Gröbner bases as in [14], and then free
resolutions and their modules of homology were calculated. All computations
in [14] and [15] were done manually or using the computer algebra system
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CoCoa. In the present paper we will apply the results and computations of
[15] and also the Fitting ideals of a module in order to make computations
announced in the previous paragraph.

The paper is divided into five sections. In the second section we will
present a test for checking if a given submodule M of Am is flat using the
Extr

A modules. As we will see, this test could also be used for checking if M
is projective, or equivalently, locally free. In the third section we will check
local freeness of constant dimension for finitely presented modules over ar-
bitrary commutative rings. The idea is to compute a finite presentation, and
then to compute the Fitting ideals of the matrix presentation. The result
will be applied in the fourth section to Noetherian rings. The fourth section
is dedicated to computing the rank of flat submodules of Am using again
matrix presentations and their Fitting ideals. Finally, in the last section, we
will present an algorithm that computes the projective dimension of a given
submodule M of Am.

2. Test for flatness. In this section we will present a test for checking if
a given submodule M of Am is flat. As we will see below, this test could also
be used for checking if M is projective, or equivalently, locally free. By the re-
sults in [15] we know how to compute the Extr

A(M, N) modules, so the central
idea now is to compute Extr

A(M,Syz(M)), where Syz(M) = Syz[f 1 · · · f s]
and M = 〈f 1, . . . , f s〉.

We will use the following notation. If S is a commutative ring, Spec(S)
denotes the set of prime ideals of S, and Max(S) the set of maximal ide-
als of S. Moreover, if P ∈ Spec(S), then SP is the localization of S with
respect to P and MP is the localization of M with respect to P . If M is
a free module over S we will also say that M is S-free, and the dimension
of M over S, denoted by dimS(M), is the number of elements of any basis
of M .

Some definitions and well known preliminary results are needed to for-
mulate the test for flatness.

Definition 1. Let S be a commutative ring and M a finitely generated
S-module.

(i) M is locally free if MP is SP -free for each P ∈ Spec(S).
(ii) M is locally free of constant dimension r ≥ 0 if MP is SP -free of

dimension r for each P ∈ Spec(S).

It is clear that any locally free module of constant dimension is locally
free. The following trivial example shows that the converse is not always
true. Another nontrivial example will be presented later.
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Example 2. In Z10, the principal ideal 〈2〉 is locally free but is not
locally free of constant dimension. In fact, Spec(Z10) = {〈2〉, 〈5〉}, 〈2〉〈2〉 = 0
and 〈2〉〈5〉=(Z10)〈5〉, thus 〈2〉〈2〉 and 〈2〉〈5〉 are free, but dim(Z10)〈2〉(〈2〉〈2〉)=0
and dim(Z10)〈5〉(〈2〉〈5〉) = 1.

The following well known result will be needed.

Proposition 3 ([10]). Let S be a commutative local ring. Then the fol-
lowing conditions are equivalent :

(i) M is a finitely generated flat module.
(ii) M is free of finite dimension.
(iii) M is a finitely generated projective module.

The test for flatness is supported by the following theorem (cf. [10, Propo-
sition 7.3.15]).

Theorem 4. Let S be a Noetherian commutative ring and M a finitely
generated S-module such that the sequence

0→ K → Sn F0−→M → 0

is exact. Then the following conditions are equivalent :

(i) M is flat.
(ii) M is projective.
(iii) M is locally free.
(iv) Ext1S(M,K) = 0.

Proof. (i)⇔(ii). This equivalence is evident since any projective module
is flat, and moreover, every finitely generated flat module over a Noetherian
ring is projective (see [18, Corollary 4.3]).

(i)⇔(iii). This follows from Proposition 3 and the fact that flatness is a
local-global property (see [10, Proposition 7.4.1]).

(ii)⇒(iv). This implication is well known: see [19, Corollary 10.2.9].
(iv)⇒(ii). From the given sequence we get the exact sequence

0→ HomS(M,K)→ HomS(M,Sn)
F ∗0−−→ HomS(M,M)→ Ext1S(M, K) = 0

(see [18, Theorem 7.3]). Thus, F ∗0 is surjective and there is f ∈ HomS(M,Sn)
such that F ∗0 (f) = iM , i.e., F0f = iM . This means that Sn ∼= K ⊕M , i.e.,
M is projective.

Now we are able to present an algorithm that tests flatness.
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Test for Flatness

Input: M = 〈f 1, . . . , f s〉 ⊆ Am with f i 6= 0 (1 ≤ i ≤ s)
Output: TRUE if M is a flat module, FALSE otherwise
Initialization: Compute Syz{f 1, . . . , f s}

K := Syz{f 1, . . . , f s}
Compute Ext1A(M,K)

if Ext1A(M,K) = 0 then

return TRUE
else

return FALSE

The following examples illustrate the algorithm.

Example 5. Let M = 〈f 1, f 2〉 ⊆ (Z10[x, y])2, where

f 1 = (3x2y + 3x, xy − 2y), f 2 = (7xy2 + y, y2 − 4x).

We will test flatness for M . In [15] we calculated Syz(M) = 〈(5y, 5x)〉. Ac-
cording to the algorithm we must compute Ext1A(M,K) with K = 〈(5y, 5x)〉
and A = Z10[x, y]. We will follow the procedure described in [15], i.e., we
compute presentations of M and K, next we compute a free resolution of
M by a sequence of matrices, and finally we compute Ext1A(M,K). Since
Syz(K) = 〈2〉, the presentations of M and K are

M ∼= A2/Syz(M) = A2/〈(5y, 5x)〉, K ∼= A/Syz(K) = A/〈2〉.

A free resolution {Fi}i≥0 of M was calculated in [15]:

· · · → A
[5]−→ A

[2]−→ A

2645y

5x

375
−−−−→ A2

2643x2y + 3x 7xy2 + y

xy − 2y y2 − 4x

375
−−−−−−−−−−−−−−−−−−→M → 0;

in particular, F1 =
[

5y
5x

]
and F2 = [2]; according to [15] we must compute

Syz[Syz[It⊗F T
2 ]|It⊗F T

1 ] where p1 is the number of generators of the module
Syz[It⊗F T

2 ] and t is the number of generators of K. Thus, in this case, t = 1,
Syz[I1 ⊗ F T

2 ] = Syz[1⊗ [2]] = Syz[2] = [5] and p1 = 1. Since

Syz[Syz[I1 ⊗ F T
2 ]|I1 ⊗ F T

1 ] = Syz[5 5y 5x] =

2 −y −x 0 0 0
0 1 0 2 0 x

0 0 1 0 2 −y

 ,

we have Ext1A(M,K) ∼= A/〈2,−y,−x〉 6= 0 (we take the entries of the first
row of the above matrix, see [15]). By the algorithm, M is not flat, or equiv-
alently, M is not projective, or equivalently, M is not locally free.
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Example 6. Let M = 〈f 1, f 2, f 3〉 ⊆ (Z[x, y])4 with f 1 = (1, x,−1, 0),
f 2 = (xy +x+ y,−y2, 0,−x− y) and f 3 = (−x2y−x2−xy, xy2, 0, x2 +xy).
Then M has a finite free resolution given by

0→ A
F1−→ A3 F0−→M → 0,

where A = Z[x, y],

F0 =


1 xy + x + y −x2y − x2 − xy

x −y2 xy2

−1 0 0
0 −x− y x2 + xy

 and F1 =

0
x

1

 .

Hence the free resolution has Fi = 0 for i ≥ 2. We now compute Ext1A(M, K),
where K = 〈(0, x, 1)〉. Using the notation of the previous example we see
that in this case t = 1 and p1 = 1 is the number of generators of the module
Syz[I1 ⊗ F T

2 ] = Syz[0] = [1]. Thus

Syz[Syz[I1 ⊗ F T
2 ]|I1 ⊗ F T

1 ] = Syz[1 0 x 1] =


0 1 x

1 0 0
0 0 −1
0 −1 0

 .

We take the entries of the first row of the above matrix to conclude that

Ext1A(M,K) = A/〈0, 1, x〉 = A/A = 0.

This means that M is flat, or equivalently, M is projective, or equivalently,
M is locally free.

3. Locally free modules of constant dimension. In this section we
will check local freeness of constant dimension for modules over arbitrary
commutative rings following the ideas in [10]. The result will be applied in
the next section to Noetherian rings for computing the rank of a flat module.
Local freeness of constant dimension and rank will be checked by applying
the Fitting ideals of matrices and modules. We start by recalling this notion
(see [3] and [10]).

Definition 7. Let S be a commutative ring and F a matrix over S of
size n×m. For each integer r, the rth Fitting ideal of F , denoted by FS

r (F ),
is defined in the following way:

(i) FS
r (F ) is the ideal of S generated by all minors of F of size (n− r)
× (n− r) if 1 ≤ n− r ≤ min{n, m}.

(ii) FS
r (F ) = S if n− r ≤ 0.

(iii) FS
r (F ) = 0 if n− r > min{n, m}.
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Fitting ideals of modules are defined as follows.

Definition 8. Let S be a commutative ring and M a finitely presented
S-module with presentation

Sm F1−→ Sn F0−→M → 0.

For each integer r, the rth Fitting ideal of M , denoted by FS
r (M), is defined

by FS
r (M) = FS

r (F1).

Since M is a finitely generated module, we can change the system of
generators of M obtaining a different presentation of M . Also, if we change
the bases of Sm and Sn we get a new matrix F ′1 in the presentation of M .
The following lemma shows that the definition of FS

r (M) is independent of
these changes.

Lemma 9 ([10]). Let S be a commutative ring and M a finitely presented
S-module. Then:

(i) FS
r (M) is independent of the choice of bases in Sm and Sn.

(ii) FS
r (M) is independent of the presentation of M .

(iii) Let B be an S-algebra. Then FB
r (M ⊗S B) = 〈FS

r (M)〉. In particu-
lar , FSP

r (MP ) = FS
r (M)P for each ideal P ∈ Spec(S) (〈FS

r (M)〉 is
the ideal of B generated by FS

r (M)).

For local commutative rings, Fitting ideals can be used to check freeness.

Lemma 10 ([10]). Let S be a local ring and M a finitely presented S-
module. Then the following conditions are equivalent :

(i) M is free of dimension r ≥ 0.
(ii) FS

r (M) = S and FS
r−1(M) = 0 for some r ≥ 0.

Local freeness of constant dimension could be checked for any commuta-
tive ring using Fitting ideals.

Theorem 11. Let S be a commutative ring and M a finitely presented
S-module. Then the following conditions are equivalent :

(i) M is locally free of constant dimension r ≥ 0.
(ii) FS

r (M) = S and FS
r−1(M) = 0 for some r ≥ 0.

Proof. (i)⇒(ii). Let P ∈ Spec(S). Since MP is free of dimension r, from
Lemmas 9 and 10 we have FSP

r (MP ) = FS
r (M)P = SP and FSP

r−1(MP ) =
FS

r−1(M)P = 0, i.e., FS
r (M) = S and FS

r−1(M) = 0.
(ii)⇒(i). If FS

r (M) = S and FS
r−1(M) = 0 for some r ≥ 0, then FSP

r (MP )
= FS

r (M)P = SP and FSP
r−1(MP ) = FS

r−1(M)P = 0, hence MP is free of di-
mension r for each P ∈ Spec(S), i.e., M is locally free of constant dimension
r ≥ 0.

The above theorem supports the following algorithm.
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Test for Local Freeness of Constant Dimension

Input: M a finitely presented S-module with presentation

Ss1 G1−−→ Ss G0−−→M −→ 0

Output: TRUE if M is locally free of constant dimension,
FALSE otherwise

Initialization: i := s− 1
while i ≥ −1 do

Compute FS
i (G1)

if FS
i (G1) 6= S then
if FS

i (G1) = 0 then
return TRUE

else
return FALSE

else
i := i− 1

Example 12. Let N = 〈g1, g2, g3〉 ⊆ (Z10[x, y])2, where g1 = (0, x),
g2 = (y, x) and g3 = (2x, x). In [15] we computed a free resolution of N :

· · · → A2

2645 y

0 8

375
−−−−−→ A2

2642 y

0 5

375
−−−−−→ A2

266664
5 2x + 9y

0 8x

5 y

377775
−−−−−−−−−−→ A3

2640 y 2x

x x x

375
−−−−−−−−−→ N → 0,

hence a finite presentation of N is

A2

266664
5 2x + 9y

0 8x

5 y

377775
−−−−−−−−−−→ A3

2640 y 2x

x x x

375
−−−−−−−−−→ N → 0.

In the notation of the algorithm, s = 3 and s1 = 2, so i = s − 1 = 2 and
we compute FA

2 (G1), the ideal of A generated by all entries of G1. Thus
FA

2 (G1) = 〈5, 2x + 9y, 8x, 5, y〉 = 〈5, 8x, y〉 6= A, 0; so by the algorithm, N is
not locally free of constant dimension.

Later we exhibit a nontrivial locally free module of constant dimension.

4. Rank of a flat module. Now we will present an algorithm for com-
puting the rank of flat submodules of Am. We need to recall some definitions
and preliminary results.
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Definition 13. Let S be a commutative ring.

(i) The set of associated primes of the ring S is defined by
Ass(S) = {P ∈ Spec(S) | P = AnnS(x) for some x ∈ S, x 6= 0},

where AnnS(x) = {s ∈ S | sx = 0}.
(ii) If S0 is the set of non-zero divisors of S then

Q = {a/t | a ∈ S, t ∈ S0},
is the total quotient ring of S.

(iii) Let M be a finitely generated S-module. We say that M has rank
r ≥ 0, and write rank(M) = r, if M ⊗R Q is a free Q-module
of dimension r. If M ⊗R Q is not a free Q-module, then we write
rank(M) = −1.

Some well known properties of associated primes are summarized in the
following proposition.

Proposition 14 ([10]). Let S be a commutative ring. Then:

(i) Ass(Q) = {PQ | P ∈ Ass(S)}, where PQ is the extension of P in
Q, i.e., PQ is the ideal of Q generated by P . Moreover , QPQ

∼= SP .
(ii) If S is Noetherian then Ass(S) is finite. Moreover , given P ∈Spec(S),

there exists P ′ ∈ Ass(S) such that P ′ ⊆ P and (SP )P ′SP
∼= SP ′.

(iii) If S is Noetherian and D0 = S − S0 = {s ∈ S | s is a zero divisor
of S}, then D0 =

⋃r
i=1 P ′i , where Ass(S) = {P ′1, . . . , P ′r}.

(iv) If S is Noetherian, then Max(Q) ⊆ Ass(Q).

Proposition 15. Let S be a commutative ring and M a finitely gener-
ated S-module. Then M is locally free of constant dimension r ≥ 0 if and
only if MP is SP -free of dimension r for each P ∈ Max(S).

Proof. ⇒ This is evident since Max(S) ⊆ Spec(S).
⇐ Let P ′ ∈ Spec(S). Then there exists P ∈ Max(S) such that P ′ ⊆ P

and (SP )P ′SP
∼= SP ′ , where the isomorphism is defined by

z/r

u/s
7→ zs

ru
,

with z/r ∈ SP and u/s /∈ P ′SP . We have MP
∼= (SP )r and hence MP ⊗Sp

(SP )P ′SP
∼= (SP )r⊗SP

(SP )P ′SP
. Then (M⊗S SP )⊗Sp (SP )P ′SP

∼= (SP )r⊗SP

(SP )P ′SP
, i.e., M ⊗S (SP ⊗Sp (SP )P ′SP

) ∼= (SP ⊗SP
(SP )P ′SP

)r. Thus, M ⊗S

SP ′
∼= (SP ′)r, and hence MP ′ is SP ′-free of dimension r for each P ′ ∈

Spec(S), i.e., M is locally free of constant dimension r.

Lemma 16. Let S be a Noetherian commutative ring and M a finitely
generated S-module such that MP is an SP -free module of finite dimension
rP ≥ 0 for each prime P ∈ Spec(S). Then the following conditions are
equivalent :
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(i) M has rank r ≥ 0.
(ii) For each P ∈ Ass(S), rP = r.
(iii) For each P ∈ Spec(S), rP = r.

Proof. (i)⇒(ii). Let P ∈ Ass(S). By Proposition 14, SP
∼= QPQ and so

MP
∼= M ⊗S SP

∼= M ⊗S QPQ
∼= M ⊗S (Q⊗Q QPQ)

∼= (M ⊗S Q)⊗Q QPQ
∼= Qr ⊗Q QPQ

∼= (QPQ)r ∼= (SP )r,

i.e., MP is SP -free of dimension r. Thus rP = r.
(ii)⇒(iii). Let P ∈ Spec(S). Then by Proposition 14, there exists P ′ ∈

Ass(S) such that P ′ ⊆ P and SP ′
∼= (SP )P ′SP

. Since (SP )rP ∼= MP ,
we have (SP )rP ⊗SP

(SP )P ′SP
∼= MP ⊗SP

(SP )P ′SP
, and hence (SP ⊗SP

(SP )P ′SP
)rP ∼= M⊗S SP ⊗SP

(SP )P ′SP
, i.e., ((SP )P ′SP

)rP ∼= M⊗S (SP )P ′SP
.

We get (SP ′)rP ∼= M ⊗S SP ′
∼= MP ′

∼= (SP ′)r, and hence rP = r.
(iii)⇒(i). If r = 0, then MP = 0 for each P ∈ Spec(S), i.e., M = 0 and

M ⊗S Q = 0, hence M has rank 0.
Thus, we can assume that r ≥ 1. Let N = M ⊗S Q. We must prove that

N is Q-free of dimension r.
We first prove that NU is QU -free of dimension r for each U ∈ Spec(Q).

Let U ∈ Ass(Q). Then by Proposition 14, U = PQ with P ∈ Ass(S), hence

NU
∼= N ⊗Q QU

∼= (M ⊗S Q)⊗Q QU
∼= M ⊗S (Q⊗Q QU ) ∼= M ⊗S QU

= M ⊗S QPQ
∼= M ⊗S SP

∼= MP
∼= (SP )r ∼= (QPQ)r = (QU )r.

Proposition 14 implies that NU is QU -free of dimension r for each U ∈
Max(Q), and by Proposition 15, NU is QU -free of dimension r for each
U ∈ Spec(Q).

By Proposition 14, Max(Q) is finite, say Max(Q) = {U1, . . . , Un}. For
each 1 ≤ i ≤ n, U1 ∩ · · · ∩ Ui−1 ∩ Ui+1 ∩ · · · ∩ Un * Ui since otherwise
U1 · · ·Ui−1Ui+1 · · ·Un ⊆ U1 ∩ · · · ∩ Ui−1 ∩ Ui+1 ∩ · · · ∩ Un so Uj ⊆ Ui for
some j 6= i, but this is impossible since Uj is maximal. Thus, for each 1 ≤
i ≤ n there exists si ∈ U1 ∩ · · · ∩ Ui−1 ∩ Ui+1 ∩ · · · ∩ Un such that si /∈ Ui.
Moreover, since we are assuming that r > 0, it follows that NUi 6= 0 and
hence there exists xi ∈ N such that xi/1 /∈ UiNUi . In fact, if N ⊆ UiNUi

then NUi = UiNUi and by the Nakayama Lemma NUi = 0. We define x =
s1x1+· · ·+snxn ∈ N . Then we observe that x/1 /∈ UiNUi for each 1 ≤ i ≤ n.
In fact, if x/1 ∈ UiNUi for some i, then xi/1 ∈ UiNUi since si/1 is invertible
QUi and sjxj/1 ∈ UiNUi for each j 6= i.

Now we consider, for each 1 ≤ i ≤ n, the vector space NUi/UiNUi over the
field QUi/UiQUi . Then x/1 6= 0 in NUi/UiNUi . Thus, for each 1 ≤ i ≤ n there
exists a basis Xi of NUi/UiNUi such that x/1 ∈ Xi, and by Proposition 3,
Xi is a basis of NUi . Hence, we have constructed an element x ∈ N such
that x/1 is in some basis Xi of NUi for each 1 ≤ i ≤ n.
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Now we can conclude the proof of the lemma by showing that N is Q-
free of dimension r. We prove this by induction on r. Consider the quotient
module N/〈x〉. For each U ∈ Max(Q) we have (N/〈x〉)U = NU/〈x/1〉. If
r = 1, then NU = 〈x/1〉 and hence (N/〈x〉)U = 0 for each U ∈ Max(Q),
i.e., N/〈x〉 = 0. Thus, N = 〈x〉. We note that if qx = 0 for some q ∈ Q,
then q

1
x
1 = 0 in NU for each U ∈ Max(Q); but x/1 is linearly independent,

so q/1 = 0 and hence q = 0. This means that N is Q-free of dimension 1. In
the general case, (N/〈x〉)U is free of dimension r − 1 for each U ∈ Max(Q),
and by induction we find that N/〈x〉 is Q-free of dimension r − 1. We have
the exact sequence

0→ 〈x〉 → N → Qr−1 → 0,

since Qr−1 is projective, so N ∼= 〈x〉 ⊕ Qr−1, and hence N ∼= Qr.

Now we are able to prove the main theorem of this section.

Theorem 17. Let S be a Noetherian commutative ring and M a finitely
presented S-module. Let Fr(M) be the rth Fitting ideal of M . Then M is
flat and has rank r ≥ 0 if and only if Fr(M) = S and Fr−1(M) = 0.

Proof. ⇒ Since M is flat, MP is also flat for any P ∈ Spec(S) (see [10,
Proposition 7.4.1]). Moreover, MP is finitely generated because M is finitely
presented. By Proposition 3, MP is free of finite dimension rP ≥ 0. Since M
has rank r, Lemma 16 shows that rP = r for each P ∈ Spec(S). Thus, by
Theorem 11, Fr(M) = S and Fr−1(M) = 0.
⇐ If Fr(M) = S and Fr−1 = 0 for some r ≥ 0, then by Theorem 11,

MP is free of dimension r for any P ∈ Spec(S). Thus, MP is flat for any
prime ideal P of S, and hence M is flat. Moreover, Lemma 16 guarantees
that M ⊗S Q is free of dimension r, i.e., M has rank r.

Corollary 18. Let S be a Noetherian commutative ring and M an
S-module of finite presentation. Let Fr(M) be the rth Fitting ideal of M .
Then the following conditions are equivalent :

(i) M is flat and has rank r ≥ 0.
(ii) Fr(M) = S and Fr−1(M) = 0.
(iii) M is locally free of constant dimension r ≥ 0.
(iv) M is projective and has rank r ≥ 0.

Proof. (i)⇔(ii). This is the content of Theorem 17.
(ii)⇔(iii). This is the content of Theorem 11.
(i)⇔(iv). This equivalence is evident as we saw in the proof of Theo-

rem 4.

We conclude this section with an algorithm that computes the rank of a
flat submodule of Am.
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Rank of a Flat Module

Input: M = 〈f 1, . . . , f s〉 ⊆ Am a flat module, with
f k 6= 0 (1 ≤ k ≤ s)

Output: rank(M)
Initialization: Compute a matrix presentation G1 of M

As1 G1−−→ As G0−−→M → 0

i := s− 1
while i ≥ −1 do

Compute FA
i (G1)

if FA
i (G1) 6= A then
if FA

i (G1) = 0 then
rank(M) = i + 1

else
rank(M) = −1

else
i := i− 1

The following example illustrates the above algorithm.

Example 19. We consider again the module M of Example 6. We know
that M is flat and we have the presentation

A

266664
0
x

1

377775
−−−→ A3

266666664

1 xy + x + y −x2y − x2 − xy

x −y2 xy2

−1 0 0
0 −x− y x2 + xy

377777775
−−−−−−−−−−−−−−−−−−−−−−−−−−−−→M → 0.

In the notation of the algorithm, s = 3 and s1 = 1, so i = s− 1 = 2 and we
compute FA

2 (G1), which is the ideal of A generated by all entries of G1, thus
FA

2 (G1) = A. We set i := i− 1 = 1. By Definition 7, FA
1 (G1) = 0, so by the

algorithm, rank(M) = 2. We conclude that M is a flat module of rank 2,
or equivalently, M is a projective module of rank 2, or equivalently, M is a
locally free module of constant dimension 2.

5. Projective dimension. In this section we present an algorithm that
computes the projective dimension of a submodule M of Am. Since A is
a Noetherian ring, the flat dimension of M coincides with the projective
dimension (see [18, Theorem 9.22]), and hence the algorithm also gives the
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flat dimension of M . A similar algorithm is presented in [9], but assuming
that we know how to compute finite free resolutions of M . Our algorithm
only requires the computation of arbitrary free resolutions as is shown in [15].
We recall that if S is a commutative ring and M is an S-module, then
the projective dimension of M , denoted by pd(M), is the minimum of all
lengths of projective resolutions of M . A projective resolution of M is an
exact sequence

· · · fr+1−−−→ Pr
fr−→ Pr−1

fr−1−−−→ · · · f2−→ P1
f1−→ P0

f0−→M → 0,

where Pi is a projective S-module for each i ≥ 0; ker(fi) is named the ith
syzygy of M (we observe that if Pi is free of finite dimension, then each fi

can be represented by a matrix Fi and ker(Fi) = Syz(Fi) = syzygy module
of columns of Fi). The global dimension of the ring S is denoted by D(S)
and defined by

D(S) = sup{pd(M) |M is an S-module}.

The Hilbert Syzygy Theorem says that

D(S[x1, . . . , xn]) = D(S) + n

for any commutative ring S (see [18, Theorem 9.34]). Thus, in our particular
situation, D(A) = D(R) + n, where A = R[x1, . . . , xn] and R is a Noethe-
rian commutative ring. We will assume that D(R) is finite, and hence any
A-module M has finite projective dimension,

pd(M) ≤ D(R) + n.

Our algorithm is supported by the Hilbert Syzygy Theorem and the
following result (see [8] and [18]).

Theorem 20. Let S be a commutative ring and M an S-module. Let

(5.1) · · · fr+1−−−→ Pr
fr−→ Pr−1

fr−1−−−→ · · · f2−→ P1
f1−→ P0

f0−→M → 0

be a projective resolution of M . Let r be the smallest integer such that Im(fr)
is projective. Then r does not depend on the resolution and pd(M) = r.

The above theorem is valid for any projective resolution of M , thus we
can consider a free resolution {Fi}i≥0 computed as in [15]. Hence we obtain
the following algorithm that computes the projective dimension of M ⊆ Am.
We will also denote by Fi the module generated by the columns of the ma-
trix Fi.
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Projective Dimension of a Module

Input: D(R) < ∞, M = 〈f 1, . . . , f s〉 ⊆ (R[x1, . . . , xn])m

with f k 6= 0 (1 ≤ k ≤ s)
Output: pd(M)
Initialization: Compute a free resolution {Fi}i≥0 of M

i := 0
while i ≤ D(R) + n do

if Fi is projective then pd(M) := i
else i := i + 1

Example 21. We saw that the module M in Example 5 is not pro-
jective, and hence pd(M) ≥ 1. We know that D(Z10) = 0 < ∞, by the
Hilbert Syzygy Theorem, and 1 ≤ pd(M) ≤ 2. We will show with the above
algorithm that pd(M) = 1. Let {Fi}i≥0 be the free resolution of M as in Ex-
ample 5; we see that F0 = M is not projective. Let i = 1. We will prove that

F1 =

[
5y

5x

]
= 〈(5y, 5x)〉

is projective. We need to compute Ext1A(F1, F2) with F2 = [2]. Presentations
for F1 and F2 are

〈(5y, 5x)〉 ∼= A/Syz(〈(5y, 5x)〉) = A/〈2〉,
〈2〉 ∼= A/Syz(2) = A/〈5〉.

According to Example 5 a free resolution {Hi}i≥0 of F1 is

· · · → A
[5]−→ A

[2]−→ A

2645y

5x

375
−−−−→ F1 → 0,

in particular, H1 = [2] and H2 = [5]; according to [15] we must compute
Syz[Syz[It⊗HT

2 ]|It⊗HT
1 ]. In this case t = 1 and p1 is the number of gener-

ators of the module Syz[It⊗HT
2 ] = Syz[1⊗ [5]] = Syz[5] = [2]. Thus, p1 = 1

and since

Syz[Syz[It ⊗HT
2 ]|It ⊗HT

1 ] = Syz[2 2] =

[
5 1 0
0 −1 5

]
,

we have Ext1A(F1, F2) ∼= A/〈5, 1, 0〉 = A/A = 0 and F1 is projective.

Example 22. Let F1 = 〈(5y, 5x)〉 ⊆ (Z10[x, y])2 be as in the previous
example. We saw that F1 is projective, and by Theorem 4, F1 is locally
free. However, the algorithm of Section 3 shows that F1 is not locally free of
constant dimension. Hence, we have here another example that shows that lo-
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cally free is not the same as locally free of constant dimension. Moreover, the
algorithm of Section 4 shows that rank(F1) = −1. This example also shows
that if M is a finitely presented module over a Noetherian commutative ring
S and there is no integer r ≥ 0 such that FS

r (M) = S and FS
r−1(M) = 0,

then we cannot conclude that M is not projective (cf. Corollary 18). In con-
clusion, the algorithm for checking local freeness of constant dimension is
unsuitable for checking local freeness, or equivalently, it could not be used
to check if a given module is projective. Compare with the comment at the
end of [16], and see also the comment in [13] after Theorem 1.1.
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