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STABILITY TYPE RESULTS CONCERNING
THE FUNDAMENTAL EQUATION
OF INFORMATION OF MULTIPLICATIVE TYPE

BY

ESZTER GSELMANN (Debrecen)

Abstract. The paper deals with the stability of the fundamental equation of infor-
mation of multiplicative type. It is proved that the equation in question is stable in the
sense of Hyers and Ulam under some assumptions. This result is applied to prove the
stability of a system of functional equations that characterizes the recursive measures of
information of multiplicative type.

1. Introduction. The stability theory of functional equations deals with
the following question: When is it true that the solution of an equation
differing slightly from a given one, must of necessity be close to the solution
of the given equation? In case of a positive answer, we say that the equation
in question is stable. This problem was raised by Ulam (see [Ula40|) and
considered by Hyers who proved that the Cauchy equation is stable (|Hye41]).
Since then, this result has been extended and generalized in several ways (see
e.g. [For95], [Ger94] and [HIR98|). The investigation of the stability of the
exponential Cauchy equation highlighted a new phenomenon which is now
usually called superstability (see e.g. [HIR98|). The question of superstability
is also dealt with in this paper. Solving a stability problem raised in [Mak07],
we give an affirmative answer for the case of higher dimensional information
functions.

Throughout this paper let £ and n be fixed positive integers and define

n
L= {1, ) R ‘pi >0, pi=1)
i=1

and
Dy :={(z,y) € R | z,y € [0,1[k, r+y <1}

2000 Mathematics Subject Classification: Primary 39B82.

Key words and phrases: stability, fundamental equation of information of multiplica-
tive type.

This research has been supported by the Hungarian Scientific Research Fund (OTKA)
Grant NK 68040.

[33] © Instytut Matematyczny PAN, 2009



34 E. GSELMANN

Here 1 represents the k-vector (1,...,1) € R* and all operations on vectors
are to be done componentwise, e.g., p; > 0 denotes that all coordinates of
the vector p; € R¥ are non-negative and we write z +y < 1 if z; +y; < 1 for
alli =1,...,k, where z; and y; denote the ith coordinates of the vectors x
and y, respectively.

In what follows, we present some basic results from the theory of func-
tional equations which we shall use throughout the paper; these results can
be found for instance in [Kuc85|.

A function M : [0,1]* — R is called multiplicative if

M(z-y) = M(z) - M(y) forall z,y €[0,1]".
We say that A:[0,1]¥ — R is additive on Dy, if
Alx +y) = A(z) + A(y) for all (z,y) € Dy.

LEMMA 1.1. If M : [0,1)* — R is both multiplicative on [0,1]* and
additive on Dy, then M 1is either identically zero or a projection, i.e.,

M(l’):M(l'l,...,:L‘k):fL'j, IL’E[O,l]k,
for some 5 € {0,...,k}.
In the proof of our theorem we shall use the following lemma.

LEMMA 1.2. Let M : [0,1]* — R be multiplicative. Then the following
statements are equivalent.

(i) M is additive on Dy;
(ii) M(z)+M@Q —x) =1 for all x € [0, 1]*.

LEMMA 1.3. Let M :[0,1]¥ — R be multiplicative. Then
M(x) >0 for all x € [0,1]*.
LEMMA 1.4. Let M :[0,1]¥ — R be multiplicative. Then

k
M(z) = M(z1,...,2x) = Hmz(:cl)
i=1

for all z € [0,1]%, where each m; : [0,1] — R is multiplicative (i = 1,... k).
Now we turn to information measures (see [AD75]|, [ESS98]).

DEFINITION 1.1. A sequence of functions I, : I;, = R (n = 2,3,...) is
called an information measure.

The usual information-theoretical interpretation is that I, (p1, ..., pp) is a
measure of uncertainty as to the outcome of an experiment having n possible
outcomes with probabilities p1, ..., py.

Some desiderata for information measures can be found in [AD75] as well
as in [ESS98|. In this paper we will use only the following properties.
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DEFINITION 1.2. The sequence of functions I, : I, =R (n =2,3,...) is:
(i) M-recursive if with some multiplicative function M : [0, 1]¥ — R,

In(p17 cee )pn) - n—l(Pl +p2ap37 o 7pn)

b1 D2
+ M + po IQ( , >
1+ p2) D1+ D2 p1+ D2

forallm = 3,4,...and (p1,...,pn) € I, with the convention % = 0;
(i1) 3-semisymmetric if

I3(p1,p2,p3) = Is(p1,p3,p2)  for all (p1,p2,p3) € I3.
The following theorem enables transforming the characterization of in-

formation measures into solving functional equations (see, e.g., [ESS98|).

THEOREM 1.1. If the sequence of functions I, : I, = R (n=2,3,...) is
M-recursive and 3-semisymmetric then the function f : [0,1]¥ =R defined by
f(z) =11 —=z,z)

satisfies the so-called fundamental equation of information of multiplicative
type M, 1.e.,

1) f(x)+M(1—x)f<1yx> :f(y)—’_M(l_y)f(lxy)

for all (z,y) € Dyg.

2. Known results. In [Mak07| it is proved that (1) is stable and super-
stable if K =1 and M : [0,1] — R is a power function, i.e., the stability of
the following equation is investigated:

)+ - f () = f+ - (1),

where 0 < a # 1.

In [Mor01] a stability type result is proved for £k =1 and o = 1, i.e., for
the Shannon entropy. However, Morando’s theorem states the stability only
on the rationals.

3. Main result. In this section we will show stability type results for
the fundamental equation of information of multiplicative type. Our main
result is

THEOREM 3.1. Let € > 0 be arbitrary, M : [0,1]¥ — R be multiplicative
but not additive, and f : [0,1]F¥ — R be a function. Assume that

@ |+ aa-ar (1) - s - a5 <

x 1
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for all (z,y) € Dy. Then there exist a,b € R and ¢* € ]0, 1[k such that

3)  |f(z) = (aM(x) +b(M(1—x)—1))|
<[M(q*)+ M1 —q") = 17" (4 + 3eM (1 — zq"))

for all x € [0,1]%. Here ¢* € ]0,1[k is any element such that M(q*) +
M1 -gq") #1.

Proof. Define F :]0,1[* x [0,1]* — R by

F(p,q) = f(1—p)+M(p)flq) — f(pg) — M(1 - pq)f<11__;)q)'

Then the substitution of x =1 — p and y = pq in (2) implies that
(4) |[F(p,q)| < ¢
for all p,q €10,1[F. On the other hand,
[M(q) + M(1—q) —1]-[f(p) — fF(1)M(p)]
—[M(p)+ M1 —p)—1]-[f(q) = F(1)M(q)]]
=F(q,p) + F(p,q) — F(q;1) + F(p, 1)

1- 1- 1-
—l—M(l—pq)[F( p,1>+F< p,1>—F< p,qﬂ
1—pq 1-—pq 1—pq

for all p,q € ]0,1[F. Now using (4) we get
(5) [M(q) + M1 —q) —1] - [f(p) — F(1)M(p)]
= [M(p) + M1 —p) =1] - [f(q) = F(1)M(q)]|
<4e+3eM(1 — pq).

Since M is not additive there exists a ¢* € |0, 1[k such that
(6) M(q")+ M1 —-q") #1.
Substituting ¢ = ¢* in (5) we obtain

[M(q") + M(1—q") = 1] - [f(p) — f(1)M(p)]
—[M(p) + M1 —p) —1]-[f(¢") — F()M(q")]|
<4de+3=M(1— pg*).
Due to (6) we find that

)~ SM )] — LD

< IM(q") +M(1—q") = 17" (de + 3eM(1 — pg"),

[M(p) +M(1—p)—1]
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which is (3) for = = p € ]0, 1" with

_ flg") — fF(1)M(q")
a=f(1)M(p)+ M)+ M- -1

__f@) = f)M(q")
M(g*) +M(1—g*)—1

A direct calculation shows that (3) also holds in case x € [0,1]%\]0,1[". u
Define K : [0,1]* — R by

4+ 3eM(1 - zq")
CM(g) + M1 —g) - 1]
where M : [0,1]* — R is multiplicative but not additive, € > 0 arbitrary but
fixed and ¢* € [0,1]* is such that M(¢*) + M(1 — ¢*) # 1.
Using the previous theorem we can deduce the following.

(7) K(x)

COROLLARY 3.1. In case € = 0, Theorem 3.1 yields the general solution
of equation (1).

COROLLARY 3.2. If the function M : [0,1]F — R is bounded above by a
constant B € R then inequality (2) on Dy implies

() — (M () + (M (1)~ 1))| < |M(q) + M(1— ") — 1| - (4e +3B2)
on [0,1]%, for any ¢* € 10,1[" is such that M(q*) + M(1 — ¢*) # 1.
Corollary 3.2 implies

COROLLARY 3.3. The equation
Y x
M1 - — ) = M1 -
)M =af (1) = 1+ e - (1)
1s superstable on Dy, in case M 1is bounded above.

REMARK 3.1. If M(z) = 2% (x € [0,1]), where 0 < a # 1, then we get
the result of Maksa (see [Mak07]).

Finally, the following theorem concerns the stability of a system of equa-
tions.

THEOREM 3.2. Let I, : I, — R (n > 2) be a sequence of functions, and
let M : [0, 1]k — R be a multiplicative function. Suppose that there exists a
sequence (y,) of non-negative real numbers such that

(8) In(ply---apn)_ln—l(pl +p27p3>---7pn)

p1 D2
—Mp1+p2[2< ; >‘§€1
( ) p1+p2 p1+ D2 "
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foralln >3 and (p1,...,pn) € Iy, and

[I3(p1, P2, p3) — I3(p1,p3, p2)| < &1
on I's. Then there exist ¢,d € R and a ¢* € [0,1]* such that

O [Lore )~ [o(3 M) ~1) - (1) - )|
1=1

n—1
< e+ (14 (n—2)M(p1 + p2)) K (p2)
k=2

for alln > 2 and (p1,...,pn) € Iy, where the convention 211622 er = 0 s
adopted and the function K is defined by (7).

Proof. The proof is by induction on n. Let (z,y) € Dg, n = 3 and
substitute
p=l-c—-y, p=y p=2x
into (8). Then

13<1xy,y,x>12<1x,x>M<1x>12<1 lﬁm,lﬁxﬂ <o

Hence the function f : [0,1]¥ — R defined by
f) =LA -z2) (ze[0,1]")

satisfies

f(x)+M(1—x)f<1gx) —f(w)—M(l—x)f<1iy>‘

< ’f(x)+M(1—m)f<1y$> —I(1-z-y,y,1)

+|I3(1_x_y7y’l‘) —Ig(l—y—:c,x,y)|

_l’_

13(1—y—fc,y,:v)—f(y)—M(l—y)f<1gy>‘ <1+ 29

for all (z,y) € Dg. Thus, by Theorem 3.1, there exist a,b € R and a ¢* € [0, 1]
such that

[f(z) = [aM(z) + b(M (1 — z) — 1)]|
< |M(¢")+ M1 —q*) = 17" - (4(e1 + 2e2) + 3(e1 + 2e2) M (1 — ™))
for all z € [0, 1]%. Let now (py,p2) € I's. Then

[12(p1, p2) — [aM (p2) + b(M (p1) — 1)]|
< |M(g*) 4+ M(1—q¢*) —1]7 - (4e + 3e M (1 — pag*))|.
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Define ¢ = a and d = b — a. Then

L(p1,p2) c[i M(pi) = d(M(p1) = 1)
k=1

< [M(q") +M(1—q") = 17" (de + 3eM (1 — p2q"))|

2—1
= e+ (1= (1 =1)M(p1+p2)) - K(p2),
k=2

hence the statement holds for n = 2.
Assume now that (8) holds and set

n
Jnprs- o opn) = (30 Mlp) = 1) +d(M(pr) - 1)
k=1
for all m > 2, (p1,...,pn) € I,. It can be easily seen that J, : [, — R is an
M-recursive and 3-semisymmetric information measure (n € N). Therefore

‘In—l-l(pl; s 7pn+1) - JTH-l(pl? s apn+1)|

Int1(p1s- -, pnt1) — In(p1 + P2y oo, Prg1)

p1 D2
M (R )
(1 +p2) p1+p2 p1+Dp2

< n41(P15- - sPn+1) — Ln(p1 +p2, ... s Dnt1)

b1 D2
— M (p1 + p2 Iz( ; )‘
( ) p1+p2 p1+ P2

+ |In(p1 + P2, .. 7pn+1) - Jn(pl + p2,. .. apn)|

D1 D2 P1 p2
+ |M(p1 + I( ) )‘M + J< ’ >'
‘ (p1 + p2) 12 Pt p2’ pLtpo (p1 +p2).J2 p1+p2 p1+p2

n—1
<en+ Y ent (L4 (n—2)M(pi +p2))K(p2) + M(p1 + p2) K (p2)
k=2

n
=Y e+ (L4 (n—1)M(p1+p2)) K (p2)
k=2
for all (p1,...,pn) € Iny1, that is, (9) holds for n 4+ 1 instead of n, which
ends the proof. m

REMARK 3.2. Our argument does not work in case M is a projection,
i.e., we cannot prove stability concerning the fundamental equation of infor-
mation in this case, neither on the closed nor on the open domain.
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