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#### Abstract

It is well known that the repeated square and multiply algorithm is an efficient way of modular exponentiation. The obvious question to ask is if this algorithm has an inverse which would calculate the discrete logarithm and what is its time compexity. The technical hitch is in fixing the right sign of the square root and this is the heart of the discrete logarithm problem over finite fields of characteristic not equal to 2 . In this paper a couple of probabilistic algorithms to compute the discrete logarithm over finite fields and their time complexity are given by bypassing this difficulty. One of the algorithms was inspired by the famous $3 x+1$ problem.


1. Introduction. Let $p$ be an odd prime number and let $a$ be a primitive root. Then any $b \in(\mathbb{Z} / p \mathbb{Z})^{*}$ can be expressed as

$$
\begin{equation*}
b \equiv a^{n} \bmod p \tag{1}
\end{equation*}
$$

for a unique integer $n$ with $1 \leq n \leq p-1$. $n$ is called the index or discrete logarithm of $b$ to base $a$ modulo $p$. The discrete logarithm problem over prime fields is to find $n$ given $a$ and $b$ modulo $p$. When $p$ is sufficiently large and random, the discrete logarithm problem is believed to be computationally difficult and hence is the basis of the security of many cryptographic algorithms like the Diffie-Hellman key exchange protocol, El Gamal Cryptosystem, El Gamal signature scheme etc. The well known algorithms to compute the discrete logarithm problem are the baby step - giant step method, Pollard's rho method, Pohlig-Hellman method and the index calculus method [7], [8], [10], [14], [17]. Among these algorithms the first two are square root algorithms. The Pohlig-Hellman method works efficiently for those primes $p$ for which all the prime factors of $p-1$ are small, since it reduces the problem to a number of discrete logarithm problems in (smaller) groups of prime order. So in practice one first applies the Pohlig-Hellman reduction and then for example the Pollard rho method. The index calculus method is a subexponential time algorithm. All these algorithms find $n$ modulo $p-1$.

[^0]There is an analysis of the discrete logarithm problem using $p$-adic methods in [4] which links the problem to connections, cocycles and crystalline cohomology. In [13], a straightforward formula for solving the discrete logarithm problem in certain cases is obtained using the Fermat quotient and its generalizations. For an extensive bibliography on this problem look at the website http://www.cs.uwaterloo.ca/~shallit/bib/dlog.bib.

So far, there have been no known polynomial time algorithm to compute the discrete logarithm for a random prime $p$. There are lower bounds obtained by [9] and [16] for "generic" discrete logarithm problems. Shoup [16] proved that any "generic" algorithm to calculate the discrete logarithm must perform $\Omega\left(p^{1 / 2}\right)$ group operations, where $p$ is the largest prime dividing the order of the group.

We know that the modular exponentiation $a^{n} \bmod p(=b)$ in (1) is performed efficiently using the repeated square and multiply algorithm. In this paper we ask the question of what is the inverse of this algorithm and how much time it takes. As an answer to this question we give a couple of probabilistic algorithms that compute the discrete logarithm.

The Legendre symbol of $b$ determines the least significant bit (l.s.b.) of $n$ which is the index of $b$ to base $a$ in (1). When the l.s.b. of $n$ is 0 , the next least significant bit of $n$ is obtained by extracting the "correct" square root. The $r$ least significant bits can be unambiguously and efficiently determined if $p-1=2^{r} s$, where $s$ is odd and $r \geq 1$ [11]. The ambiguity starts from the $(r+1)$ th least significant bit onwards.

In this paper we give two probabilistic algorithms which bypass this ambiguity and compute the discrete logarithm over prime fields. The first algorithm can be thought of as a randomized inverse of the repeated square and multiply algorithm. The second algorithm was inspired by the famous $3 x+1$ problem. The algorithms are immediately extendable to other finite fields (including finite fields of characteristic 2 with a slight modification). In Section 2 we explain how the properties of the Legendre symbol can be used to determine the $r$ least significant bits of the index $n$ and also give a time estimate for computing square roots modulo $p$. In Section 3 we present our main algorithm and give numerical examples over a prime field. A modification of the algorithm for finite fields of characteristic 2 is also given along with a couple of examples. This algorithm is extendable to the elliptic curve discrete logarithm problem. In Section 4 we state the $3 x+1$ problem and a variant of the algorithm given in Section 3 is presented with an example. In Section 5 we analyze the time complexity of the algorithms.
2. The Legendre symbol and square roots. The Legendre symbol $\left(\frac{x}{p}\right)$, for any integer $x$, is defined as follows. If $p \mid x$, then $\left(\frac{x}{p}\right)=0$, and
for $x$ with $(x, p)=1$,

$$
\left(\frac{x}{p}\right)= \begin{cases}1 & \text { if } x^{(p-1) / 2} \equiv 1 \bmod p  \tag{2}\\ -1 & \text { if } x^{(p-1) / 2} \equiv-1 \bmod p .\end{cases}
$$

The definition (2) of the Legendre symbol can be restated as follows. $\left(\frac{x}{p}\right)$ is equal 1 if $x$ is a quadratic residue (that is, a square) modulo $p$, and is equal to -1 if $x$ is a quadratic nonresidue (that is, a nonsquare) modulo $p$. Since $a$ is a primitive root,

$$
\begin{equation*}
\left(\frac{a}{p}\right) \equiv a^{(p-1) / 2} \equiv-1 \bmod p . \tag{3}
\end{equation*}
$$

Using the property of the Legendre symbol

$$
\begin{equation*}
\left(\frac{x y}{p}\right)=\left(\frac{x}{p}\right)\left(\frac{y}{p}\right), \tag{4}
\end{equation*}
$$

one has

$$
\begin{equation*}
\left(\frac{b}{p}\right)=\left(\frac{a^{n}}{p}\right)=\left(\frac{a}{p}\right)^{n}=(-1)^{n} . \tag{5}
\end{equation*}
$$

Thus the Legendre symbol of $b$ determines whether $n$ is odd or even. In other words, the Legendre symbol of $b$ determines the l.s.b. of $n$. Let us write $n$ in its binary representation

$$
\begin{equation*}
n=n_{0}+2 n_{1}+2^{2} n_{2}+\cdots+2^{k} n_{k}, \tag{6}
\end{equation*}
$$

where each $n_{i}$ is 0 or 1 . If $n$ is even (or odd), then $n_{0}=0$ (or 1 ). The next bit $n_{1}$ is determined by dividing $n$ (or $n-1$ ) by 2 and checking whether $n / 2$ (or $(n-1) / 2$ ) is even or odd. In terms of $a$ and $b$ modulo $p$, this amounts to finding the "correct" square root of $b$ (or $b / a$ ) modulo $p$.

Let us assume that $b$ is a quadratic residue modulo $p$. Then the square roots of $b$ are $b^{1 / 2}$ and $-b^{1 / 2}$ and hence from (3), the index of the square roots to base $a$ are $n / 2$ and $(p-1) / 2+n / 2$ modulo $p-1$. If $p \equiv 1 \bmod 4$, then the l.s.b. of $(p-1) / 2$ is 0 . Hence the l.s.b. of $n / 2$ equals the l.s.b. of $(p-1) / 2+n / 2$. In other words, the Legendre symbol of $b^{1 / 2}$ or $-b^{1 / 2}$ will determine the value of the bit $n_{1}$ unambiguously. More generally, if $p-1=2^{r} s$, where $s$ is odd and $r \geq 1$, then the $r$ least significant bits of $n$ can be unambiguously determined. See for example [11]. The difficulty arises from the $(r+1)$ th least significant bit onwards.

Let us explain this with the case of $r=1$. In this case $p \equiv 3 \bmod 4$. Hence the l.s.b. of $(p-1) / 2$ is 1 . Now, if the l.s.b. of $n / 2$ is 1 , then the l.s.b. of $(p-1) / 2+n / 2$ is 0 and vice versa. Thus it is not possible to determine the correct value of the bit $n_{1}$.

Note that the Legendre symbol can be calculated in polynomial time $\left(O\left(\log ^{2} p\right)\right)$ [8]. If $p \equiv 3 \bmod 4$, then $r=1$, and in this case the square roots of a quadratic residue $x$ are $x^{(s+1) / 2} \bmod p$ and $-x^{(s+1) / 2} \bmod p$. Hence the square root can be calculated in polynomial time $\left(O\left(\log ^{3} p\right)\right)$. If $p \equiv 1$
$\bmod 4$, then there is a polynomial time algorithm $\left(O\left(\log ^{4} p\right)\right)$ to compute a square root of a quadratic residue, provided we could find a quadratic nonresidue modulo $p$ ([8], [1]). Since $a$ is a primitive root, it is a quadratic nonresidue and hence the square roots of a quadratic residue $x$ modulo $p$ can be calculated deterministically in polynomial time.
3. The repeated square and multiply algorithm and its inverse. In this section we give our main algorithm. In Section 3.1 we explain how modular exponentiation is done using the repeated square and multiply algorithm and describe the difficulty in trying to invert the process. In Section 3.2 we give our main algorithm for computing the discrete logarithm. Section 3.3 explains the algorithm and Section 3.4 gives two examples. In Section 3.5 we generalize the algorithm to all finite fields including finite fields of characteristic 2 . This section also contains examples of computing discrete logarithm over finite fields of characteristic 2. Finally, Section 3.6 contains a note on the elliptic curve discrete logarithm problem over binary fields.
3.1. Modular exponentiation and its inverse. The repeated square and multiply algorithm is used to compute modular exponentiation in polynomial time. Let us quickly recall how we compute $b$ given $a, n$ and $p$ as in (1) using this algorithm. If $n$ has the binary representation as in (6), then let $a_{0}=a, b_{0}=1$ and inductively compute $a_{j}=a_{j-1}^{2} \bmod p$ and $b_{j}=b_{j-1} a_{j}$ $\bmod p$ if $n_{j}=1$, and $b_{j}=b_{j-1}$ if $n_{j}=0$, for $j=1$ to $k$. Then $b_{k}$ is the value of $a^{n} \bmod p$. That is,

$$
\begin{equation*}
b \equiv a^{n} \equiv\left(a^{2^{k}} \bmod p\right)^{n_{k}} \cdots\left(a^{2^{1}} \bmod p\right)^{n_{1}}\left(a^{2^{0}} \bmod p\right)^{n_{0}} \bmod p . \tag{7}
\end{equation*}
$$

It is clear that the inverse of this algorithm is to divide and repeatedly extract square root. Division is done when the bit $n_{i}$ is 1 , just as multiplication is done in the repeated square and multiply algorithm when $n_{i}$ is 1 . Note that knowing the bits $n_{i}$ is equivalent to knowing the value of $n$. Also, if the "correct" square root can be taken every time, it will fix the correct value of the bit $n_{i}$ and hence $n$ can be calculated in polynomial time. But the difficulty is in fixing the correct square root. In fact, deciding which is the "correct" square root is a much harder problem and allowing even a weak oracle for finding the "correct" square root would make the discrete logarithm problem "easy" [2].

We know from Section 2 that the $r$ least significant bits $n_{i}$ can be unambiguously determined in polynomial time by dividing by $a$ if the Legendre symbol is -1 and extract any square root or by just extracting any square root if the Legendre symbol is 1 . From the $(r+1)$ th least significant bit onwards, we do not know which is the right bit. Now we give our probabilistic algorithm which bypasses this problem.

### 3.2. Algorithm to compute the discrete logarithm

Input: $a, b, p$, where $a^{n} \equiv b \bmod p$.
Output: $n$.
Step 1. Choose an integer $B$ and create Table I consisting of the pairs $\left(a^{k_{j}} \bmod p, k_{j}\right)$ where $j \leq B$. Here $\left\{k_{j}\right\}$ is any subsequence of integers. For example, $k_{j}=j$ or $k_{j}=2^{j}$.
STEP 2. Initialize $i \leftarrow 1, l \leftarrow 1, b[1] \leftarrow b, m_{1}[1] \leftarrow n, c_{1}[1] \leftarrow b, c_{2}[1] \leftarrow b$ and $m_{2}[1] \leftarrow n$. Table II will consist of $\left(b[i], m_{1}[i]\right)$ and Table III will consist of $\left(c_{1}[l], c_{2}[l], m_{2}[l]\right)$. Also initialize $k \leftarrow 0, m \leftarrow n$.
STEP 3. (i) If $\left(\frac{b}{p}\right)=-1$ then goto Step 4.
(ii) If $\left(\frac{b}{p}\right)=1$ then goto Step 6 .

STEP 4. (i) $b \leftarrow b / a \bmod p$ and $m \leftarrow m-1$.
(ii) Goto Step 5.
(iii) If Step 5 does not solve for $n, i \leftarrow i+1$, store $b[i] \leftarrow b$ and $m_{1}[i] \leftarrow m$ in Table II.
(iv) Goto Step 6.

Step 5. (i) If $b \equiv a^{k_{j}} \bmod p$ for any $j \leq B$ in Table I, Solve $\left(m, k_{j}, k\right)$.
(ii) If $b \equiv b[j] \bmod p$ for any $j$ in Table II, Solve $\left(m, m_{1}[j], k\right)$.
(iii) If $b \equiv c_{1}[j]$ or $c_{2}[j] \bmod p$ for any $j$ in Table III, Solve $\left(m, m_{2}[j], k\right)$.
STEP 6. (i) $b \leftarrow b^{1 / 2} \bmod p$ and $m \leftarrow(m / 2), k \leftarrow k+1$. Goto Step 5 .
(ii) If Step 5 does not solve for $n, b \leftarrow p-b \bmod p$, Goto Step 5 .
(iii) If Step 5 does not solve for $n, l \leftarrow l+1$, store $c_{1}[l] \leftarrow b, c_{2}[l] \leftarrow p-b$ and $m_{2}[l] \leftarrow m$ in Table III.
(iv) $b \leftarrow c_{1}[l]$ or $c_{2}[l]$ randomly.
(v) Goto Step 3.

Solve()
Solve $(x, y, t)$ : Solve the linear congruence:

$$
\begin{equation*}
2^{t} x \equiv 2^{t} y \bmod p-1 \tag{8}
\end{equation*}
$$

Return $n$
3.3. Explanation of the algorithm. Table I consists of $B$ precomputed powers of $a$ and the corresponding discrete logarithms. Table II consists of intermediate values of $b$ and the corresponding values of $m$ as a function of $n$ when the Legendre symbol is -1 . Table III consists of the intermediate values of $b$ which are square roots and the corresponding values of $m$ as a function of $n$ when the Legendre symbol is 1 . The current value of $b$ in the loop equals $a^{m} \bmod p$ up to some signs and/or roots of unity or order $2^{k}$. Since $m$ is replaced by $m-1$ or $m / 2, m$ is always a linear function of $n$.

The algorithm is probabilistic as we select one of the square roots randomly in Step 6.

The final step is to solve a linear congruence modulo $p-1$, if the new value of $b$ matches any of the integers in Table I, II or III. If $b$ matches a value in Table I, then $x$ will be a linear function of $n$, and $y$ will be a constant. In other cases, both $x$ and $y$ will be linear functions of $n$. Note that a linear congruence can be solved in polynomial time.

When $b$ coincides with a value in Table I, the value of $n$ can be uniquely obtained by solving the linear congruence.

When $b$ coincides with a value in Table II or III, then the corresponding value of $n$ can be found modulo $\left(\frac{p-1}{d}\right)$, for a divisor $d$ of $p-1$. Hence there will be $d$ solutions modulo $p-1$ and we have to choose the correct value of $n$ modulo $p-1$ by trial and error. If $d$ is too large, then one can start the algorithm again from somewhere in the middle of the tree where we can choose the other square root.
$k$ counts the number of times we take square roots modulo $p$. Note that while solving the linear congruence, we multiply both sides by $2^{k}$, so that the denominator of $m$ gets cleared (as 2 is not invertible modulo $p-1$ ). This also takes care of the fact that in Table III, though we store two square roots, the exponent $m$ is taken to be $m / 2$, as whether we take $m / 2$ or $m / 2+(p-1) / 2$, in Solve(), multiplication by $2^{k}$ would remove this ambiguity.
3.4. Examples. In this section we explain the algorithm in Section 3.2 with a small prime. Let $p=103$. Then $a=5$ is a primitive root of $p$.

Example 1. This is an example of collision with an element in Table I. Let $b=84$. Let $B=7$ and $k_{j}=2^{j-1} \bmod p$ for $j=1, \ldots 7$.

Table I

| $j$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $5^{2^{j}} \bmod 103$ | 5 | 25 | 7 | 49 | 32 | 97 | 36 |

Discrete logarithm calculation for $b=84$

| $b$ | $\left(\frac{b}{103}\right)$ | $\frac{b}{a} \bmod 103$ | $b^{1 / 2},-b^{1 / 2} \bmod 103$ | random sqrt | $m$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 84 | -1 | 58 | - | - | $n-1$ |
| 58 | 1 | - | 26,77 | 77 | $(n-1) / 2$ |
| 77 | -1 | 36 | - | - | $(n-1) / 2-1$ |

Since $36 \equiv 5^{2^{6}} \bmod 103$ and $k=1$ as we have taken square root only once, after multiplying both sides by 2 we get the congruence

$$
\begin{equation*}
n-3 \equiv 2^{7} \bmod 102 \tag{9}
\end{equation*}
$$

and thus $n \equiv 29 \bmod 102$.
Note that the binary digits of 29 are given by (11101). Comparing these bits and the second column of the above table, we find that we have wrongly chosen the square root 77 in the second row, yet we are lucky to find the discrete logarithm at the third step itself, while if we had taken the correct path, it would have taken us 6 steps. There is a trading off between extraction of square roots and the precomputation of powers of $a$.

Note that Table II in the algorithm corresponds to the third and sixth columns of the above table, and Table III corresponds to the fourth and sixth columns.

Example 2. This example gives a collision in Table II or III.
Discrete logarithm calculation for $b=99$

| $b$ | $\left(\frac{b}{103}\right)$ | $b / a \bmod 103$ | $b^{1 / 2},-b^{1 / 2} \bmod 103$ | random sqrt | $m$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 99 | -1 | 61 | - | - | $n-1$ |
| 61 | 1 | - | 24,79 | 24 | $(n-1) / 2$ |
| 24 | -1 | 46 | - | - | $(n-3) / 2$ |
| 46 | 1 | - | 47,56 | 56 | $(n-3) / 4$ |
| 56 | 1 | - | 46,57 | - | $(n-3) / 8$ |

Note that 46 in the fourth column matches the 46 in the third column. Equating the corresponding values of $m$, and multiplying both sides by $2^{3}$ gives

$$
\begin{equation*}
n-3 \equiv 4(n-3) \bmod 102 . \tag{10}
\end{equation*}
$$

Solving the linear congruence gives $n \equiv 3 \bmod 34$. Hence there are three possible values for $n \bmod 102$, namely, 3, 37 and 71 . One can easily check that 37 is the correct value of $n$.
3.5. Discrete logarithm over finite fields. It is clear that the algorithm given in Section 3.2 is, just as it is, extendable to finite fields of characteristic $p \geq 3$, as the analogue of Legendre symbol and efficient computation of square roots exist in these fields [1].

When the characteristic of the finite field is 2 , every element in the field is a square and every element has exactly one square root. [3] gives an efficient algorithm for computing square roots over finite fields of characteristic 2 . Note that if we choose a normal basis, then the square root operation reduces to a mere cyclic shift [8]. Hence, our algorithm in Section 3.2 can be modified in this case as follows. Step 3 should randomly decide whether the l.s.b. of $m$ is 1 or 0 . That is,

Step 3. (o) Randomly choose a bit 0 or 1.
(i) If the bit is 1 then goto Step 4.
(ii) If the bit is 0 then goto Step 6 .

In Step 6, as there is only one square root, we need not perform (ii) and Table III will consist of only $c_{1}[l]$ and the corresponding value of $m$. Also Step (iv) should be skipped.

To be precise, the randomness in our algorithm for $p>3$ in the selection of the square root in (iv) of Step 6 has been shifted to Step 3 where we randomly fix the l.s.b. of $m$ for characteristic 2 fields.

We give two toy examples below.
Let us consider the finite field $F_{2^{7}}$ with the primitive polynomial $f(x)=$ $x^{7}+x+1$. Thus, $x$ is the generator of the multiplicative group $F_{2^{7}}^{*}$ of the finite field $F_{2^{7}}$.

Example 1. Let us create Table I with $B=7$ and $k_{j}=2^{j}$ for $j=$ $0, \ldots, 6$. Let

$$
b=x^{4}+x^{3}+x^{2}+1
$$

Table I

| $j$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x^{2^{j}} \bmod f(x)$ | $x$ | $x^{2}$ | $x^{4}$ | $x(x+1)$ | $x^{2}\left(x^{2}+1\right)$ | $x\left(x^{3}+x+1\right)$ | $x\left(x^{3}+1\right)$ |

Discrete logarithm calculation for $b=x^{4}+x^{3}+x^{2}+1$

| $b$ | random bit | $b / x \bmod f(x)$ | $b^{1 / 2} \bmod f(x)$ | $m$ |
| :---: | :---: | :---: | :---: | :---: |
| $x^{4}+x^{3}+x^{2}+1$ | 0 | - | $x^{5}+x+1$ | $n / 2$ |
| $x^{5}+x+1$ | 1 | $x^{4}\left(x^{2}+1\right)$ | - | $n / 2-1$ |
| $x^{4}\left(x^{2}+1\right)$ | 1 | $x^{3}\left(x^{2}+1\right)$ | - | $n / 2-2$ |
| $x^{3}\left(x^{2}+1\right)$ | 1 | $x^{2}\left(x^{2}+1\right)$ | - | $n / 2-3$ |

From Table I, $x^{2}\left(x^{2}+1\right) \equiv x^{2^{4}} \bmod f(x)$. Hence,

$$
\begin{equation*}
\frac{n}{2}-3 \equiv 2^{4} \bmod 127 \tag{11}
\end{equation*}
$$

which gives $n \equiv 38 \bmod 127$.
Example 2. Let

$$
b=x^{6}+x^{5}+x^{3}+x+1
$$

Discrete logarithm calculation for $b=x^{6}+x^{5}+x^{3}+x+1$

| $b$ | random <br> bit | $b / x \bmod f(x)$ | $b^{1 / 2} \bmod f(x)$ | $m$ |
| :---: | :---: | :---: | :---: | :---: |
| $x^{6}+x^{5}+x^{3}+x+1$ | 0 | - | $x^{6}+x^{5}+x^{4}+x^{2}+x+1$ | $n / 2$ |
| $x^{6}+x^{5}+x^{4}+x^{2}+x+1$ | 1 | $x^{6}+x^{5}+x^{4}+x^{3}+x$ | - | $n / 2-1$ |
| $x^{6}+x^{5}+x^{4}+x^{3}+x$ | 1 | $x^{5}+x^{4}+x^{3}+x^{2}+1$ | - | $n / 2-2$ |
| $x^{5}+x^{4}+x^{3}+x^{2}+1$ | 0 | - | $x^{6}+x^{5}+x^{3}+x+1$ | $(n / 2-2) / 2$ |

The value of the original $b$ and the square root in the fourth row are the same. Equating the corresponding values of $m$, we get

$$
\begin{equation*}
n \equiv \frac{1}{2}\left(\frac{n}{2}-2\right) \bmod 127 . \tag{12}
\end{equation*}
$$

Solving this linear congruence gives $n \equiv 41 \bmod 127$.
3.6. Elliptic curve discrete logarithm over binary fields. A natural question to ask now is if our algorithm can be extended to elliptic curves as well. Since there is no analogue of the Legendre symbol, it is not possible to extend this algorithm to all elliptic curves. Note that in any group of odd order (written multiplicatively) every element has exactly one square root. So if we can calculate this square root efficiently, the modified algorithm of this section can be applied. When the elliptic curve is defined over finite fields of characteristic 2 , there is an efficient algorithm for point-halving [5], [15] if the cardinality of the curve is odd. Hence in this case we can generalize the algorithm given in Section 3.5 to compute the discrete logarithm on such elliptic curves.
4. The $3 x+1$ problem and the discrete logarithm problem. In this section we give a variant of the main algorithm given in Section 3.2. This was inspired by the famous $3 x+1$ problem. The $3 x+1$ problem, which was posed by L. Collatz, states that if

$$
T(x)= \begin{cases}3 x+1 & \text { if } x \equiv 1 \bmod 2,  \tag{13}\\ x / 2 & \text { if } x \equiv 0 \bmod 2,\end{cases}
$$

then for any positive integer $x$ there exists an integer $k>0$ with $T^{k}(x)=1$. This problem remains open since 1937. For an annotated bibliography of this problem, see [6].

Note that if $x$ is odd, the function $T$ converts it into an even integer, while if $x$ is even, it divides $x$ by 2 . The iteration will terminate once $T^{k}(x)=2^{l}$ for some integers $k$ and $l$.

In the algorithm we gave in Section 3.2, if the Legendre symbol is -1 (that is, the index of $b$ is odd), we divided $b$ by $a$ so that the index of the
new value of $b$ becomes even and if the Legendre symbol is 1 (that is, the index of $b$ is even), we calculated the square roots of $b$ so that the index is halved.

Now it is clear how we are going to modify the algorithm in Section 3.2. We will assume for the sake of simplicity that $(3, p-1)=1$. If the Legendre symbol is -1 , then compute $b^{3} a \bmod p$. That is, in Step 4(i), we do

$$
\begin{equation*}
b \leftarrow b^{3} a \bmod p \quad \text { and } \quad m \leftarrow 3 m+1 \tag{14}
\end{equation*}
$$

and the rest of the algorithm goes as before.
4.1. Example. We explain our algorithm with an example, again with a small prime. Let us take $p=101$. Then $a=2$ is a primitive root of 101 . Let $b=72$. Let $B=7$ and $k_{j}=2^{j}$ for $j=0, \ldots, 6$.

Table I

| $j$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{2^{j}} \bmod 101$ | 2 | 4 | 16 | 54 | 88 | 68 | 79 |

Discrete logarithm calculation for $b=72$

| $b$ | $\left(\frac{b}{101}\right)$ | $b^{3} a \bmod 101$ | $b^{1 / 2},-b^{1 / 2} \bmod 101$ | random sqrt | $m$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 72 | -1 | 5 | - | - | $3 n+1$ |
| 5 | 1 | - | 45,56 | 56 | $(3 n+1) / 2$ |
| 56 | 1 | - | 37,64 | 37 | $(3 n+1) / 4$ |
| 37 | 1 | - | 21,80 | 80 | $(3 n+1) / 8$ |
| 80 | 1 | - | 22,79 | - | $(3 n+1) / 16$ |

Since $79 \equiv 2^{2^{6}} \bmod 101$, and $k=4$, we have

$$
\begin{equation*}
3 n+1 \equiv 1024 \equiv 24 \bmod 100 \tag{15}
\end{equation*}
$$

The solution of this linear congruence is given by $n \equiv 41 \bmod 100$.
5. Time complexity of the algorithms. Let us first look at the algorithm in Section 3.5 over finite fields of characteristic 2. Here we randomly choose to do division or extract square root. Let $\varrho: \mathcal{N} \rightarrow\{0,1\}$ be the random decision function. Starting with $r_{0}=b=a^{n}$, we have for $i \in \mathcal{N}$,

$$
r_{i}= \begin{cases}\sqrt{r_{i-1}} & \text { if } \varrho(i)=0  \tag{16}\\ r_{i-1} / a & \text { if } \varrho(i)=1\end{cases}
$$

Let Table I consist of $B \in \mathcal{N}$ precomputed values and label them $r_{-B}, \ldots, r_{-1}$. Since we need to keep track of the exponents we store pairs of the form $\left(a^{k}, k\right)$, hence write $\left(r_{-B}, k_{-B}\right), \ldots,\left(r_{-1}, k_{-1}\right)$, where $\left\{k_{j}\right\}$ is the chosen subsequence of integers (as in Section 3.2). So starting with $\left(r_{0}, m_{0}\right), m_{0}=n$,
we calculate a random walk by

$$
\left(r_{i}, m_{i}\right)= \begin{cases}\left(\sqrt{r_{i-1}}, m_{i-1} / 2\right) & \text { if } \varrho(i)=0  \tag{17}\\ \left(r_{i-1} / a, m_{i-1}-1\right) & \text { if } \varrho(i)=1\end{cases}
$$

Then we look for a collision $r_{i}=r_{j}$ for $i \neq j$. Since $n$ is unknown, the $m_{i}$ are linear functions in $n$.

Note that in the algorithm given in Section 3.2, the random function will decide which square root will be taken. Since we store both square roots, we add a control bit $b_{i}$ in each step where $b_{i}=1$ means a square root was taken ( $b_{i}=0$ means a division). In step $i$, when we look for collisions of $r_{i}$ with some previous element, we test $r_{i}=r_{j}$ if $b_{j}=0$ and $r_{i}= \pm r_{j}$ if $b_{j}=1$. (Note that if $r_{j}$ is one square root then $-r_{j}$ is the other and that the associated linear functions are the same.) Hence in this case, we have

$$
\begin{aligned}
& \left(r_{i}, m_{i}, b_{i}\right) \\
& \quad= \begin{cases}\left(\min \left(\sqrt{r_{i-1}}, p-\sqrt{r_{i-1}}\right), m_{i-1} / 2,1\right) & \text { if }\left(\frac{r_{i-1}}{p}\right)=1 \text { and } \varrho(i)=0 \\
\left(\max \left(\sqrt{r_{i-1}}, p-\sqrt{r_{i-1}}\right), m_{i-1} / 2,1\right) & \text { if }\left(\frac{r_{i-1}}{p}\right)=1 \text { and } \varrho(i)=1, \\
\left(r_{i-1} / a, m_{i-1}-1,0\right) & \text { if }\left(\frac{r_{i-1}}{p}\right)=-1\end{cases}
\end{aligned}
$$

Compared with the algorithm given in Section 4, only the iteration function is changed.

We first recall both algorithms of Pollard in order to compare our algorithms with them. Here we give the versions from [12] to calculate the discrete logarithm mod $p$ (it is clear how to modify them to work in a general group).

Pollard rho method. Given $a, p$ and $b \equiv a^{n}(\bmod p)$ one starts with $x_{0}=1$ and calculates the sequence

$$
x_{i}= \begin{cases}b x_{i-1} \bmod p & \text { if } 0<x_{i-1}<\frac{1}{3} p  \tag{18}\\ x_{i-1}^{2} \bmod p & \text { if } \frac{1}{3} p<x_{i-1}<\frac{2}{3} p \\ a x_{i-1} \bmod p & \text { if } \frac{2}{3} p<x_{i-1}<p\end{cases}
$$

and looks for collisions $x_{i}=x_{j}$ for $i \neq j$.
Pollard kangaroo method. Given $a, p, b \equiv a^{n}(\bmod p)$ and an interval $[A, B]$ with $n \in[A, B]$, we choose a bound $N$, e.g. $N=\lceil\sqrt{B-A}\rceil$. Starting with $t_{0}=a^{B}$ we calculate $t_{1}, \ldots, t_{N}$ by

$$
t_{i}=t_{i-1} * a^{f\left(t_{i-1}\right)}
$$

where $f$ is a function that takes random integer values of mean $\sqrt{B-A}$. With $w_{0}=b$ one computes a second sequence $\left(w_{i}\right)_{i}$ by

$$
w_{i}=w_{i-1} * a^{f\left(w_{i-1}\right)}
$$

until $w_{j}=t_{N}$ for some $j$ (or $\sum_{i} f\left(w_{i}\right)>B-A+\sum_{i}^{N} f\left(t_{i}\right)$, where one has to start again).

The algorithms of Section 3 and 4 are kind of random walks and look quite similar to the standard Pollard rho method. Hence the expected number of steps should be about $O(\sqrt{p})$ (experimental results seem to confirm this).

Of course, the motivation of our algorithms, inverting the repeated square and multiply algorithm, is different to Pollard's algorithms. From the algorithmic point of view the difference lies in the iteration functions.

To illustrate the different "jump behaviours" we adopt the scheme of [18, Section 3] where every element from the cyclic group $\langle a\rangle$ is viewed as lying on a circle and $a^{i+1}$ is one step to the right (counterclockwise) from $a^{i}$.

Figure 1 (cf. [18, Section 3, Figure 2]) illustrates the rho method (characterized by random jumps within the whole group $\langle a\rangle$ ) and the kangaroo method (characterized by small jumps).
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Fig. 1. (a) Pollard rho and (b) Pollard kangaroo methods
The real inverse of the repeated square and multiply algorithm would consist of tiny steps (division by $a$ ) and jumps (taking the square root, i.e. halving the index) of decreasing size (see Figure 2(a)). Our algorithms still consist of tiny steps and jumps, but the jumpsize will vary, depending on the random choice of the square root. There will be a jump to the right if and only if a wrong square root is chosen (see Figure 2(b)).


Fig. 2. (a) Real inverse of repeated square and multiply algorithm and (b) probabilistic version

Finally, we want to remark that our algorithms are probably slower than both algorithms of Pollard, since taking square roots and division are (in general) slower than squaring and multiplication. On the one hand, $\varrho$ being a "random decision function" gives the walk a random pattern. On the other hand, Floyd's cycle detection method, which keeps the memory requirements of the rho method constant, will not apply here as the function $\varrho$ depends only on the number of steps, i.e. the sequence will not fall into a cycle at all. One could modify our algorithms so that the decision function $\varrho$ is dependent on the previous element of the sequence as it is the case in Pollard's algorithms. Consequently, the sequence would fall into a cycle after the first collision and therefore Floyd's method could be applied. Using this modification we would not be able to check whether a collision with an "unchosen" square root occurs.
6. Conclusion and future directions. In this paper we have asked what is the inverse of repeated square and multiply algorithm and given a couple of probabilistic algorithms to compute the discrete logarithm. The algorithms are parallelizable. It is noted that the algorithm given for binary finite fields can also be extended to elliptic curves over such fields. Analysis of the algorithms shows that these algorithms are of square root type. Though the algorithms do not appear to be more efficient than the already existing ones, both the original algorithm and the $3 x+1$ version might be subsumed under a general scheme, in which one uses an affine map $x \mapsto a x+b$, with $(a, p-1)=1$ if $x$ is odd, and $x \mapsto x / 2$ if $x$ is even, and it would be worthwhile to see if some interesting algebra could be uncovered.
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