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#### Abstract

Let $\Lambda=(S / R, \alpha)$ be a local weak crossed product order in the crossed product algebra $A=(L / K, \alpha)$ with integral cocycle, and $H=\left\{\sigma \in \operatorname{Gal}(L / K) \mid \alpha\left(\sigma, \sigma^{-1}\right)\right.$ $\left.\in S^{*}\right\}$ the inertial group of $\alpha$, for $S^{*}$ the group of units of $S$. We give a condition for the first ramification group of $L / K$ to be a subgroup of $H$. Moreover we describe the Jacobson radical of $\Lambda$ without restriction on the ramification of $L / K$.


1. Introduction. Let $R$ be a Dedekind domain with quotient field $K$, let $L$ be a finite Galois extension of $K$ with Galois group $G$, and $S$ be the integral closure of $R$ in $L$.

For a ring $T, T^{*}$ means the group of units and $T^{\#}:=T \backslash\{0\}$. Let $\alpha: G \times G \rightarrow L^{*}$ be a normalized cocycle, that is, $\alpha$ satisfies the cocycle relation

$$
\begin{equation*}
\rho(\alpha(\sigma, \tau)) \alpha(\rho, \sigma \tau)=\alpha(\sigma, \tau) \alpha(\rho \sigma, \tau) \quad \text { for all } \rho, \sigma, \tau \in G \tag{1.1}
\end{equation*}
$$

and the relations

$$
\alpha(\sigma, 1)=\alpha(1, \sigma)=1 \quad \text { for all } \sigma \in G .
$$

It is known that the cocycle $\alpha$ is cohomologous to a cocycle taking values in $S^{\#}$. So we assume in what follows that the cocycle $\alpha$ is normalized taking values in $S^{\#}$. Then we can define the crossed product $K$-algebra

$$
A:=(L / K, \alpha):=\bigoplus_{\sigma \in G} L u_{\sigma}
$$

freely generated as an $L$-vector space by the symbols $\left\{u_{\sigma} \mid \sigma \in G\right\}$ and with multiplication given by the rule

$$
x u_{\sigma} y u_{\tau}=x \sigma(y) \alpha(\sigma, \tau) u_{\sigma \tau}, \quad \forall x, y \in L, \forall \sigma, \tau \in G
$$

It is well known that $A$ is a central simple $K$-algebra and $L$ is a maximal commutative subalgebra of $A$ consisting of all elements of $A$ commuting with all elements of $L .(L / K, \alpha)$ is also called a classical crossed product algebra.

Let $\Lambda:=(S / R, \alpha):=\bigoplus_{\sigma \in G} S u_{\sigma}$. Then $\Lambda$ is an $R$-order in $A$ called the weak crossed product order corresponding to $A$. If the cocycle $\alpha$ takes values
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in $S^{*}$, i.e. it is a factor set, then $\Lambda$ is called the classical crossed product order corresponding to $A$. Let $H$ be the inertial group of the cocycle $\alpha$, that is, $H=\left\{\sigma \in G \mid u_{\sigma} \in \Lambda^{*}\right\}=\left\{\sigma \in G \mid \alpha\left(\sigma, \sigma^{-1}\right) \in S^{*}\right\}$.

In Section 2 we give all the preliminary concepts and the results we need in this article. In Section 3 we prove some properties of cocycles. The main result of Section 3 is Theorem 3.5 where we give a condition for $G_{1}$, the first ramification group of the extension $L / K$, to be a subgroup of $H$.

In case $R$ is a complete discrete valuation ring, Kessler [20, Corollary 3.5] proves that $H$ is the unique subgroup of $G$ with index $m /(e, m)$, where $m$ is the Schur index of $A$ and $e$ is the ramification index of the extension $L / K$ in case $\Lambda$ is optional.

In Section 4 we describe the Jacobson radical of $\Lambda$ in case $R$ is a complete discrete valuation ring without restriction on the ramification of $L / K$. Our result extends the relevant result of Haile [13] in case the extension $L / K$ is unramified, and that of Wilson [32] in case the extension $L / K$ is tamely ramified. In the case of a classical crossed product order, without any restriction on the ramification of the extension, the Jacobson radical of $A$ has been described by Chalatsis and Theohari-Apostolidi [7] (see also [27]).

Results of a similar nature for classical orders and Cohen-Macaulay algebras are discussed in [2], [3], [11], [10, [17, [22, Chapter 13], [23]-26] and [28-30].

We refer to [9] and [21] for the theory of orders and crossed product algebras, and to $14-15$ and 20 for weak crossed product orders.

## 2. Preliminaries

2.1. Cocycles. Let $E / F$ be a finite Galois field extension with Galois group

$$
G=G(E / F) .
$$

Then we define the crossed product $F$-algebra

$$
A:=(E / F, \alpha)=\bigoplus_{\sigma \in G} E u_{\sigma}
$$

where $\alpha: G \times G \rightarrow E$ is a normalized cocycle taking values in $E$. We remark that some authors call cocycles taking values in $E$ instead of $E^{*}$ almost invertible. We refer to 15 and 13 for the theory of cocycles.

Let $Z^{2}(G, E)$ be the set of all cocycles of $G$ on $E$. Then $Z^{2}(G, E)$ becomes a monoid with multiplication

$$
\alpha \cdot \beta(\sigma, \tau)=\alpha(\sigma, \tau) \beta(\sigma, \tau)
$$

for $\alpha, \beta \in Z^{2}(G, E)$ and $\sigma, \tau \in G$. A map $\delta: G \times G \rightarrow E^{*}$ is called a principal
cocycle if there are elements $\delta_{\sigma} \in E^{*}$, for $\sigma \in G$, such that

$$
\delta(\sigma, \tau)=\delta_{\sigma} \sigma\left(\delta_{\tau}\right) \delta_{\sigma \tau}^{-1}
$$

for $\sigma, \tau \in G$. The set $B^{2}\left(G, E^{*}\right)$ of principal cocycles is a multiplicative group and submonoid of $Z^{2}(G, E)$.

Let $M^{2}(G, E):=Z^{2}(G, E) / B^{2}\left(G, E^{*}\right)$. Then $M^{2}(G, E)$ is a monoid, and two elements $\alpha, \beta \in Z^{2}(G, E)$ are called cohomologous if $\beta=\delta \alpha$ for some $\delta \in B^{2}\left(G, E^{*}\right)$. Moreover every cocycle is cohomologous to a normalized cocycle, that is, satisfying the cocycle relation and the relation $\alpha(\sigma, 1)=1=$ $\alpha(1, \sigma)$ for $\sigma \in G$. The invertible elements of $M^{2}(G, E)$ form the usual cohomology group $H^{2}\left(G, E^{*}\right)$. Each of the idempotents of the monoid $M^{2}(G, E)$ is represented by a unique idempotent cocycle $\varepsilon \in Z^{2}(G, E)$ such that

$$
M^{2}(G, E)=\bigcup_{\varepsilon} M_{\varepsilon}^{2}(G, E),
$$

where

$$
M_{\varepsilon}^{2}(G, E):=\left\{[\alpha] \in M^{2}(G, E) \mid \exists \beta \in Z^{2}(G, E),[\alpha][\beta]=[\varepsilon]\right\} .
$$

2.2. Local orders. For a ring $T, \operatorname{rad} T$ denotes the Jacobson radical of $T$ and $\bar{T}=T / \operatorname{rad} T$.

Throughout this paper, $R$ is a complete discrete valuation ring with quotient field $K, L$ a finite Galois field extension of $K$ of degree $n$ with Galois group

$$
\begin{equation*}
G=\operatorname{Gal}(L / K), \tag{2.1}
\end{equation*}
$$

$S$ the integral closure of $R$ in $L$, and $\pi S$ (resp. $\pi_{K} R$ ) the unique maximal ideal of $S$ (resp. $R$ ). We assume that the residue field $\bar{R}$ of $R$ is finite. Let $\alpha: G \times G \rightarrow S^{\#}$ be a normalized cocycle of $G$ on $S^{\#}$. Two elements $\alpha, \beta \in Z^{2}\left(G, S^{\#}\right)$ are equivalent over $S$ if there is a map $\delta: G \rightarrow S^{*}$ such that

$$
\alpha(\sigma, \tau)=\frac{\delta(\sigma) \sigma(\delta(\tau))}{\delta(\sigma \tau)} \beta(\sigma, \tau)
$$

for all $\sigma, \tau \in G$. Let $N^{2}(G, S)$ be the set of equivalence classes of elements of $Z^{2}\left(G, S^{\#}\right) . N^{2}(G, S)$ is a monoid under pointwise multiplication. Then there is an epimorphism of monoids $N^{2}(G, S) \rightarrow H^{2}(G, K)$ and a canonical map $N^{2}(G, S) \rightarrow M^{2}(G, \bar{S})$. This canonical map is given by reducing the values of the cocycle modulo $\pi S$ (see [13]). To a cocycle $\alpha \in Z^{2}\left(G, S^{\#}\right)$ corresponds a crossed product order

$$
\begin{equation*}
\Lambda:=(S / R, \alpha)=\bigoplus_{\sigma \in G} S u_{\sigma} . \tag{2.2}
\end{equation*}
$$

The ring $\Lambda$ is a free $S$-module with basis the symbols $u_{\sigma}, \sigma \in G$, and multiplication given by the relations

$$
u_{\sigma} u_{\tau}=\alpha(\sigma, \tau)=u_{\sigma \tau} \quad \text { and } \quad u_{\sigma} s=\sigma(s) u_{\sigma},
$$

for $\sigma, \tau \in G$ and $s \in S$. Then $\Lambda$ is an $R$-order in the crossed product $K$-algebra

$$
\begin{equation*}
A:=(L / K, \alpha) . \tag{2.3}
\end{equation*}
$$

We recall from [13] the following definition:
Definition 2.4. Assume $R, S, G=G(L / K)$ and $A$ are as above. The $R$-order $\Lambda$ (2.2) is called a weak crossed product order in $A(2.3)$.

The $K$-algebra $A$ is a central simple $K$-algebra (see [21]). Let

$$
A \cong M_{r}(D) \cong \operatorname{End}_{D}(V),
$$

where $D$ is a division ring with index, say $m$, and $V$ is the unique simple left $A$-module which is an $(A, D)$-bimodule with $(V: L)=m$ and $(V: D)=r$. We remark that $\Lambda$ is a $G$-graded but not a strongly $G$-graded $R$-algebra, since $\alpha(\sigma, \tau)$ is not a unit of $S$, that is, $u_{\sigma}$ is not an element of $\Lambda^{*}$ for all $\sigma, \tau \in G$.

We need some more notation. Let $\Delta$ be the unique maximal $R$-order in $D$ with maximal ideal $\pi_{D} \Delta$ for a prime element $\pi_{D}$ of $\Delta$. Then the ramification index of $D$ over $K$ is $m$, i.e., $\pi_{K} \Delta=\pi_{D}^{m} \Delta$, and $m$ is also the inertial degree of $D$ over $K$, that is, $m=(\bar{\Delta}: \bar{R})$ for $\bar{\Delta}:=\Delta / \pi_{D} \Delta$ (see 21, §14]).

Let $e$ be the ramification index of $L$ over $K$, that is, $\pi_{K} S=\pi^{e} S$, and $f$ be the inertia degree of $L$ over $K$, that is, $(\bar{S}: \bar{R})=f$. Then

$$
n=e f=m r .
$$

One of our objects of interest in this paper is the subgroup of $G=$ $\operatorname{Gal}(L / K)$ given by

$$
\begin{equation*}
H:=\left\{\sigma \in G \mid u_{\sigma} \in \Lambda^{*}\right\}=\left\{\sigma \in G \mid \alpha\left(\sigma, \sigma^{-1}\right) \in S^{*}\right\}, \tag{2.5}
\end{equation*}
$$

called the inertial group of the cocycle $\alpha$ (see [13]).
Let $L^{H}$ be the field corresponding to the subgroup $H$, and $S^{H}$ be the integral closure of $R$ in $L^{H}$. Then for $\alpha_{H}:=\left.\alpha\right|_{H \times H}$, the crossed product $\Lambda_{H}:=\left(S / S^{H}, \alpha_{H}\right)$ is an $S^{H}$-order in the crossed product $L^{H}$-algebra $\left(L / L^{H}, \alpha_{H}\right)$; of course $\Lambda_{H}$ is a classical crossed product order since $\alpha_{H}$ takes values in $S^{*}$. Moreover $\Lambda=\Lambda_{H} \oplus I$, where $I:=\bigoplus_{\sigma \notin H} S u_{\sigma}$.

In the study of the order $\Lambda$ its overorders play a significant rôle. In 5 Benz and Zassenhaus define a chain of orders

$$
\Lambda=\Lambda_{0}, \quad \Lambda_{i+1}:=O_{\ell}\left(\operatorname{rad} \Lambda_{i}\right):=\left\{a \in A \mid a \operatorname{rad} \Lambda_{i} \subseteq \operatorname{rad} \Lambda_{i}\right\} .
$$

This chain stops at a number $\chi$ and it turns out that $\Lambda_{\chi}$ is a hereditary order. In [8] Cliff and Weiss compute the number $\chi$ in the case of a factor set $\alpha$, i.e., a cocycle taking values in $S^{*}$. In 20 Kessler computes the number $\chi$ in the case of a cocycle and classifies all local hereditary crossed product orders.

A principal order is a hereditary $R$-order $\Gamma$ such that $\operatorname{rad} \Gamma=\pi_{\Gamma} \Gamma=$ $\Gamma \pi_{\Gamma}$; each such element $\pi_{\Gamma}$ is called a prime element of $\Gamma$. For a discussion of hereditary crossed product orders we refer also to [1], [16], [18], [31] and for principal orders to [6], [12]. Now we sum up some properties of principal orders from [4-6], [12] and [20, Theorem 1.5] that we need in this article. We follow the notation introduced earlier.

Theorem 2.6. Let $\Lambda:=(S / R, \alpha)$ be a weak crossed product order (2.2) in $A:=(L / K, \alpha)$ 2.3) for a cocycle $\alpha: G \times G \rightarrow S^{\#}$, where $G=\operatorname{Gal}(L / K)$. There exists exactly one hereditary order $\Gamma$ containing $\Lambda$ which is a principal order with the following properties:
(i) $S=\Gamma \cap L$ and $\pi S=S \cap \operatorname{rad} \Gamma$, where $\operatorname{rad} \Gamma=\pi_{\Gamma} \Gamma=\Gamma \pi_{\Gamma}$ for $a$ prime element $\pi_{\Gamma}$ of $\Gamma$.
(ii) There exists a number $k \in \mathbb{N}$ which divides $r$ such that $r / k$ is the block length of $\Gamma$ and $(k, k, \ldots, k)(r / k$ times $)$ are the invariants of $\Gamma$.
(iii) $\pi_{K} \Gamma=\pi_{\Gamma}^{m k} \Gamma$, that is, the ramification index of $\Gamma$ over $R$ is $m k$ and $(\bar{\Gamma}: \bar{R})=n r k$.
(iv) $\bar{\Gamma} \cong M_{r / k}(\bar{\Delta})^{(k)}$, where $(k)$ means $k$ copies.
(v) The ramification index of $\Gamma$ over $S$ is $d:=m /(e, m)$, that is, $\pi \Gamma=$ $\pi_{\Gamma}^{d} \Gamma$, and $k=d e / m=e /(e, m)$ and $r / k=f / d$. Hence $d$ divides $f$.
Let $K_{0}$ be the inertia field of the extension $L / K$, so $\left(L: K_{0}\right)=e$ and $\left(K_{0}: K\right)=f$. Moreover let $K_{d}$ be the uniquely determined intermediate field $K \leq K_{d} \leq K_{0}$ with $\left(K_{d}: K\right)=d, G_{0}:=\operatorname{Gal}\left(L / K_{0}\right)$ and $G_{d}:=\operatorname{Gal}\left(L / K_{d}\right)$. We denote by $R_{0}$ (resp. $R_{d}$ ) the integral closure of $R$ in $K_{0}$ (resp. $K_{d}$ ), and by $\pi_{0}\left(\operatorname{resp} . \pi_{d}\right)$ a prime element of $R_{0}\left(\right.$ resp. $\left.R_{d}\right)$. Then $\bar{S}=\bar{R}_{0},\left(\bar{S}: \bar{R}_{d}\right)=f / d$ and $\left(\bar{R}_{d}: \bar{R}\right)=d$.

It follows from [20, Corollary 3.5] that the inertial group of $\alpha$ is a subgroup of $G_{d}$.
3. Some properties of a cocycle. Let $G$ be a group acting on a field $E$, and $N$ a normal subgroup of $G$ with fixed field $E^{N}$. For a cocycle $\alpha: G / N \times G / N \rightarrow E^{N}$, let $\hat{\alpha}: G \times G \rightarrow E$ be defined by $\hat{\alpha}(\sigma, \tau)=\alpha(\sigma N, \tau N)$ for $\sigma, \tau \in G$. Then $\hat{\alpha}$ is also a cocycle, called the inflation of $\alpha$. Moreover for a cocycle $\beta: G \times G \rightarrow E$, the restriction $\left.\beta\right|_{N \times N}: N \times N \rightarrow E$ is also a cocycle. In this section and the next we denote $\sigma_{x}:=\sigma(x)$ for $\sigma \in G$ and $x \in E$.

We consider the inflation map

$$
\text { Inf : } M_{\varepsilon}^{2}\left(G / N, E^{N}\right) \rightarrow M_{\hat{\varepsilon}}^{2}(G, E), \quad[\alpha] \mapsto[\hat{\alpha}],
$$

and the restriction map

$$
\text { Res : } M_{\hat{\varepsilon}}^{2}(G, E) \rightarrow M_{\tilde{\varepsilon}}^{2}(N, E), \quad[\beta] \mapsto\left[\left.\beta\right|_{N \times N}\right],
$$

using the notation of Subsection 2.1.
Lemma 3.1. Let $G$ be a group acting on a field $E$, and $N$ be a normal subgroup of $G$ such that $H^{1}\left(N, E^{*}\right)=1$. Let $\alpha: G \times G \rightarrow E$ be a cocycle such that $\left.\alpha\right|_{N \times N} \in B^{2}\left(N, E^{*}\right)$. Then $\alpha$ is cohomologous to a cocycle $\delta$ : $G \times G \rightarrow E^{N}$ such that $\delta(\sigma, \tau)=\delta\left(\sigma n_{1}, \tau n_{2}\right)$ for all $\sigma, \tau \in G$ and $n_{1}, n_{2} \in N$.

Proof. Let $N$ and $\alpha$ be as above. Since $\left.\alpha\right|_{N \times N} \in B^{2}\left(N, E^{*}\right)$, there is a map $\mu: N \rightarrow E^{*}, \mu(n)=\mu_{n}$, such that

$$
\begin{equation*}
\alpha\left(n_{1}, n_{2}\right)=\mu_{n_{1}}{ }_{1}^{n_{1}} \mu_{n_{2}} \mu_{n_{1} n_{2}}^{-1} \tag{3.1}
\end{equation*}
$$

for all $n_{1}, n_{2} \in N$. Hence $\alpha\left(n_{1}, n_{2}\right) \neq 0$, and so $N$ is a subgroup of the inertial group of $\alpha$. We consider the elements $\varphi_{\sigma} \in E^{*}$ such that $\varphi_{n}=\mu_{n}$ for all $n \in N$, and $\varphi_{\sigma}=1$ for all $\sigma \in G \backslash N$.

Then the map $\gamma: G \times G \rightarrow E$ defined by

$$
\begin{equation*}
\gamma(\sigma, \tau)=\left[\varphi_{\sigma}{ }^{\sigma} \varphi_{\tau}\right]^{-1} \varphi_{\sigma \tau} \alpha(\sigma, \tau) \tag{3.2}
\end{equation*}
$$

is cohomologous to $\alpha$. Moreover from (3.1) and (3.2), and since $N \leq H$, we get

$$
\begin{equation*}
\gamma\left(n_{1}, n_{2}\right)=1 \quad \text { and } \quad \gamma(\sigma, n) \neq 0, \tag{3.3}
\end{equation*}
$$

for all $n_{1}, n_{2}, n \in N$ and $\sigma \in G$. Let now $T$ be a complete set of representatives of left cosets of $N$ in $G$ such that $1 \in T$. Then if $\sigma \in G$, there exist unique elements $t_{0} \in T$ and $n_{0} \in N$ depending on $\sigma$ such that

$$
\begin{equation*}
\sigma=t_{0} n_{0} \tag{3.4}
\end{equation*}
$$

Using the relation (3.4), for $\sigma \in G$, we consider the elements $\lambda_{\sigma} \in E^{*}$ such that

$$
\begin{equation*}
\lambda_{\sigma}=\lambda_{t_{0} n_{0}}=\gamma\left(t_{0}, n_{0}\right) . \tag{3.5}
\end{equation*}
$$

Then from (3.3) and (3.5) we have

$$
\begin{equation*}
\lambda_{n}=\gamma(1, n)=1 \quad \text { for all } n \in N . \tag{3.6}
\end{equation*}
$$

Moreover applying the cocycle equation (1.1) for the cocycle $\gamma$ and the elements $t \in T$ and $n, n_{1} \in N$, we get

$$
{ }^{t} \gamma\left(n, n_{1}\right) \gamma\left(t, n n_{1}\right)=\gamma(t, n) \gamma\left(t n, n_{1}\right),
$$

which because of the relation (3.3) becomes

$$
\begin{equation*}
\gamma\left(t, n n_{1}\right)=\gamma(t, n) \gamma\left(t n, n_{1}\right) . \tag{3.7}
\end{equation*}
$$

In addition, for $\sigma$ as in (3.4) and $n_{1} \in N$, from (3.5) and (3.7) we get

$$
\lambda_{\sigma n_{1}}=\lambda_{t_{0} n_{0} n_{1}}=\gamma\left(t_{0}, n_{0} n_{1}\right)=\gamma\left(t_{0}, n_{0}\right) \gamma\left(t_{0} n_{0}, n_{1}\right)=\lambda_{\sigma} \gamma\left(\sigma, n_{1}\right) .
$$

Hence

$$
\begin{equation*}
\lambda_{\sigma n_{1}}=\lambda_{\sigma} \gamma\left(\sigma, n_{1}\right) \quad \text { for all } \sigma \in G \text { and } n_{1} \in N . \tag{3.8}
\end{equation*}
$$

Now we define a new weak cocycle by

$$
\beta: G \times G \rightarrow E \quad \text { with } \quad \beta(\sigma, \tau)=\lambda_{\sigma}{ }^{\sigma} \lambda_{\tau} \lambda_{\sigma \tau}^{-1} \gamma(\sigma, \tau),
$$

which is obviously cohomologous to $\gamma$. From (3.6) and (3.8), and for $\sigma \in G$ and $n \in N$, we get

$$
\beta(\sigma, n)=\lambda_{\sigma}{ }^{\sigma} \lambda_{n} \lambda_{\sigma n}^{-1} \gamma(\sigma, n)=1 .
$$

Hence

$$
\begin{equation*}
\beta(\sigma, n)=1 \quad \text { for all } \sigma \in G \text { and } n \in N . \tag{3.9}
\end{equation*}
$$

Using the cocycle equation (1.1) for the weak cocycle $\beta$ and the elements $\sigma, \tau \in G$ and $n \in n$, we get

$$
{ }^{\sigma} \beta(\tau, n) \beta(\sigma, \tau n)=\beta(\sigma, \tau) \beta(\sigma \tau, n) .
$$

Then from (3.9) we have

$$
\begin{equation*}
\beta(\sigma, \tau n)=\beta(\sigma, \tau) \quad \text { for all } \sigma, \tau \in G \text { and } n \in N . \tag{3.10}
\end{equation*}
$$

Since $N \unlhd G$, for $n \in N$ and $\sigma \in G$ we have $n \sigma=\sigma n^{\prime}$ for some $n^{\prime} \in N$. Using (3.10) we get

$$
\begin{equation*}
\beta\left(n_{1}, n \sigma\right)=\beta\left(n_{1}, \sigma n^{\prime}\right)=\beta\left(n_{1}, \sigma\right) . \tag{3.11}
\end{equation*}
$$

Hence the cocycle equation (1.1) for $\beta$ and the elements $n_{1}, n \in N$ and $\sigma \in G$ becomes

$$
{ }^{n_{1}} \beta(n, \sigma) \beta\left(n_{1}, n \sigma\right)=\beta\left(n_{1}, n\right) \beta\left(n_{1} n, \sigma\right),
$$

and from (3.11) and (3.9) the above equation becomes

$$
\begin{equation*}
{ }^{n_{1}} \beta(n, \sigma) \beta\left(n_{1}, \sigma\right)=\beta\left(n_{1} n, \sigma\right) . \tag{3.12}
\end{equation*}
$$

We define the map $\zeta_{\sigma}: N \rightarrow E^{*}, n \mapsto \beta(n, \sigma)$, for $\sigma \in G$ and $n \in N$. From (3.12) we have

$$
\zeta_{\sigma}\left(n_{1} n_{2}\right)={ }^{n_{1}} \zeta_{\sigma}\left(n_{2}\right) \zeta_{\sigma}\left(n_{1}\right)
$$

for $n_{1}, n_{2} \in N$ and $\sigma \in G$. Hence $\zeta_{\sigma}$ is a 1-cocycle, and since $H^{1}\left(G, E^{*}\right)=1$, there exists an element $k_{\sigma} \in E^{*}$ such that

$$
\beta(n, \sigma)=\zeta_{\sigma}(n)={ }^{n} k_{\sigma} k_{\sigma}^{-1} \quad \text { for all } n \in N .
$$

Hence

$$
\begin{equation*}
\beta(n, \sigma)=\zeta_{\sigma}(n)={ }^{n} k_{\sigma} k_{\sigma}^{-1} . \tag{3.13}
\end{equation*}
$$

Now we consider the elements $\psi_{\sigma}=k_{t_{0}}$ for $\sigma=t_{0} n_{0}$ as in (3.4), and we get

$$
\psi: G \times G \rightarrow E^{*} \quad \text { with } \quad \psi(\sigma, \tau)=\psi_{\sigma}{ }^{\sigma} \psi_{\tau} \psi_{\sigma \tau}^{-1}
$$

It is clear that $\psi \in B^{2}\left(G, E^{*}\right)$ and the following hold:

$$
\begin{equation*}
\psi_{\sigma n}=\psi_{\sigma}=\psi_{n \sigma} \quad \text { and } \quad \psi_{n}=1, \quad \text { for } n \in N, \sigma \in G \tag{3.14}
\end{equation*}
$$

Let $\delta: G \times G \rightarrow E$ with $\delta(\sigma, \tau)=\psi_{\sigma}{ }^{\sigma} \psi_{\tau} \psi_{\sigma \tau}^{-1} \beta(\sigma, \tau)$. Then $\delta$ is a cocycle cohomologous to $\beta$, and using (3.4), (3.10), (3.13) and (3.14) we obtain consecutively

$$
\begin{aligned}
\beta(n, \sigma) & =\psi_{n}{ }^{n} \psi_{\sigma} \psi_{n \sigma}^{-1} \delta(n, \sigma), \\
\beta\left(n, t_{0} n_{0}\right) & =\psi_{n}{ }^{n} \psi_{t_{0} n_{0}} \psi_{t_{0} n_{0}}^{-1} \delta(n, \sigma), \\
\beta\left(n, t_{0}\right) & ={ }^{n} k_{t_{0}} k_{t_{0}}^{-1} \delta(n, \sigma), \\
{ }^{n} k_{t_{0}} k_{t_{0}}^{-1} & ={ }^{n} k_{t_{0}} k_{t_{0}}^{-1} \delta(n, \sigma),
\end{aligned}
$$

and finally

$$
\begin{equation*}
\delta(n, \sigma)=1 \quad \text { for } n \in N \text { and } \sigma \in G \tag{3.15}
\end{equation*}
$$

Moreover from the definition of $\psi$ and $\delta$, and the equations (3.9), (3.14) we get the following implications, for $\beta$ and for $\sigma \in G$ and $n \in N$ :

$$
\beta(\sigma, n)=\psi_{\sigma}{ }^{\sigma} \psi_{n} \psi_{\sigma n}^{-1} \delta(\sigma, n), \quad \text { so } \quad 1=\psi_{\sigma} \psi_{\sigma}^{-1} \delta(\sigma, n)
$$

that is,

$$
\begin{equation*}
\delta(\sigma, n)=1 \quad \text { for } \sigma \in G \text { and } n \in N \tag{3.16}
\end{equation*}
$$

Now applying the cocycle equation (1.1) for the cocycle $\delta$ and for the elements $\sigma, \tau \in G$ and $n \in N$, using (3.15) and (3.16) we get

$$
{ }^{\sigma} \delta(\tau, n) \delta(\sigma, \tau n)=\delta(\sigma, \tau) \delta(\sigma \tau, n)
$$

and hence

$$
\begin{equation*}
\delta(\sigma, \tau n)=\delta(\sigma, \tau) \tag{3.17}
\end{equation*}
$$

for $\sigma, \tau \in G$ and $n \in N$.
Again from the cocycle equation (1.1) for the elements $\sigma, n, \tau$ and for the weak cocycle $\delta$, using (3.15) and (3.16) for $\sigma, \tau \in G$ and $n \in N$, we obtain

$$
{ }^{\sigma} \delta(n, \tau) \delta(\sigma, n \tau)=\delta(\sigma, n) \delta(\sigma n, \tau)
$$

so that

$$
\begin{equation*}
\delta(\sigma, n \tau)=\delta(\sigma n, \tau) \tag{3.18}
\end{equation*}
$$

Now for $\sigma, \tau \in G$ and $n_{1}, n_{2} \in N$, and using (3.17) and (3.18), we get

$$
\begin{equation*}
\delta\left(\sigma n_{1}, \tau n_{2}\right)=\delta\left(\sigma n_{1}, \tau\right)=\delta\left(\sigma, n_{1} \tau\right)=\delta\left(\sigma, \tau n_{1}^{\prime}\right)=\delta(\sigma, \tau) \tag{3.19}
\end{equation*}
$$

where $n_{1} \tau=\tau n_{1}^{\prime}$ for some $n_{1}^{\prime} \in N$.

In order to finish the proof of the lemma it is sufficient to prove that $\delta(\sigma, n) \in E^{N}$ for $\sigma, \tau \in G$. For this, let $n \in N$ and $\sigma, \tau \in G$. Then the cocycle equation (1.1) for the cocycle $\delta$ and for the elements $n, \sigma, \tau$ becomes

$$
{ }^{n} \delta(\sigma, \tau) \delta(n, \sigma \tau)=\delta(n, \sigma) \delta(n \sigma, \tau) .
$$

Now let $n \sigma=\sigma n^{\prime}$ for some $n^{\prime} \in N$. From (3.15) and (3.19), the above equation becomes

$$
{ }^{n} \delta(\sigma, \tau)=\delta(n \sigma, \tau)=\delta\left(\sigma n^{\prime}, \tau\right)=\delta(\sigma, \tau) .
$$

Hence $\delta(\sigma, \tau) \in E^{N}$ and the result follows.
Theorem 3.2. Let $G$ be a group acting on a field $E$, and $N$ a normal subgroup of $G$ with fixed field $E^{N}$ such that $H^{1}\left(N, E^{*}\right)=1$. Then the sequence

$$
1 \rightarrow M_{\varepsilon}^{2}\left(G / N, E^{N}\right) \xrightarrow{\operatorname{Inf}} M_{\hat{\varepsilon}}^{2}(G, E) \xrightarrow{\mathrm{Res}} H^{2}\left(N, E^{*}\right)
$$

is exact. Moreover the equality $H^{2}\left(N, E^{*}\right)=1$ yields

$$
M_{\varepsilon}^{2}\left(G / N, E^{N}\right) \simeq M_{\hat{\varepsilon}}^{2}(G, E) .
$$

Proof. First we prove that $\operatorname{Ker}(\operatorname{Inf})=\{[\varepsilon]\}$. Let $\alpha: G / N \times G / N \rightarrow E^{N}$ be a weak cocycle and $\hat{\alpha}: G \times G \rightarrow E$ be defined by $\hat{\alpha}(\sigma, \tau)=\alpha(\sigma N, \tau N)$. Then $\operatorname{Inf}[\alpha]=[\hat{\alpha}]$. Let $[\alpha] \in \operatorname{Ker}(\operatorname{Inf})$, so $[\hat{\alpha}]=[\hat{\varepsilon}]$. Then there exist elements $\mu_{\sigma} \in E^{*}$, for $\sigma \in G$, such that

$$
\hat{\alpha}(\sigma, \tau)=\mu_{\sigma}{ }^{\sigma} \mu_{\tau} \mu_{\sigma \tau}^{-1} \hat{\varepsilon}(\sigma, \tau) \quad \text { for } \sigma, \tau \in G .
$$

We remark that for $n_{1}, n_{2} \in N$,

$$
\hat{\alpha}\left(n_{1}, n_{2}\right)=1, \quad \text { so } \quad \mu_{n_{1} n_{2}}=\mu_{n_{1}}{ }^{n_{1}} \mu_{n_{2}},
$$

hence for the $\operatorname{map} \mu: G \rightarrow E^{*}, \mu(\sigma)=\mu_{\sigma}$, we see that $\left.\mu\right|_{N}$ is a 1-cocycle and $\left[\left.\mu\right|_{N}\right] \in H^{1}\left(N, E^{*}\right)=1$, by assumption. Therefore, there exists an element $k \in E^{*}$ such that $\mu(n)={ }^{n} k \cdot k^{-1}$ for $n \in N$. Now we consider the map $\varphi: G \rightarrow E^{*}$ such that $\mu(\sigma)={ }^{\sigma} k k^{-1} \varphi(\sigma)$. Then

$$
\begin{equation*}
\varphi(n)=1 \quad \text { for } n \in N, \tag{3.20}
\end{equation*}
$$

and

$$
\begin{aligned}
\hat{\alpha}(\sigma, \tau) & ={ }^{\sigma} \mu_{\tau} \mu_{\sigma} \mu_{\sigma \tau}^{-1} \hat{\varepsilon}(\sigma, \tau) \\
& \left.={ }^{\sigma}\left[{ }^{\tau} k k^{-1} \varphi(\tau)\right]\right]^{\sigma} k k^{-1} \varphi(\sigma)\left[{ }^{\sigma \tau} k k^{-1} \varphi(\sigma \tau)\right]^{-1} \hat{\varepsilon}(\sigma, \tau) \\
& ={ }^{\sigma \tau} k\left({ }^{\sigma} k\right)^{-1}{ }^{\sigma} \varphi(\tau){ }^{\sigma} k k^{-1} \varphi(\sigma)\left({ }^{\sigma \tau} k\right)^{-1} k \varphi(\sigma \tau)^{-1} \hat{\varepsilon}(\sigma, \tau),
\end{aligned}
$$

and consequently

$$
\begin{equation*}
\hat{\alpha}(\sigma, \tau)={ }^{\sigma} \varphi(\tau) \varphi(\sigma) \varphi(\sigma \tau)^{-1} \hat{\varepsilon}(\sigma, \tau) . \tag{3.2.2}
\end{equation*}
$$

The above equation, for $\tau=n \in N$, yields

$$
\begin{equation*}
\hat{\alpha}(\sigma, n)=\varphi(\sigma)^{\sigma} \varphi(n) \varphi(\sigma n)^{-1} \hat{\varepsilon}(\sigma, n) . \tag{3.22}
\end{equation*}
$$

Since $\hat{\alpha}(\sigma, n)=\hat{\varepsilon}(\sigma, n)=1$, using (3.20), the equation (3.22) gets the form

$$
\begin{equation*}
\varphi(\sigma n)=\varphi(\sigma) \quad \text { for } \sigma \in G, n \in N . \tag{3.23}
\end{equation*}
$$

Moreover, the equation (3.21), for $\sigma=n \in N$, yields

$$
\hat{\alpha}(n, \tau)=\varphi(n)^{n} \varphi(\tau) \varphi(n \tau)^{-1} \hat{\varepsilon}(n, \tau),
$$

and since $\hat{\alpha}(n, \tau)=\hat{\varepsilon}(n, \tau)=1$, in view of 3.20 we get

$$
\begin{equation*}
{ }^{n} \varphi(\sigma)=\varphi(n \sigma) \quad \text { for } \sigma \in G, n \in N . \tag{3.24}
\end{equation*}
$$

We remark that since $N \unlhd G$, we have $n \sigma=\sigma n^{\prime}$ for some $n^{\prime} \in N$. Hence (3.24) gets the form

$$
{ }^{n} \varphi(\sigma)=\varphi(n \sigma)=\varphi\left(\sigma n^{\prime}\right)=\varphi(\sigma),
$$

therefore we get

$$
{ }^{n} \varphi(\sigma)=\varphi(\sigma) \quad \text { for } \sigma \in G, n \in N .
$$

This means that $\varphi(\sigma) \in E^{N}$ for $\sigma \in G$. So there exists the map

$$
\psi: G / N \rightarrow E^{N}, \quad \psi(g N)=\varphi(g)
$$

such that, for $\sigma, \tau \in G, \alpha(\sigma N, \tau N)=\psi(\sigma N)^{\sigma N} \psi(\tau N) \psi(\sigma \tau N)^{-1} \varepsilon(\sigma N, \tau N)$. In other words, the cocycle $\alpha$ is cohomologous to $\varepsilon$ and so $\operatorname{Ker}(\operatorname{Inf})=\{[\varepsilon]\}$.

To complete the proof we have to show that $\operatorname{Res} \circ \operatorname{Inf}=1$. Let $[\alpha] \in$ $M_{\varepsilon}^{2}\left(G / N, E^{N}\right)$ and $[\hat{\alpha}]=\operatorname{Inf}[\alpha]$. Then $\hat{\alpha}\left(n_{1}, n_{2}\right)=1$ for $n_{1}, n_{2} \in N$, and so Res $\circ \operatorname{Inf}[\alpha]=[1]$. Hence $\operatorname{Im}(\operatorname{Inf}) \subseteq \operatorname{Ker}(\operatorname{Res})$. In order to prove that $\operatorname{Ker}(\operatorname{Res}) \subseteq \operatorname{Im}(\operatorname{Inf})$, let $\alpha: G \times G \rightarrow E$ be a cocycle such that $\left.\alpha\right|_{N \times N} \in B^{2}(G, E)$. Then from Lemma 3.1, $\alpha$ is cohomologous to a cocycle $\beta: G \times G \rightarrow E$ such that $\beta\left(\sigma n_{1}, \tau n_{2}\right)=\beta(\sigma, \tau) \in E^{N}$ for $\sigma, \tau \in G$ and $n_{1}, n_{2} \in N$. Therefore there exists a cocycle $\gamma: G / N \times G / N \rightarrow E^{N}$, $\gamma(\sigma N, \tau N)=\beta(\sigma, \tau)$, so that $\operatorname{Inf}[\gamma]=[\beta]=[\alpha]$, and this means that $\operatorname{Ker}(\operatorname{Res}) \subseteq \operatorname{Im}(\operatorname{Inf})$.

Let now $R$ be a complete discrete valuation ring, let $K, L, S, \pi_{K}, \pi S, G=$ $\operatorname{Gal}(L / K), \bar{S}, \bar{R}, f$ be as in Section 2, and let $G_{1}$ denote the first ramification group of $L / K$, that is:

## Definition 3.3.

$$
G_{1}=\left\{\sigma \in G \mid \sigma(a) \equiv a\left(\bmod \left(\pi_{K}\right)^{2}\right) \text { for all } a \in S\right\} .
$$

The following result generalizes $\mathbf{7}$, Lemma 1.1], and implies the isomorphism $H^{2}\left(G / G_{1}, \bar{S}^{*}\right) \cong H^{2}(G, \bar{S})$.

Proposition 3.4. Let $G=\operatorname{Gal}(L / K)$ be as in (2.1) and let $\varepsilon: G / G_{1} \times$ $G / G_{1} \rightarrow \bar{S}$ be an idempotent cocycle, where $G_{1}$ is the first ramification group (3.3) of $L / K$. Then the inflation map $M_{\varepsilon}^{2}\left(G / G_{1}, \bar{S}\right) \xrightarrow{\operatorname{Inf}} M_{\hat{\varepsilon}}^{2}(G, \bar{S})$ is a group isomorphism.

Proof. The first ramification group $G_{1}$ acts trivially on the field $\bar{S}$ and $\left(\left|G_{1}\right|,\left|S^{*}\right|\right)=1$, hence $H^{1}\left(G_{1}, \bar{S}^{*}\right)=1[8, \S 39]$. Also $H^{2}\left(G_{1}, \bar{S}^{*}\right)=1$. Now from Theorem 3.2 we get the exact sequence

$$
1 \rightarrow M_{\varepsilon}^{2}\left(G / G_{1}, \bar{S}^{G_{1}}\right) \xrightarrow{\mathrm{Inf}} M_{\hat{\varepsilon}}^{2}(G, \bar{S}) \xrightarrow{\mathrm{Res}} H^{2}\left(G_{1}, \bar{S}^{*}\right)=1,
$$

and the result follows.
Now we are able to prove one of the main results of this paper.
Theorem 3.5. Let $G=G(L / K)$ be the group (2.1), $G_{1}=\operatorname{Ram}_{1}(L / K)$ the first ramification group (3.3), and let $\hat{\varepsilon}: G \times G \rightarrow \bar{S}$ be an idempotent cocycle such that there exists an idempotent cocycle $\varepsilon: G / G_{1} \times G / G_{1} \rightarrow \bar{S}$ satisfying the relation $\hat{\varepsilon}(\sigma, \tau)=\varepsilon\left(\sigma G_{1}, \tau G_{1}\right)$. Then:
(i) For every cocycle $\alpha: G \times G \rightarrow \bar{S}$ such that $[\alpha] \in M_{\hat{\varepsilon}}^{2}(G, \bar{S})$, there exists a cocycle $\hat{\beta}: G \times G \rightarrow \bar{S}$ such that $\hat{\beta}$ is cohomologous to $\alpha$ and $\hat{\beta}(\sigma, \tau)=1$ if $\sigma$ or $\tau$ belongs to $G_{1}$.
(ii) For every cocycle $\alpha: G \times G \rightarrow S^{\#}$ such that $[\bar{\alpha}] \in M_{\hat{\varepsilon}}^{2}(G, \bar{S})$, where $\bar{\alpha}(\sigma, \tau)=\alpha(\sigma, \tau) \bmod \pi S$, there exists a cocycle $\beta: G \times G \rightarrow S^{\#}$ such that $\beta$ is cohomologous to $\alpha$ and $\beta(\sigma, \tau) \in 1+\pi S$ if $\sigma \in G_{1}$ or $\tau \in G_{1}$.
(iii) The first ramification group $G_{1}$ is a subgroup of the inertial group $H$ of the cocycle $\alpha$.
Proof. (i) We consider the inflation map

$$
M_{\varepsilon}^{2}\left(G / G_{1}, \bar{S}\right) \xrightarrow{\text { Inf }} M_{\hat{\varepsilon}}^{2}(G, \bar{S}) .
$$

If $\alpha: G \times G \rightarrow \bar{S}$ is a cocycle such that $[\alpha] \in M_{\hat{\varepsilon}}^{2}(G, \bar{S})$ then, by Proposition 3.4, there exists $[\beta] \in M_{\varepsilon}^{2}\left(G / G_{1}, \bar{S}\right)$ such that $\operatorname{Inf}[\beta]=[\hat{\beta}]=[\alpha]$. Then $\hat{\beta}: G \times G \rightarrow \bar{S}$ is a cocycle having the required properties.
(ii) Let $\alpha: G \times G \rightarrow S^{\#}$ be a cocycle. Then from (i) there exists a cocycle $\gamma$ such that $[\gamma]=[\bar{\alpha}]$ and $\gamma(\sigma, \tau)=1$ whenever $\sigma \in G_{1}$ or $\tau \in G_{1}$. Therefore there exist elements $\mu_{\sigma} \in \bar{S}^{*}$ for $\sigma \in G$ such that $\bar{\alpha}(\sigma, \tau)=\mu_{\sigma}{ }^{\sigma} \mu_{\tau} \mu_{\sigma \tau}^{-1}$ for $\sigma \in G_{1}$ or $\tau \in G_{1}$. Let $\mu(\sigma)=\bar{s}_{\sigma} \in \bar{S}$ for some $s_{\sigma} \in S$. Then $\bar{\alpha}(\sigma, \tau)=$ $\bar{s}_{\sigma}{ }^{\sigma_{\bar{s}}} \bar{\sigma}_{\sigma \tau}^{-1}$, and hence $\bar{\alpha}(\sigma, \tau)=\overline{s_{\sigma}{ }^{\sigma_{s_{\tau}} s_{\sigma \tau}-1}}$. So $\alpha(\sigma, \tau)-s_{\sigma}{ }^{{ }^{s_{\tau}}} s_{\sigma \tau}^{-1} \in \pi S$ whenever $\sigma \in G_{1}$ or $\tau \in G_{1}$. We remark that the cocycle $\beta: G \times G \rightarrow S^{\#}$, $\beta(\sigma, \tau)=s_{\sigma}^{-1} \sigma_{s_{\tau}^{-1} s_{\sigma \tau} \alpha(\sigma, \tau) \text {, has the required properties, and the result }}^{\text {a }}$ follows.
(iii) From (ii) we see that $\beta(\sigma, \tau) \in 1+\pi S$ if $\sigma \in G_{1}$ or $\tau \in G_{1}$. Hence if $\sigma \in G_{1}$ or $\tau \in G_{1}$, then $\beta(\sigma, \tau) \in S^{*}$. Now from the definition of the inertial group $H$ and the fact that the cocycle $\alpha$ is cohomologous to $\beta$, we conclude that $G_{1}$ is a subgroup of $H$.

We remark that if $\alpha: G \times G \rightarrow S^{*}$ is a factor set, then there exists a factor set $\beta: G \times G \rightarrow S^{*}$ cohomologous to $\alpha$ such that $\beta(\sigma, \tau) \in 1+\pi S$
whenever $\sigma$ or $\tau$ belongs to $G_{1}$ (see [7, Lemma 1.3]). Theorem 3.5 gives a condition for an analogous result to hold in the case of a cocycle, and hence a condition for $G_{1} \leq H$.
4. The Jacobson radical of $\Lambda$. Throughout this section we assume that $\Lambda$ is a weak crossed product order (2.2) in the algebra (2.3) for a cocycle $\alpha: G \times G \rightarrow S^{\#}$. In this section we study the Jacobson radical of $\Lambda$ for any finite field extension $L / K$ and a local field $K$. We denote by rad the Jacobson radical and follow the notation of the previous sections. We need the following result of Wilson (see [32, Lemmas 2.3 and 2.5]).

Lemma 4.1. Let $\alpha: G \times G \rightarrow S^{\#}$ be a weak cocycle. Then:
(i) For $\sigma \in G$ and $h \in H$, the elements $\alpha(\sigma, h)$ and $\alpha(h, \sigma)$ are both units of $S$.
(ii) If $\sigma, \tau \in G \backslash H$ and $\sigma \tau \in H$, then $\alpha(\sigma, \tau)$ is not a unit of $S$.

Proposition 4.2. $\operatorname{rad} \Lambda=\operatorname{rad} \Lambda_{H} \oplus I$, where $I=\bigoplus_{\sigma \in G-H} S u_{\sigma}$.
Proof. Since $\Lambda=\Lambda_{H} \oplus I$, we consider the map

$$
\varphi: \Lambda_{H} \oplus I \rightarrow \Lambda_{H} / \operatorname{rad} \Lambda_{H}, \quad \lambda_{H}+x \mapsto \lambda_{H}+\operatorname{rad} \Lambda_{H},
$$

for $x \in I$. It is clear that $\varphi$ is an epimorphism of additive groups with kernel equal to $\operatorname{rad} \Lambda_{H} \oplus I$. We prove that $\varphi$ preserves ring multiplication. Let $\lambda_{H}, \lambda_{H}^{\prime} \in \Lambda_{H}$ and $x, x^{\prime} \in I$. Then

$$
\left(\lambda_{H}+x\right)\left(\lambda_{H}^{\prime}+x^{\prime}\right)=\lambda_{H} \lambda_{H}^{\prime}+\lambda_{H} x^{\prime}+x \lambda_{H}^{\prime}+x x^{\prime} .
$$

We remark that $\lambda_{H} \lambda_{H}^{\prime} \in \Lambda_{H}$. Moreover $\lambda_{H} x^{\prime}, x \lambda_{H}^{\prime} \in I$. Indeed, for $h \in H$ and $\sigma \in G-H$ we see that the elements

$$
u_{h} u_{\sigma}=\alpha(h, \sigma) u_{h \sigma} \quad \text { and } \quad u_{\sigma} u_{h}=\alpha(\sigma, h) u_{\sigma h}
$$

belong to $I$, and therefore $\lambda_{H} x^{\prime}$ and $x \lambda_{H}^{\prime}$ belong to $I$. For the element $x x^{\prime}$, let

$$
x=\sum_{\sigma \in G-H} s_{\sigma} u_{\sigma} \quad \text { and } \quad x^{\prime}=\sum_{\tau \in G-H} s_{\tau} u_{\tau} .
$$

Then $x x^{\prime}=\sum s_{\sigma} s_{\tau}^{\sigma} \alpha(\sigma, \tau) u_{\sigma \tau}$. If $\sigma \tau \notin H$ then $u_{\sigma \tau} \in I$, and so $x x^{\prime} \in I$. If $\sigma \tau \in H$, then from Lemma 4.1(ii) we deduce that $\alpha(\sigma, \tau) \in \pi S$ and $s_{\sigma} s_{\tau}^{\sigma} \alpha(\sigma, \tau) u_{\sigma \tau} \in \pi \Lambda_{H}$. But $\pi \Lambda_{H} \subset \operatorname{rad} \Lambda_{H}$, and so $x x^{\prime} \in \operatorname{rad} \Lambda_{H}$. Therefore in any case $x x^{\prime} \in \operatorname{rad} \Lambda_{H} \oplus I$. Hence

$$
\varphi\left[\left(\lambda_{H}+x\right)\left(\lambda_{H}^{\prime}+x^{\prime}\right)\right]=\lambda_{H} \lambda_{H}^{\prime}+\operatorname{rad} \Lambda_{H}=\varphi\left(\lambda_{H}+x\right) \varphi\left(\lambda_{H}^{\prime}+x^{\prime}\right) .
$$

So we get

$$
\Lambda_{H} \oplus I /\left(\operatorname{rad} \Lambda_{H} \oplus I\right) \cong \Lambda_{H} / \operatorname{rad} \Lambda_{H},
$$

and so $\operatorname{rad} \Lambda_{H} \oplus I \supset \operatorname{rad} \Lambda, \Lambda_{H}$ being semisimple. It remains to prove that $\operatorname{rad} \Lambda \supset \operatorname{rad} \Lambda_{H} \oplus I$. For this we have to prove that there is a natural number
$k$ such that $\left(\operatorname{rad} \Lambda_{H} \oplus I\right)^{k} \subset \pi \Lambda$, in other words $\left(\operatorname{rad} \Lambda_{H} \oplus I\right) / \pi \Lambda$ is a nilpotent ideal of the $\bar{R}$-algebra $\Lambda / \pi \Lambda, \operatorname{rad} \Lambda_{H} \oplus I$ being an ideal of $\Lambda$ containing $\pi \Lambda$. In order to prove that $\left(\operatorname{rad} \Lambda_{H} \oplus I\right) / \pi \Lambda$ is a nilpotent ideal of $\Lambda / \pi \Lambda$ it is enough to show that it has an $\bar{R}$-basis consisting of nilpotent elements, by a theorem of Wedderburn (see [19, Ch. 11, Theorem 1.15]). Since, for $x \in \operatorname{rad} \Lambda_{H}$, the element $x+\pi \Lambda \in \Lambda / \pi \Lambda$ is nilpotent, it is enough to prove that an element $s u_{\sigma}+\pi \Lambda$, for $s \in S$ and $\sigma \in G-H$, is nilpotent. For this let $\sigma \in G-H$ and $k$ be the smallest natural number such that $\sigma^{k} \in H$. Then

$$
\begin{aligned}
\left(u_{\sigma}\right)^{k} & =\left(\prod_{i=1}^{k-1} \sigma^{k-i-1} \alpha\left(\sigma, \sigma^{k-1}\right)\right) u_{\sigma^{k}} \\
& =\left(\prod_{i=1}^{k-2} \sigma^{k-i-1} \alpha\left(\sigma, \sigma^{k-1}\right)\right) \sigma_{\alpha\left(\sigma, \sigma^{k-1}\right)} u_{\sigma^{k}}
\end{aligned}
$$

Hence $\left(u_{\sigma}\right)^{k} \in \pi \Lambda$ because $\alpha\left(\sigma, \sigma^{k-1}\right) \in \pi S$, by Lemma 4.1(ii). Therefore $\operatorname{rad} \Lambda \supset \operatorname{rad} \Lambda_{H} \oplus I$, and we have proved that $\operatorname{rad} \Lambda=\operatorname{rad} \Lambda_{H} \oplus I$.

For the next theorem we need some more notation. Let $H_{1}$ be the first ramification group of the field extension $L / L^{H}$ with corresponding field $L^{H_{1}}$, and let $\alpha_{1}$ be the restriction of the factor set $\alpha_{H}$ to $H_{1} \times H_{1}$. Then

$$
A_{H_{1}}:=\left(L^{H_{1}} / L^{H}, \alpha_{1}\right) \cong \operatorname{End}_{D_{1}}\left(V_{1}\right) \cong M_{r_{1}}\left(D_{1}\right)
$$

for a division ring $D_{1}$ centrally containing $L^{H}$ with index, say, $m_{1}$. Moreover let $\Delta_{1}$ be the unique maximal $S^{H}$-order in $D_{1}$ with maximal ideal $\Delta_{1} \pi_{D_{1}}$. We remark that $\Lambda_{H_{1}}:=\left(S^{H_{1}} / S^{H}, \alpha_{1}\right)$ is a hereditary $S^{H}$-order in $A_{H_{1}}$ since the extension $L^{H_{1}} / L^{H}$ is tamely ramified (see 31).

Theorem 4.3. Let $\Lambda=(S / R, \alpha)$ be a weak crossed product order (2.2) in the crossed product $K$-algebra $A=(L / K, \alpha)(2.3)$, and $H$ be the inertial group of the cocycle $\alpha$. Let $H_{1}$ be the first ramification group of the extension $L / L^{H}$, and $X$ be a complete set of representatives of the left cosets of $H_{1}$ in $H$. Then
(i)

$$
\operatorname{rad} \Lambda=\bigoplus_{\sigma \in X} \pi S u_{\sigma} \oplus\left(\bigoplus_{\substack{\sigma \in X \\ \rho \in H_{1}-\{1\}}} S u_{\sigma}\left(u_{\rho}-u_{1}\right)\right) \oplus\left(\bigoplus_{\sigma \in G-H} S u_{\sigma}\right)
$$

(ii) $\Lambda / \operatorname{rad} \Lambda \cong \Lambda_{H} / \operatorname{rad} \Lambda_{H} \cong \Lambda_{H_{1}} / \operatorname{rad} \Lambda_{H_{1}} \cong M_{f_{H}}\left(\Delta_{1} / \Delta_{1} \pi_{D_{1}}\right)^{e_{H} / m_{1}}$, where $f_{H}$ is the inertial degree of the extension $L / L^{H}, e_{H}$ is the tame ramification degree of the extension $L / L^{H}$, and $m_{1}$ is the index of $D_{1}$.

Proof. (i) This follows from Proposition 4.2 and [7, Proposition 1.4].
(ii) The result follows from Proposition 4.2 and [7, Theorem 1.9].

The above result extends the relevant result of Haile [13] for unramified extensions and that of Wilson 32 for tamely ramified extensions.
5. Maximal orders containing $\Lambda$. We follow the notation of Subsection 2.2. Let $\Gamma_{0}$ be a maximal $R$-order in the crossed product algebra $A \cong \operatorname{End}_{D}(V)$ (2.3) containing the weak crossed product $\Lambda \sqrt{2.2}$. From the structure of maximal orders (see $21, \S 17]$ ), there exists a unique up to isomorphism indecomposable $\Gamma_{0}$-lattice $M$ full in $V$, i.e. $K M=V$, which is a $\left(\Gamma_{0}, \Delta\right)$-lattice. Let $V=L \omega_{1} \oplus \cdots \oplus L \omega_{m}$. Then we can choose $M=S \omega_{1} \oplus \cdots \oplus S \omega_{m}$, and $M$ is also an indecomposable left $\Lambda$-lattice and a $(\Lambda, \Delta)$-bimodule. Of course $M$ is a left $\Gamma$-lattice for the unique principal $R$-order $\Gamma$ in $A$ containing $\Lambda$ (see Theorem 2.6). From the structure of hereditary orders we deduce that $\Gamma_{i}=\operatorname{End}_{\Delta}\left(\pi_{\Gamma}^{i} M\right), 0 \leq i \leq k-1$, are all the non-isomorphic maximal $R$-orders in $A$ containing $\Gamma$, where $\Gamma=\bigcap_{i=0}^{k-1} \Gamma_{i}$ and $\pi_{\Gamma}^{i} M, 0 \leq i \leq k-1$, are all the non-isomorphic indecomposable $\Gamma$-lattices. Therefore $\Gamma_{i}, 0 \leq i \leq k-1$, are all the non-isomorphic maximal $R$-orders containing $\Lambda$. Moreover $\pi_{\Gamma}^{i} M$, $0 \leq i \leq k-1$, are also non-isomorphic indecomposable left $\Lambda$-lattices, full in $V$ and $(\Lambda, \Delta)$-bimodules. If $N$ is another such left $\Lambda$-lattice, then $\operatorname{End}_{\Delta}(N)$ will be a maximal $R$-order in $A$, and hence one of $\Gamma_{i}, 0 \leq i \leq k-1$. This means that $N$ is isomorphic to one of $\pi_{\Gamma}^{i} M, 0 \leq i \leq k-1$. So we conclude with the following:

Proposition 5.1. Let $A$ be a crossed product algebra (2.3) and let $V=$ $L \omega_{1} \oplus \cdots \oplus L \omega_{m}$ be the unique simple $(A, D)$-bimodule. Let $M=S \omega_{1} \oplus \cdots \oplus$ $S \omega_{m}$ and $\Gamma_{0}:=\operatorname{End}_{\Delta}(M)$. Then:
(i) $\Gamma_{i}:=\pi_{\Gamma}^{i} \Gamma_{0}, 0 \leq i \leq k-1$, are all the maximal $R$-orders in $A$ containing the weak crossed product order $\Lambda$ (2.2).
(ii) $\pi_{\Gamma}^{i} M, 0 \leq i \leq k-1$, are all the non-isomorphic indecomposable -lattices which are $(\Lambda, \Delta)$-bimodules.
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