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SCHUBERT VARIETIES
AND REPRESENTATIONS OF DYNKIN QUIVERS

BY

GRZEGORZ BOBIŃSKI and GRZEGORZ ZWARA (Toruń)

Abstract. We show that the types of singularities of Schubert varieties in the flag
varieties Flagn, n ∈ N, are equivalent to the types of singularities of orbit closures for
the representations of Dynkin quivers of type A. Similarly, we prove that the types of
singularities of Schubert varieties in products of Grassmannians Grass(n, a)×Grass(n, b),
a, b, n ∈ N, a, b ≤ n, are equivalent to the types of singularities of orbit closures for
the representations of Dynkin quivers of type D. We also show that the orbit closures
in representation varieties of Dynkin quivers of type D are normal and Cohen–Macaulay
varieties.

1. Introduction. Throughout the paper k denotes a fixed algebraically
closed field. All varieties considered are defined over k. Following Hesselink
(see [8, (1.7)] and [1, (8.1)]) we call two pointed varieties (X , x0) and (Y, y0)
smoothly equivalent if there are smooth morphisms f : Z → X , g : Z → Y
and a point z0 ∈ Z with f(z0) = x0, g(z0) = y0. This is an equiva-
lence relation and equivalence classes will be denoted by Sing(X , x0). If
Sing(X , x0) = Sing(Y, y0) then the variety X is regular (respectively nor-
mal) at x0 if and only if the variety Y is regular (respectively normal) at y0

(see [7, Section 17] for more information about smooth morphisms).
Let G be an algebraic group acting regularly on a variety X. We are

interested in the types Sing(G ? x1, x0), where x0 and x1 are points of X.
The set of all such types will be denoted by SingG(X). Let B be a Borel
subgroup of G. Any B-orbit closure in X will be called a Schubert variety
in X. Recall that X is said to be spherical if it is a normal variety containing
a dense open B-orbit (equivalently, a normal variety containing only a finite
number of B-orbits). We will consider spherical varieties, where G = Gln is
a general linear group. By Bn we denote a Borel subgroup of Gln.

The variety Flagn = Gln /Bn of full flags is spherical. It is known that
all Schubert varieties in Gln /Bn have rational singularities (see for ex-
ample [10]). We denote by Sing(Flag) the union

⋃
n∈N SingBn(Flagn). Let P
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be a parabolic subgroup of Gln. We may assume that Bn ⊆ P . Using the
canonical fibre bundle Gln/Bn → Gln/P with smooth fibre P/Bn, one can
show that SingBn(Gln /P ) ⊆ SingBn(Flagn).

Let Grass(n, a) denote the Grassmannian variety of the a-dimensional
subspaces of kn. The product Grass(n, a) × Grass(n, b) equipped with the
diagonal action of Gln is also a spherical variety, for any nonnegative inte-
gers a and b with a, b ≤ n. If a + b ≤ n we will denote by O(n, a, b) the
maximal Gln-orbit of Grass(n, a)×Grass(n, b) consisting of the pairs (U, V )
of subspaces of kn such that U ∩ V = {0}. Obviously, O(n, a, b) is also a
spherical variety. We put

Sing(Grass2) =
⋃
{SingBn(Grass(n, a)×Grass(n, b)); a, b, n∈N, a, b≤ n},

Sing(O) =
⋃
{SingBn(O(n, a, b)); a, b, n ∈ N, a+ b ≤ n}.

Let Q = (Q0, Q1, s, e) be a finite quiver. Here Q0 is the set of vertices,
Q1 is the set of arrows and s, e : Q1 → Q0 are functions such that any
arrow α ∈ Q1 has the starting vertex s(α) and the ending vertex e(α).
We denote by rep(Q) the category of representations of the quiver Q. The
objects of rep(Q) are the tuples V = (Vi, fα)i∈Q0,α∈Q1 , where Vi are finite-
dimensional vector spaces over k and fα : Vs(α) → Ve(α) are k-linear maps.
A homomorphism between two representations V = (Vi, fα)i∈Q0,α∈Q1 and
W = (Wi, gα)i∈Q0,α∈Q1 is a collection (hi)i∈Q0 of linear maps hi : Vi →Wi

satisfying he(α)fα = gαhs(α) for any arrow α ∈ Q1. Furthermore, the se-
quence dimV = (dimk Vi)i∈Q0 is called a dimension vector of V .

Let d = (di)i∈Q0 ∈ NQ0 be a dimension vector. We define the affine space
repQ(d) as the set of the tuples V = (fα)α∈Q1 , where fα is a de(α) × ds(α)-
matrix with coefficients in k for any α ∈ Q1. The product Gl(d) =∏
i∈Q0

Gldi of general linear groups acts on repQ(d) by conjugations

g ? V = (ge(α)fαg
−1
s(α)

)α∈Q1

for any g = (gi)i∈Q0 ∈ Gl(d) and V = (fα)α∈Q1 ∈ repQ(d). The orbits
of this action correspond to the isomorphism classes of the representations
of Q with dimension vector d. We denote by Sing(A) and Sing(D) the set
of types of singularities of Gl(d)-orbit closures in repQ(d) for all dimension

vectors d ∈ NQ0 and Dynkin quivers Q of type An, n ≥ 1, and Dn, n ≥ 4,
respectively. If Q is a Dynkin quiver of type An and d ∈ NQ0 , then the
Gl(d)-orbit closures in repQ(d) are varieties with rational singularities
(see [9] and [3]). The idea of the proof is that

Sing(A) ⊆
⋃
{SingBn(Gln /Q); Q ⊆ Gln -parabolic, n ∈ N}.

Observe that the latter set equals Sing(Flag). Our main result shows that
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the reverse inclusion also holds, and extends this to the case of Dynkin
quivers of type D.

Theorem 1. Sing(Flag) = Sing(A) and Sing(Grass2) = Sing(O) =
Sing(D).

An interesting problem is to find if the orbit closures in representation
varieties of Dynkin quivers of type D and E have rational singularities, or
at least are normal or Cohen–Macaulay. We know that they are unibranch
varieties, by [13, Corollary 3] and the connection between the representa-
tion varieties of a quiver Q and module varieties of the corresponding path
algebra kQ, established in [4]. From [6, Theorem 2] it follows that the Schu-
bert varieties in O(n, a, b) are normal and Cohen–Macaulay. Moreover, in
the case of characteristic zero they have rational singularities (see [6, Re-
mark 3]). As a consequence, we derive a new result on the geometry of orbit
closures in representation varieties of Dynkin quivers of type D.

Corollary 2. Let Q be a Dynkin quiver of type Dn and d ∈ NQ0 . Then
the Gl(d)-orbit closures in repQ(d) are normal and Cohen–Macaulay vari-
eties. Furthermore, they have rational singularities if k is of characteristic
zero.

By Theorem 1, we also obtain the same result for the Schubert varieties
in products of two Grassmannians.

Corollary 3. The Schubert varieties in Grass(n, a) × Grass(n, b),
a, b, n ∈ N, a, b ≤ n, are normal and Cohen–Macaulay. In addition, they
have rational singularities provided k is of characteristic zero.

The next section contains a reduction of the proof of Theorem 1 to
Proposition 11 about the existence of some special exact functors between
categories of representations of quivers. Section 3 is devoted to the proof
of Proposition 11. For basic background on the representation theory of
algebras we refer to [2] and [11].

We thank Michel Brion for the explanations concerning geometric prop-
erties of Schubert varieties in products of two Grassmannians, and Markus
Reineke for useful comments during the preparation of the paper.

2. Proof of Theorem 1. Let m and n be two positive integers and
Mn×m denote the affine space of n×m-matrices with coefficients in k. The
group Gl((n,m)) = Gln×Glm acts on Mn×m via (g, h) ? f = gfh−1. We
denote by Mn×m the open subset in Mn×m consisting of the matrices of
rank m. Thus Mn×m can be identified with the set of injective linear maps
km → kn. The set M is empty provided m > n. It is well known that the
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canonical morphism

Mn×m → Grass(n,m), f 7→ im f,

is a Gln-equivariant principal Glm-bundle if n ≥ m. Using this fact we shall
construct more complicated principal bundles.

Let Q be a finite quiver and d ∈ NQ0 . Then the set

mono-repQ(d) =
∏

α∈Q1

Mde(α)×ds(α)

is a Gl(d)-invariant open subset of repQ(d). Observe that mono-repQ(d) is
not empty if and only if de(α) ≥ ds(α) for any arrow α ∈ Q1.

Lemma 4. Let Q be the equioriented Dynkin quiver of type An
1

α1−→ 2
α2−→ . . .

αn−2−−−→ (n− 1)
αn−1−−−→ n

and d = (d1, . . . , dn) = (1, . . . , n) ∈ NQ0 . Then the map

π : mono-repQ(d)→ Flagn,

which sends a tuple V = (fαi)1≤i≤n−1 to the flag

(0 ⊂ im(fαn−1fαn−2 . . . fα2fα1) ⊂ . . . ⊂ im(fαn−1fαn−2) ⊂ im(fαn−1)),

is a Gln-equivariant principal H-bundle, where H =
∏n−1
i=1 Gli.

Proof. Let Q̃ be the quiver

1

β1
''OOOOOOOOOOOOOO 2

β2

  
@@@@@@@@ . . . (n− 2)

βn−2

zzvvvvvvvvv
(n− 1)

βn−1
ttiiiiiiiiiiiiiiiiiiii

n

Since the set Q̃0 of vertices of Q̃ equals Q0, the variety mono-rep
Q̃

(d) is
defined. Consider the following commutative square:

mono-repQ(d) ı //

π

��

mono-rep
Q̃

(d)

%

��

Flagn


//
∏n−1
i=1 Grass(n, i)

where

ı((fαi)1≤i<n) = (fαn−1fαn−2 . . . fα2fα1 , . . . , fαn−1fαn−2 , fαn−1),

(0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vn−1 ⊂ kn) = (V1, V2, . . . , Vn−1),

%((fβi)1≤i<n) = (im fβ1 , im fβ2 , . . . , im fβn−1).

The morphisms ı and  are closed immersions equivariant with respect to
the action of Gl(d) and Gln, respectively. Moreover, the morphism % is a
product of the canonical morphisms

Mn×i → Grass(n, i), 1 ≤ i < n.
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Then % is a Gln-equivariant principle H-bundle and, consequently, the same
holds for π, since the above commutative square is cartesian.

We glue two copies of the quiver considered in the above lemma. More
precisely, let Q[n] denote the following Dynkin quiver of type A2n−1:

1
α1−→ 2

α2−→ . . .
αn−1−−−→ n

βn−1←−−− . . . β2←− (2n− 2)
β1←− (2n− 1)

and d[n] = (1, 2, . . . , n− 1, n, n− 1, . . . , 2, 1) ∈ N(Q[n])0 .

Proposition 5. SingGl(d[n])(mono-repQ[n](d[n])) = SingBn(Flagn) for
any n ∈ N.

Proof. Consider the variety Flagn×Flagn equipped with the diagonal
action of Gln. Since the Gln-equivariant projection

Flagn×Flagn → Flagn, (f, f ′) 7→ f ′,

is a fibre bundle with the Bn-variety Flagn as a typical fibre,

SingGln(Flagn×Flagn) = SingBn(Flagn).

We shall identify Gl(d[n]) with Gln×H × H, where H =
∏n−1
i=1 Gli. By

Lemma 4, the Gln-equivariant morphism

π : mono-repQ[n](d[n])→ Flagn×Flagn,

which sends a tuple V = (fαi , fβi)1≤i≤n−1 to the pair of flags

(0 ⊂ im(fαn−1fαn−2 . . . fα2fα1) ⊂ . . . ⊂ im(fαn−1fαn−2) ⊂ im(fαn−1),

0 ⊂ im(fβn−1fβn−2 . . . fβ2fβ1) ⊂ . . . ⊂ im(fβn−1fβn−2) ⊂ im(fβn−1)),

is a principal H ×H-bundle. In particular, the inverse image π−1 induces a
bijection, preserving closures and their types of singularities, between the set
of Gln-orbits in Flagn×Flagn and the set of Gl(d[n])-orbits in the variety
mono-repQ[n](d[n]).

As a direct consequence of the above proposition we get the inclusion
Sing(Flag) ⊆ Sing(A). As was mentioned in Section 1, the reverse inclusion
follows from [9] and [3]. However, we give a different proof, which will be
easily generalized to the case of Dynkin quivers of type D.

We shall use three operations on pairs (Q,d), where Q is a quiver and
d ∈ NQ0 a dimension vector. The first operation was introduced in [5, Sec-
tion 5.2], and makes it possible to shrink an arrow α ∈ Q1 with s(α) 6= e(α)
and ds(α) = de(α). For example, if we perform the first operation on the
quiver

1
β

//2′
σ //2′′
γ

oo
δ //3
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with the dimension vector (d1, d2′ , d2′′ , d3) = (2, 6, 6, 9) and on the arrow σ,
we get the quiver

1
β

//2

γ

CC
δ //3

with the dimension vector (d1, d2, d3) = (2, 6, 9). Let Q̃ denote the quiver
obtained from Q by removing α and identifying the vertices s(α) and e(α).

Furthermore, let d̃ ∈ NQ̃0 be the dimension vector obtained from d by
identifying the two equal coordinates ds(α) and de(α).

Lemma 6. Assume that the pairs (Q,d) and (Q̃, d̃) are as above. Then

SingGl(d)(mono-repQ(d)) = Sing
Gl(d̃)

(mono-repQ̃(d̃)).

Proof. We have the obvious projection of varieties

π : mono-repQ(d)→ mono-rep
Q̃

(d̃).

From the definition of the varieties mono-repQ(d) we conclude that fα is
a bijection for any tuple V = (fβ)β∈Q1 ∈ mono-repQ(d). Hence the claim
follows from [5, Section 5.2].

The second operation replaces one arrow by two. Let Q be a quiver
with a dimension vector d ∈ NQ0 . Choose an arrow α in Q1 such that
de(α) − ds(α) ≥ 2, and an integer b such that ds(α) < b < de(α). We define a

new quiver Q̃ in the following way. The vertices of Q̃ are all the vertices of Q
and a new vertex x, while the arrows of Q̃ are all the arrows of Q except α,
and two new arrows α′ : s(α)→ x and α′′ : x→ e(α). Furthermore, we put

d̃ to be the extension of the dimension vector d by a new coordinate d̃x = b.

Lemma 7. Assume that the pairs (Q,d) and (Q̃, d̃) are as above. Then
any type of singularity in a closed irreducible Gl(d)-invariant subset of the
variety mono-repQ(d) appears as a type of singularity of some closed irre-

ducible Gl(d̃)-invariant subset of mono-rep
Q̃

(d̃).

Proof. We have the obvious map

π′ : mono-rep
Q̃

(d̃)→ mono-repQ(d),

changing only two components fα′ and fα′′ of a tuple V = (fβ)
β∈(Q̃)1

into

one component fα = fα′′fα′ of π′(V ) = (fβ)β∈Q1 . According to the decom-

position Gl(d̃) = Gl(d) × Glb, the map π′ is Gl(d)-equivariant and Glb-
invariant. Hence it suffices to show that π′ is a bundle with irreducible and
smooth fibre. Let a = ds(α) and c = de(α). Thus a < b < c. Observe that the
morphism π′ is obtained by a base change from the morphism

π : mono-rep
1
α′−→2

α′′−→3
((a, b, c))→ mono-rep

1
α−→3

((a, c)),
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sending a pair (fα′ , fα′′) to its composition fα′′fα′ . Hence we may replace
π′ by π. If we assume that Glb acts trivially on mono-rep

1
γ−→3

((a, c)), then

π is Gl((a, b, c))-equivariant. Since both varieties are Gl((a, b, c))-orbits, the
morphism π is a fibre bundle with smooth fibres. To show that the fibres
are irreducible it suffices to prove that the isotropy group Glb×H of an
element V ∈ mono-rep

1
α−→3

((a, c)) is irreducible. The latter follows from the

fact that H can be identified with an open subset of the k-algebra EndQ(V )
of endomorphisms of the representation V .

The last operation adds a new arrow. Let Q be a quiver with a dimension
vector d ∈ NQ0 . Choose a vertex v ∈ Q0 with dv ≥ 2, and a positive integer

a such that a < dv. We define a new quiver Q̃ obtained from Q by adding

a new vertex x and a new arrow β : x → v. Furthermore, let d̃ be the
extension of the dimension vector d by a new coordinate dx = a.

Lemma 8. Assume that the pairs (Q,d) and (Q̃, d̃) are as above. Then
any type of singularity in a closed irreducible Gl(d)-invariant subset of the
variety mono-repQ(d) appears as a type of singularity of some closed irre-

ducible Gl(d̃)-invariant subset of mono-rep
Q̃

(d̃).

Proof. Let b = dv. We have the obvious projection

π : mono-rep
Q̃

(d̃)→ mono-repQ(d),

which is a trivial bundle with irreducible smooth fibre Mb×a. According to

the decomposition Gl(d̃) = Gl(d)×Gla, the map π is Gl(d)-equivariant and
Gla-invariant. Now the claim follows easily.

Proposition 9. Let m∈N, d = (d1, . . . , d2m−1) ∈ N(Q[m])0 and n= dm.
Then any type of singularity of the closure of a Gl(d)-orbit in the variety
mono-repQ[m](d) is a type of singularity of some Gl(d[n])-orbit closure in
mono-repQ[n](d[n]).

Proof. Observe that the set mono-repQ[m](d) is not empty if and only if

d1 ≤ . . . ≤ dm ≥ dm+1 ≥ . . . ≥ d2m−1.

We may assume that the above inequalities hold. There exists an itera-
tion of the operations described above which leads from (Q,d) to the pair

(Q[n],d[n]). In each intermediate step we get a Dynkin quiver Q̃ of type A.

It is well known that the variety rep
Q̃

(d̃) consists of finitely many Gl(d̃)-

orbits. This implies that any irreducible closed Gl(d̃)-invariant subset of

mono-rep
Q̃

(d̃) is the closure of some Gl(d̃)-orbit. Hence the claim is a con-
sequence of Lemmas 6–8.
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We illustrate the operations used in the proof of Proposition 9 by an
example. Consider the pair

(1′
γ1−→ 1′′

γ2−→ 4
β3←− 5

β2←− 6, (1, 1, 4, 3, 2)).

After the first operation performed on the arrow γ1 we get

(1
γ2−→ 4

β3←− 5
β2←− 6, (1, 4, 3, 2)).

Now, if we apply the second operation to the arrow γ2 with b = 2 we obtain

(1
α1−→ 2

γ3−→ 4
β3←− 5

β2←− 6, (1, 2, 4, 3, 2)).

Applying once again the second operation, this time to the arrow γ3 with
b = 3, we get

(1
α1−→ 2

α2−→ 3
α3−→ 4

β3←− 5
β2←− 6, (1, 2, 3, 4, 3, 2)).

Finally, after the third operation performed on the vertex 6 with a = 1, we
obtain (Q[4],d[4]).

Let Q and Q′ be quivers and Φ : rep(Q) → rep(Q′) an exact func-
tor. There exists a linear operator η : ZQ0 → ZQ′0 such that dimΦ(U) =
η(dimU) for any U ∈ rep(Q). Furthermore, for each dimension vector
d ∈ NQ0 there is a regular morphism

Φ(d) : repQ(d)→ repQ′(η(d))

corresponding to the functor Φ. We say that the functor Φ is hom-controlled
if there is a bilinear form ξ : ZQ0 × ZQ0 → Z such that

dimk HomQ′(Φ(U), Φ(V ))− dimk HomQ(U, V ) = ξ(dimU,dimV )

for any U, V ∈ rep(Q). The following result, which justifies the introduc-
tion of the above notion, follows from [12, Theorem 2] (see also [4] for the
geometric relations between the varieties of representations of Q and Q′,
and the varieties of modules over the path algebras kQ and kQ′, respec-
tively).

Proposition 10. Let Q and Q′ be quivers without oriented cycles and
Φ : rep(Q) → rep(Q′) a hom-controlled functor. If U, V ∈ repQ(d) and

V ∈ Gl(d) ? U , then Φ(d)(V ) belongs to Gl(η(d)) ? Φ(d)(U) and

Sing(Gl(η(d)) ? Φ(d)(U), Φ(d)(V )) = Sing(Gl(d) ? U, V ).

Recall that the Auslander–Reiten quiver ΓQ of a Dynkin quiver Q is the
translation quiver whose vertices are representatives of isomorphism classes
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of indecomposable representations of Q, there is an arrow X → Y in ΓQ
if and only if there is an irreducible map X → Y and the translation is
induced by the Auslander–Reiten translate τQ. If S is a set of vertices of ΓQ
then we denote by addS the smallest full subcategory of rep(Q) containing
the vertices from S which is closed under direct sums and isomorphisms. We
have the following method of constructing hom-controlled functors between
the categories of representations of quivers. The proof of the proposition
below is contained in Section 3.

Proposition 11. Let Q and Q′ be Dynkin quivers and F : ΓQ → ΓQ′
an injective morphism of translation quivers such that F (ΓQ) is a full sub-
quiver of ΓQ′ . There exists a hom-controlled functor F : rep(Q)→ rep(Q′)
having the property F(M) ∈ addS for each M ∈ rep(Q), where S is the
set of all vertices L of ΓQ′ such that either L belongs to the image of F
or there is an arrow L → FX in ΓQ′ for some nonprojective vertex X
in ΓQ.

Let mono-rep(Q[n]) denote the full subcategory of rep(Q[n]) consisting
of representations V = (Vi, fα)i∈(Q[n])0, α∈(Q[n])1

such that all maps fα are
injective. We have the following observation.

Lemma 12. Let Q be a Dynkin quiver of type An, n ∈ N. There ex-
ists an injective morphism F : ΓQ → ΓQ[n] of translation quivers such
that F (ΓQ) is a full subquiver of ΓQ[n] and FX ∈ mono-rep(Q[n]) for each
X ∈ ΓQ.

Proof. The precise proof of the above lemma uses induction on n. Since
it is an easy exercise in the representation theory of quivers of type An, we
will not present it here. However, in order to make things more accessible
to nonexperts in representation theory we illustrate the situation by the
following example.

Let n = 5 and Q be the quiver

1→ 2→ 3← 4→ 5.

Then ΓQ has the form

•
��

@@@@ •
��

@@@@

•
??~~~~

��
@@@@ •

??~~~~

��
@@@@ •

•
??~~~~

��
@@@@ •

??~~~~

��
@@@@ •

??~~~~

��
@@@@

•
??~~~~

��
@@@@ •

??~~~~

��
@@@@ •

��
@@@@

•
??~~~~ •

??~~~~ •
??~~~~ •

and ΓQ[n] has the form
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•
��

@@@

@@@@@@@@@@@@@@@@@@@@@@@@@@@@@

•
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@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ •
��

@@@
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??~~~

•
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??~~~ •
��

@@@
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??~~~ •
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??~~~ •
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@@@

??~~~ •
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@@@

•
??~~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

•
??~~~ •

??~~~ •
??~~~ •

The vertices of ΓQ[n] which belong to mono-rep(Q[n]) are precisely the ones
contained in the solid square. Furthermore, the dotted lines indicate the
morphism F .

We derive the following consequence from the facts presented above.

Proposition 13. Let Q be a Dynkin quiver of type An, n ∈ N. Then

there is a linear operator η : ZQ0 → Z(Q[n])0 such that for each dimen-
sion vector d ∈ NQ0 any type of singularity of a Gl(d)-orbit closure in
repQ(d) is the type of singularity of the closure of a Gl(η(d))-orbit in
mono-repQ[n](η(d)).

Proof. It follows from the properties of the subcategory mono-rep(Q[n])
that if L → L′ is an arrow in ΓQ[n] with L′ ∈ mono-rep(Q[n]) then also
L ∈ mono-rep(Q[n]). Thus Lemma 12 and Proposition 11 show that there
exists a hom-controlled exact functor Φ : rep(Q) → mono-rep(Q[n]). Using
Proposition 10 we get our claim.

Proof of Theorem 1. The first equality Sing(A) = Sing(Flag) follows
from Propositions 5, 9 and 13. Obviously, Sing(O) ⊆ Sing(Grass2). We shall
explain how to change these propositions in order to show the inclusions
Sing(Grass2) ⊆ Sing(D) ⊆ Sing(O).

First, we redefine Q[n] to be the following Dynkin quiver of type Dn+2:

(n+ 1)
β1

xxrrrrrr

1
α1 // 2

α2 // · · · αn−2
// (n− 1)

αn−1
// n

(n+ 2)
β2

ffLLLLLL
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and put d[n, a, b] = (1, 2, . . . , (n − 1), n, a, b) ∈ N(Q[n])0 for any n, a, b ∈
N with a, b ≤ n. For any d ∈ N(Q[n])0 , let O-repQ[n](d) denote the open
subset of mono-rep(Q[n]) consisting of the tuples V = (fα)α∈(Q[n])1

such
that im fβ1 ∩ im fβ2 = {0}. Note that O-repQ[n](d) is nonempty if and only
if a+ b ≤ n. We get a new version of Proposition 5.

Proposition 14. For any n, a, b ∈ N with a, b ≤ n we hawe

SingGl(d[n,a,b])(mono-repQ[n](d[n, a, b]))

= SingBn(Grass(n, a)×Grass(n, b)),

SingGl(d[n,a,b])(O-repQ[n](d[n, a, b])) = SingBn(O(n, a, b)).

In particular, Sing(Grass2) ⊆ Sing(D). Applying the three operations
to pairs (Q[l],d), l ∈ N, d ∈ N(Q[l])0 , which do not change the two special
arrows β1 and β2 in Q[l], we get a result similar to Proposition 9.

Proposition 15. Let m ∈ N, d = (d1, . . . , dm+2) ∈ N(Q[m])0 , n = dm,
a = dm+1 and b = dm+2. Then any type of singularity of the closure of
a Gl(d)-orbit in the variety O-repQ[m](d) is a type of singularity of some
Gl(d[n, a, b])-orbit closure in O-repQ[n](d[n, a, b]).

To prove the above proposition we use Lemmas 6–8 replacing the vari-
eties mono-repQ(d) by O-repQ(d) for appropriate pairs (Q,d).

Let O-rep(Q[n]) denote the full subcategory of mono-rep(Q[n]) consist-
ing of the representations V = (Vi, fα)i∈(Q[n])0,α∈(Q[n])1

such that im fβ1 ∩
im fβ2 = {0}. The full subquiver of ΓQ[n] consisting of the vertices belonging
to O-rep(Q[n]) is a translation quiver of the following shape:

•
  

@@@

• 44ii

•
  

@@@
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· · ·
  

@@@

44iii
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•
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@@@ •
>>~~~
**UUU
  

@@@ · · · •
>>~~~
**UU
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·
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>>~~~
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@@@ •
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•
>>~~~

  
@@@ •

>>~~~
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>>~~~

with n+ 2 τ -orbits, the longest three orbits consisting of n vertices. Let Q
be a Dynkin quiver of type Dm, m ≥ 4. Then there is an injective morphism

F : ΓQ → ΓQ[n]

such that the vertices of F (ΓQ) correspond to indecomposable represen-
tations from O-rep(Q), where n = 2m − 3. As an illustration of such a
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morphism we consider the Dynkin quiver Q of type D5

4

������

1 // 2 // 3

��
====

5
Then ΓQ has the form
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and ΓQ[7] has the form
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The vertices of ΓQ[7] which belong to O-rep(Q[7]) are precisely the ones
contained in the solid polygon. Furthermore, the dotted lines indicate the
morphism F . Applying Proposition 11 we get the following new version of
Proposition 13.

Proposition 16. Let Q be a Dynkin quiver of type Dm, m ≥ 4, and let
n = 2m − 3. Then there is a linear operator η : ZQ0 → Z(Q[n])0 such that
for each dimension vector d ∈ NQ0 any type of singularity of a Gl(d)-orbit
closure in repQ(d) is the type of singularity of the closure of a Gl(η(d))-orbit
in O-repQ[n](η(d)).

Combining Propositions 14–16 we get Sing(D) ⊆ Sing(O).

3. Proof of Proposition 11. Throughout this section, by an alge-
bra we will mean a finite-dimensional k-algebra and by a module a finite-
dimensional left module. We will denote the category of A-modules by
modA. All categories considered will be k-categories and functors will be
k-functors. If A is a category then we denote by radA the Jacobson radical
of A. For an algebra A we abbreviate radmodA by radA.
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Let A be an algebra. We will denote by ΓA the Auslander–Reiten quiver
of A, i.e. the translation quiver whose vertices are representatives of isomor-
phism classes of indecomposable A-modules, the number of arrows between
X and Y equals dimk radA(X,Y )/rad2

A(X,Y ), and the translation is induced
by the Auslander–Reiten translation τA.

Recall that if A and B are algebras then a functor F : modB → modA
is exact provided for each exact sequence

(1) θ : 0→M ′′
g−→M

f−→M ′ → 0

in modB, the induced sequence

Fθ : 0→ FM ′′ Fg−−→ FM Ff−−→ FM ′ → 0

in modA is also exact. Moreover, we call the functor F hom-controlled if F
is exact and there exists a bilinear form ξ : K0(modB) ×K0(modB) → Z
such that

[FM ′,FM ′′]A − [M ′,M ′′]B = ξ(dimM ′,dimM ′′)

for any M ′,M ′′ ∈ modB. Here and later we use the notation [U, V ]A =
dimk HomA(U, V ) for two objects U and V of a category A and we abbre-
viate [U, V ]modA by [U, V ]A if U and V are modules over an algebra A. For
a sequence (1) in modB and N ∈ modB we define

δθ(N) = [M ′ ⊕M ′′, N ]B − [M,N ]B

and dually

δθ(N) = [N,M ′ ⊕M ′′]B − [N,M ]B.

From the definition of the Grothendieck group K0(modB) it follows that
an exact functor F : modB → modA is hom-controlled if and only if

δFθ(FN) = δθ(N) and δFθ(FN) = δθ(N)

for each short exact sequence θ in modB and N ∈ modB.

Recall that an algebra B is representation directed provided the Auslan-
der–Reiten quiver ΓB of B is a finite directed quiver. The aim of this section
is to prove the following.

Proposition 17. Let A be an algebra, B a representation directed al-
gebra and F : ΓB → ΓA an injective morphism of translation quivers such
that F (ΓB) is a full subquiver of ΓA. Then there exists a hom-controlled
exact functor F : modB → modA having the property F(M) ∈ addS for
each M ∈ modB, where S is the set of all vertices L of ΓA such that either
L belongs to the image of F or there is an arrow L→ FX in ΓA for some
nonprojective vertex X in ΓB.
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As a consequence of the above we obtain Proposition 11. Indeed, for a
Dynkin quiver Q the category rep(Q) is equivalent to the category mod kQ,
where kQ is the path algebra of Q. Using this equivalence we may identify
ΓQ with ΓkQ and ZQ0 with K0(kQ). Finally, ΓQ is a finite directed quiver
provided Q is a Dynkin quiver.

Given a translation quiver Γ we will denote by Γ0 the set of vertices of Γ ,
by Γ1 the set of arrows of Γ and by Γ ′0 the set of nonprojective vertices of Γ .
We will also denote by kΓ the mesh category of Γ , i.e. the path category
of Γ modulo the mesh ideal. Recall (see for example [11]) that the path
category of Γ is a Krull–Schmidt category whose indecomposable objects
are the vertices of Γ , for two vertices x and y of Γ the homomorphism
space is the linear space with basis formed by all paths from x to y, and
the composition of maps is induced by the composition of paths. The mesh
ideal is the ideal in the path category of Γ generated by all maps of the
form

∑m
i=1 αiβi, where

(2)

y1

α1

��
6666666666

y2

α2 $$IIIIIII

τx

β1

CC���������� β2

99ttttttt

βm

��
8888888888 ·
·

x

·

ym

αm

DD����������

is a mesh in Γ .

Let Γ be a translation quiver and A a category. A representation G :
Γ → A of Γ in A is a system (Gx, Gα)x∈Γ0, α∈Γ1 of objects Gx, x ∈ Γ0,
of A, and maps Gα : Gx → Gy, α : x → y, in A. If the representation G
satisfies the mesh relations, that is,

∑m
i=1GαiGβi = 0 for each mesh in Γ

of the form (2), then we have an induced functor kΓ → A defined in the
obvious way.

Let A be an algebra and G : Γ → modA a representation of a translation
quiver Γ . We call G exact if for each mesh θ in Γ of the form (2) the induced
sequence in modA

Gθ : 0→ Gτx
(Gβi)

tr

−−−−→
m⊕

i=1

Gyi
(Gαi )−−−→ Gx → 0

is exact. We call the representation G hom-controlled if G is exact and

δGθ(Gz) = δθ(z) and δGθ(Gz) = δθ(z)

for each mesh θ and vertex z in Γ , where for a mesh θ of the form (2) we



SCHUBERT VARIETIES 299

put

δθ(z) = [x, z]kΓ + [τx, z]kΓ −
m∑

i=1

[yi, z]kΓ ,

δθ(z) = [z, x]kΓ + [z, τx]kΓ −
m∑

i=1

[z, yi]kΓ .

Note that each exact representation G : Γ → modA satisfies the mesh
relations, thus G induces a functor kΓ → modA. Recall that an algebra A
is called standard provided the categories kΓA and modA are equivalent.
Hence, if A is a standard algebra and G : ΓA → A is an exact representation
then we have an induced functor modA→ A. The following observation is
fundamental for the proof of Proposition 17.

Lemma 18. Let B be a representation finite standard algebra and A an
algebra. If G : ΓB → modA is a hom-controlled representation then the
induced functor F : modB → modA is hom-controlled as well.

Proof. For a short exact sequence θ in modB let ∆θ :=
∑

X∈(ΓB)0
δθ(X).

We prove inductively on ∆θ that the sequence Fθ is exact and δFθ(FX) =
δθ(X) and δFθ(FX) = δθ(X) for each X ∈ (ΓB)0. Since every B-module is
a direct sum of indecomposable ones and the vertices of ΓB constitute a full
set of representatives of isomorphism classes of indecomposable B-modules,
this will finish the proof.

Note that ∆θ = 0 if and only if θ splits. Thus we may assume ∆θ > 0
and for any short exact sequence θ′ in modB with ∆θ′ < ∆θ the sequence
Fθ′ is exact and we have δFθ′(FX) = δθ′(X) and δFθ

′
(FX) = δθ

′
(X) for

each X ∈ (ΓB)0. Let θ be of the form

0→M ′′
g−→M

f−→M ′ → 0.

Since ∆θ > 0 the sequence θ does not split. In particular, there exists an
indecomposable direct summand M ′1 of M ′ such that the map p1f does not
split, where p1 : M ′ → M ′1 is the appropriate projection. Let M ′2 = ker p1

and p2 : M → M ′2 be the projection along M ′1, that is,
(
p1

p2

)
: M ′ →

M ′1⊕M ′2 = M ′ is the identity map. Since p1f is an epimorphism which does
not split, M ′1 cannot be projective. Let

θ1 : 0→ τBM
′
1
v−→ N

u−→M ′1 → 0

be an Auslander–Reiten sequence. Using the fact that p1f is not a split
epimorphism we get a map h : M → N such that p1f = uh. Denote by
h′′ : M ′′ → τBM

′
1 the map induced by h, that is, vh′′ = hg. Because
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0 //M ′′
g

//

h′′
��

M
f

//

(
h
p2f

)

��

M ′ // 0

0 // τBM
′
1

( v0 )
// N ⊕M ′2

(
u 0
0 IdM ′′2

)

//M ′1 ⊕M ′2 // 0

is a commutative diagram with exact rows, the sequence

θ2 : 0→M ′′
( g
−h′′

)

−−−−−→M ⊕ τBM ′1

(
h v
p2f 0

)

−−−−−→ N ⊕M ′2 → 0

is exact. By easy calculations we have δθ(X) = δθ1(X)+δθ2(X) and δθ(X) =
δθ1(X)+δθ2(X) for each X ∈ (ΓB)0. In particular, we have ∆θ = ∆θ1 +∆θ2 .
Since Auslander–Reiten sequences do not split we have ∆θ1 > 0. Conse-
quently, ∆θ2 < ∆θ, and by the inductive hypothesis the sequence Fθ2 is
exact and we have δFθ2(FX) = δθ2(X) and δFθ2(FX) = δθ2(X) for each
X ∈ (ΓB)0. Moreover, from the assumptions on G it follows that Fθ1 is
exact and we have δFθ1(FX) = δθ1(X) and δFθ1(FX) = δθ1(X) for each
X ∈ (ΓB)0. Since Fθ1 and Fθ2 are exact, the commutative diagram

0 // FM ′′
Fg

//

Fh′′
��

FM Ff
//

( Fh
F(p2f)

)

��

FM ′ // 0

0 // F(τBM
′
1)

(Fv
0

)

// FN ⊕ FM ′2

(Fu 0
0 IdFM ′′2

)

// FM ′1 ⊕FM ′2 // 0

shows that Fθ is exact. Finally, by obvious calculations we get

δFθ(FX) = δFθ1(FX) + δFθ2(FX) = δθ1(X) + δθ2(X) = δθ(X)

and

δFθ(FX) = δFθ1(FX) + δFθ2(FX) = δθ1(X) + δθ2(X) = δθ(X)

for any X ∈ (ΓB)0.

From now on we use the notation of Proposition 17. Since B is a rep-
resentation directed algebra, we know that B is standard (see for example
[11, Lemma 2.3.3]). In particular, we may identify the arrows of ΓB with
the corresponding maps in modB.

Let pZ : PZ→Z be a projective cover of an indecomposable B-module Z.
Then for any B-module M , the map pZ induces the inclusion (pZ ,M)B :
(Z,M)B → (PZ ,M)B of k-vector spaces, where (−,M)B = HomB(−,M).
We will denote Coker(pZ ,M)B by 〈Z,M〉. If f : M → N is a B-homo-
morphism then f induces a map 〈Z,M〉 → 〈Z,N〉 which will be denoted
by 〈Z, f〉. It easily follows that in this way we obtain a covariant functor
〈Z,−〉 : modB → mod k. Other properties of 〈Z,−〉 are the following.

Lemma 19. Let Z be an indecomposable B-module and

(3) 0→M ′′
g−→M

f−→M ′ → 0
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an exact sequence in modB. Then 〈Z, g〉 is a monomorphism, 〈Z, f〉 is
an epimorphism and 〈Z, f〉〈Z, g〉 = 0. Moreover , if the sequence (3) is
an Auslander–Reiten sequence then im〈Z, g〉 = ker〈Z, f〉 if Z 6' M ′ and
ker〈Z, f〉/im〈Z, g〉 ' k if Z 'M ′.

Proof. We have the following commutative diagram with exact rows and
vertical maps being monomorphisms:

0 // (Z,M ′′)B
(Z,g)B

//

(pZ ,M
′′)B

��

(Z,M)
(Z,f)B

//

(pZ ,M)B
��

(Z,M ′)B

(pZ ,M
′)B

��

0 // (PZ ,M
′′)B

(PZ ,g)B
// (PZ ,M)

(PZ ,f)B
// (PZ ,M

′)B // 0

This implies the first part of the lemma. Assume now that (3) is an Auslan-
der–Reiten sequence. Then im(Z, f)B = radB(Z,M ′) and

dimk HomB(Z,M ′)/radB(Z,M ′) =

{
1, Z 'M ′,
0, Z 6'M ′.

We define a translation quiver Γ in the following way. The vertices of Γ
are X ∈ (ΓB)0, and WX for X ∈ (ΓB)′0, the arrows are α ∈ (ΓB)1 and
ψX : τBX → WX , φX : WX → X for X ∈ (ΓB)′0, and the translation
in Γ is just τB . Recall that (ΓB)′0 denotes the set of nonprojective vertices
of ΓB . Note that all new vertices of Γ are projective-injective ones. As ΓB
is a finite directed quiver, the same holds for Γ . Consequently, there exists
a positive integer n such that radnkΓ = 0, since for any vertices W ′ and W ′′

of Γ , radmkΓ (W ′,W ′′) is a k-linear subspace of HomkΓ (W ′,W ′′) spanned by
all paths from W ′ to W ′′ of length at least m.

We illustrate the above construction by the following example. Let B be
the path algebra of the quiver • → • ← • → •. Then Γ has the form

∗
��

@
@

•
??~

~

��
@@@@

∗
•

��
@@@@

∗•
??~~~~ 44jj

��
@@@@

**TT •
??~~~~
**UU

��
@@@@

∗
44ii •

•
??~~~~ 44jj

��
@@@@

**TT •
??~~~~

��
@@@@

•
??~~~~

��
@

@ •
??~~~~ •

∗
??~

~
∗**TT 44jj

where we denoted by asterisks the new vertices and by dashed arrows the
new arrows.
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If

(4)

Y1

α1

��
7777777777

Y2

α2 %%JJJJJJJ

τBX

β1

AA���������� β2

88qqqqqqq

βm
��

;;;;;;;;;; ·
·

X

·

Ym

αm

CC����������

is a mesh in ΓB, then we put VX =
⊕m

i=1 Yi ⊕WX and set

νX =




β1

...
βm
ψX


 : τBX → Y1 ⊕ . . .⊕ Ym ⊕WX ,

µX = (α1, . . . , αm, φX) : Y1 ⊕ . . .⊕ Ym ⊕WX → X.

We want to define a representation G : ΓB → kΓ having some desired
properties to be stated later. First we define GX for the vertices X of ΓB.
We put

GX = X ⊕ UX , where UX =
⊕

Z∈(ΓB)′0

WZ ⊗k 〈Z,X〉.

If α : X → Y is an arrow in ΓB, then we will denote by Uα : UX → UY the
map induced by the maps WZ ⊗k 〈Z,α〉 : WZ ⊗k 〈Z,X〉 → WZ ⊗k 〈Z, Y 〉,
Z ∈ (ΓB)′0. The crucial properties of the above assignment are collected in
the following lemma.

Lemma 20. Consider a mesh in ΓB of the form (4). Then there exists
an isomorphism hX :

⊕m
i=1 UYi → WX ⊕ UτBX ⊕ UX with the following

properties:

(1) The composition UτBX
(Uβi )

tr

−−−−→⊕m
i=1 UYi

hX−−→WX⊕UτBX⊕UX equals(
0

IdUτBX
0

)
.

(2) The composition WX ⊕ UτBX ⊕ UX
h−1
X−−→⊕m

i=1 UYi
(Uαi )−−−→ UX equals

(0, 0, IdUX ).

Proof. This is a direct consequence of the properties of the functor 〈Z,−〉
presented in Lemma 19 and the well known fact that monomorphisms and
epimorphisms in mod k split.

For simplicity we will identify
⊕
UYi and WX ⊕UτBX ⊕UX via hX . We

denote by γX,Yi and σYi,X the maps WX → UYi and UYi →WX induced by
the equality

⊕m
i=1 UYi = WX ⊕ UτBX ⊕ UX .
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We want to define representations G(n) : ΓB → kΓ , n ≥ 2, such that

G
(n)
X = GX , X ∈ (ΓB)0, and for each mesh in ΓB of the form (4) we have

(I) (G
(n)
βi

)tr =



νX Ψ12

0 Ψ22

Ψ31 Ψ32


 : τBX ⊕ UτBX → VX ⊕ UτBX ⊕ UX ,

(G
(n)
αi ) =

(
µX Φ12 0
Φ21 Φ22 Φ23

)
: VX ⊕ UτBX ⊕ UX → X ⊕ UX ,

(II) Ψ31, Ψ12, Ψ32, Φ12, Φ21, Φ22 ∈ radkΓ , Ψ22 and Φ23 are isomorphisms,

(III) Φ21νX +Φ23Ψ31, µXΨ12 +Φ12Ψ22, Φ21Ψ12 +Φ22Ψ22 +Φ23Ψ32 ∈ radnkΓ .

Obviously we only need to define G
(n)
α for arrows α of ΓB.

We define G
(2)
α for α : X → Y by

G(2)
α =

(
α φY σX,Y

γτ−1
B X,Y ψτ−1

B X Uα

)
: X ⊕ UX → Y ⊕ UY .

Note that the map φY σX,Y is defined only for Y nonprojective. If this is not
the case then we replace it by the zero map. The same remark applies to
γτ−1
B X,Y ψτ−1

B X , which is defined only for noninjective X. For a mesh in ΓB of

the form (4) we have (G
(2)
βi

)tr(τBX) ⊆ VX and the induced map equals νX .
Moreover, the induced map UτBX →WX ⊕ UτBX ⊕ UX is

(Uβi)
tr =




0
IdUτBX

0




by Lemma 20 and the induced map UτBX → Yi belongs to radkΓ . Thus

(G
(2)
βi

)tr =



νX Φ12

0 IdUτBX
0 0


 : τBX ⊕ UτBX → VX ⊕ UτBX ⊕ UX

with Φ12 ∈ radkΓ . Similarly one shows that

(G(2)
αi ) =

(
µX 0 0
Φ21 0 IdUX

)
: VX ⊕ UτBX ⊕ UX → X ⊕ UX ,

where Φ21 ∈ radkΓ . The above remarks imply that G(2) satisfies condi-
tions (I) and (II). Direct calculations show that condition (III) also holds.

Assume now that n ≥ 2 and we have defined the representation G(n)

satisfying conditions (I)–(III). Since B is representation directed we may
number the nonprojective vertices X1, . . . , Xl of ΓB in such a way that
if Xs precedes Xt in ΓB then s ≤ t. We want to define representations

G(n+1,s) : ΓB → kΓ , s = 0, . . . , l, such that G
(n+1,s)
X = GX for any vertex X

of ΓB, and for each mesh in ΓB of the form (4) with X = Xt conditions (I)
and (II) hold together with the following new version of condition (III):
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(III′) Φ21νX +Φ23Ψ31, µXΨ12 +Φ12Ψ22, Φ21Ψ12 +Φ22Ψ22 +Φ23Ψ32 ∈ radnkΓ
if t > s, and Φ21νX + Φ23Ψ31, µXΨ12 + Φ12Ψ22, Φ21Ψ12 + Φ22Ψ22 +
Φ23Ψ32 ∈ radn+1

kΓ if t ≤ s.
Obviously we may put G(n+1,0) = G(n).

Let s ∈ {1, . . . , l} and assume we have definedG(n+1,s−1) with the desired
properties. Let X = Xs and consider the mesh in ΓB of the form (4). We
have

(G
(n+1,s)
βi

)tr =



νX Ψ12

0 Ψ22

Ψ31 Ψ32


 : τBX ⊕ UτBX → VX ⊕ UτBX ⊕ UX ,

(G(n+1,s)
αi ) =

(
µX Φ12 0
Φ21 Φ22 Φ23

)
: VX ⊕ UτBX ⊕ UX → X ⊕ UX ,

with f21 = Φ21νX + Φ23Ψ31 ∈ radnkΓ , f12 = µXΨ12 + Φ12Ψ22 ∈ radnkΓ and
f22 = Φ21Ψ12 + Φ22Ψ22 + Φ23Ψ32 ∈ radnkΓ . We define G(n+1,s) by

G(n+1,s)
α = G(n+1,s−1)

α , α 6= αi, βi,

(G
(n+1,s)
βi

)tr =




νX Ψ12

0 Ψ22

Ψ31 − Φ−1
23 f21 Ψ32


 : τBX ⊕ UτBX → VX ⊕ UτBX ⊕ UX ,

(G(n+1,s)
αi ) =

(
µX Φ12 − f12Ψ

−1
22 0

Φ21 Φ22 − f22Ψ
−1
22 Φ23

)
: VX ⊕ UτBX ⊕ UX → X ⊕ UX .

Note that

G
(n+1,s)
βi

= G
(n+1,s−1)
βi

+

(
0 0
g21 0

)
: τBX ⊕ UτBX → Yi ⊕ UYi ,

where g21 ∈ radnkΓ . This follows since Yi is a direct summand of VX , UYi is
a direct summand of VX ⊕ UτBX ⊕ UX and f21 ∈ radnkΓ . Similarly,

G(n+1,s)
αi = G(n+1,s−1)

αi +

(
0 g12

0 g22

)
: Yi ⊕ UYi → X ⊕ UX ,

where g12, g22 ∈ radnkΓ . This is again a consequence of the facts that Yi is a
direct summand of VX , UYi is a direct summand of WX ⊕ UτBX ⊕ UX and
f12, f22 ∈ radnkΓ . These observations play a fundamental role in the proof of
the following lemma.

Lemma 21. The representation G(n+1,s) satisfies conditions (I), (II)
and (III).

Proof. Condition (II) holds by the inductive hypothesis, since G
(n+1,s)
α −

G
(n+1,s−1)
α ∈ radnkΓ for any arrow α in ΓB . In order to verify the remaining

conditions assume that
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Y ′1

α′1

��
7777777777

Y ′2

α′2 $$JJJJJJ

τBX
′

β′1

AA���������� β′2

88qqqqqq

β′r
��

;;;;;;;;;; ·
·

X ′

·

Y ′r

α′r

CC����������

is a mesh in ΓB with X ′ = Xt. Note that if X ′ 6= X,Yi, τ
−
B Yi for any

i then (G
(n+1,s)
β′p

)tr = (G
(n+1,s−1)
β′p

)tr and (G
(n+1,s)
α′p

) = (G
(n+1,s−1)
α′p

). Hence

(I) and (III′) are satisfied by the inductive hypothesis, since t 6= s, and
consequently t ≤ s if and only if t ≤ s− 1.

Assume now X ′ = Yi for some i. In particular, t < s. Since B is
representation directed it follows that β ′p 6= αj , βj for any p and j. Thus

(G
(n+1,s)
β′p

)tr = (G
(n+1,s−1)
β′p

)tr and the first part of (I) is satisfied by the in-

ductive hypothesis. We also have α′p 6= αj for any p and j. On the other
hand, we have α′q = βi for some q and α′p 6= βj for p 6= q or j 6= i (note that
there are no multiple arrows in Γ ). It follows from the above remarks about

the connection between G
(n+1,s)
βj

and G
(n+1,s−1)
βj

that

(G
(n+1,s)
α′p

) = (G
(n+1,s−1)
α′p

) +

(
0 0 0
Φ′′21 0 0

)
: VX′ ⊕ UτBX′ ⊕ UX′ → X ′ ⊕ UX′

for some Φ′′21 ∈ radnkΓ , since τBX is a direct summand of VX′ and UYj = UX′ .
This and the inductive hypothesis imply the second part of (I). Finally, by
direct calculations and the inductive hypothesis we obtain

(G
(n+1,s)
α′p

)(G
(n+1,s)
β′p

)tr = (G
(n+1,s−1)
α′p

)(G
(n+1,s−1)
β′p

)tr +

(
0 0

Φ′′21νX′ Φ′′21Ψ
′
12

)
:

τBX
′ ⊕ UτBX′ → X ′ ⊕ UX′

for some Ψ ′12 ∈ radkΓ . Using again the inductive hypothesis we get (III′),
since Φ′′21 ∈ radnkΓ and νX , Ψ

′
12 ∈ radkΓ .

If X ′ = X, and thus t = s, then (I) and (III′) follow immediately from
the definition of G(n+1,s).

Finally suppose X ′ = τ−B Yj, thus τBX
′ = Yj , for some j. In particular,

t > s. Similarly to the case X ′ = Yj we obtain (G
(n+1,s)
α′i

) = (G
(n+1,s−1)
α′i

) and

(G
(n+1,s)
β′i

)tr = (G
(n+1,s)
β′i

)tr +




0 Ψ ′′12

0 Ψ ′′22

0 Ψ ′′32


 : τBX

′⊕UτBX′ → VX′ ⊕UτBX′ ⊕U ′X

for some Ψ ′′12, Ψ
′′
22, Ψ

′′
32 ∈ radnkΓ . These remarks together with the inductive
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hypothesis imply that (I) is satisfied. Condition (III′) follows by direct cal-
culations from the above observations and the inductive hypothesis.

We put G(n+1) = G(n+1,l). As an obvious consequence of the previous
lemma, the representation G(n+1) satisfies (I)–(III). This finishes the induc-
tive construction of the representations G(n), n ≥ 2.

Recall that there exists a positive integer n such that radnkΓ = 0. We fix
it and define G = G(n). We summarize properties of G in the following.

Corollary 22. For each mesh in ΓB of the form (4) we have

(Gβi)
tr =



νX Ψ12

0 Ψ22

Ψ31 Ψ32


 : τBX ⊕ UτBX → VX ⊕ UτBX ⊕ UX ,

(Gαi) =

(
µX Φ12 0
Φ21 Φ22 Φ23

)
: VX ⊕ UτBX ⊕ UX → X ⊕ UX ,

Ψ22 and Φ23 are isomorphisms, and (Gαi)(Gβi)
tr = 0.

Lemma 23. There exists a representation H : Γ → modA such that
HX = FX for X ∈ (ΓB)0 and

(5) 0→ HτBX




Hβ1

...
Hβm
HψX




−−−−−−→
m⊕

i=1

HYi ⊕HWX

(Hα1 ... Hαm HφX )−−−−−−−−−−−−−→ HX → 0

is an Auslander–Reiten sequence in modA for a mesh in ΓB of the form (4).

Proof. We put HX = FX for each vertex X of ΓB . Let X be a non-
projective vertex in ΓB. Since F : ΓB → ΓA is an injective morphism of
translation quivers, we have FτBX = τAFX and the mesh in ΓA ending at
FX has the form

(6)

FY1

Fα1

��
>>>>>>>>>>>>>·

·
FYm Fαm

))TTTTTTTT
·

FτBX

Fβ1

>>}}}}}}}}}}}}}
Fβm 44iiiiiiii

ε1 **UUUUUUUUU

εn

  
AAAAAAAAAAAAA FX

Z1·
γ1

55jjjjjjjjj

·
Zn

γn

??�������������·

for some n ≥ 0, provided the mesh in ΓB ending at X has the form (4). We
define HWX

=
⊕

1≤i≤n Zi. Thus H is defined on the vertices of Γ and we
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need to defineHα for arrows α in Γ . The construction of the homomorphisms
Hα, α ∈ Γ1, is similar to the one presented in the proof of [11, Lemma 2.3.3]
and it involves the notions and properties of irreducible, sink and source
homomorphisms, which can be found in [11].

We first define Hα for all arrows α : Y → X in Γ with X a projec-
tive vertex of ΓB. In this case α belongs to ΓB and we choose as Hα an
arbitrary irreducible homomorphism HY → HX . By induction on the num-
ber of predecessors of a nonprojective vertex X in ΓB, we define the irre-
ducible homomorphisms Hαi : FYi → FX , 1 ≤ i ≤ m, and homomorphisms
HψX : FτBX →

⊕
Zi and HφX :

⊕
Zi → FX , where the mesh in ΓA end-

ing at FX has the form (6). Recall that the quiver ΓB is finite and has
no oriented cycles, thus by the inductive hypothesis we may assume that
the irreducible homomorphisms Hβi , 1 ≤ i ≤ m, are already defined. Since
the Auslander–Reiten quiver of a representation-finite algebra has no mul-
tiple arrows and F is an injective map, the modules FYi , 1 ≤ i ≤ m, are
pairwise nonisomorphic. Hence we may choose irreducible homomorphism
gεi : FτBX → Zi, 1 ≤ i ≤ n, such that the homomorphism

g = (Hβ1 , . . . ,Hβm , gε1 , . . . , gεn)tr : FτBX →
⊕

1≤i≤m
FYi ⊕

⊕

1≤j≤n
Zj

is a source map. The cokernel of g can be identified with FX . We put
HψX = (gεi)

tr. Let (Hα1 , . . . ,Hαm ,HφX ) be a cokernel homomorphism of
the source map g = (Hβ1 , . . . ,Hβm ,Hψ)tr. Then (5) is an Auslander–Reiten
sequence in modA. In particular, the components Hαi , 1 ≤ i ≤ n, of the
cokernel homomorphism are irreducible. This finishes the inductive step of
the construction of H.

Let H : Γ → modA be a representation as described in the above
lemma. Note that H satisfies the mesh relations, thus we have the induced
functor H : kΓ → modA. Consequently, we also have the representation
H ◦G : ΓB → modA defined in the natural way.

Lemma 24. The representation H ◦G is hom-controlled.

Proof. We first show that the representation H ◦ G is exact. Let θ be
a mesh in ΓB of the form (4). Note that (H ◦ G)τBX = HτBX ⊕ H(UτBX),
(H ◦ G)X = HX ⊕ H(UX) and

⊕m
i=1(H ◦ G)Yi = H(VX) ⊕ H(UτBX) ⊕

H(UX), where H(VX) =
⊕m

i=1HYi ⊕HWX
. Since H sends isomorphisms to

isomorphisms we also deduce from Corollary 22 and Lemma 23 that

((H ◦G)βi)
tr =



Ψ11 Ψ12

0 Ψ22

Ψ31 Ψ32


 :

HτBX ⊕H(UτBX)→ H(VX)⊕H(UτBX)⊕H(UX),
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((H ◦G)αi) =

(
Φ11 Φ12 0
Φ21 Φ22 Φ23

)
:

H(VX)⊕H(UτBX)⊕H(UX)→ HX ⊕H(UX),

where

Ψ11 =




Hβ1

...
Hβm
HψX


 , Φ11 = (Hα1 , . . . ,Hαm ,HφX ),

Ψ22 and Φ23 are isomorphisms, and ((H ◦ G)αi)((H ◦ G)βi)
tr = 0. Since

dimkH(V ) = dimkHτBX + dimkHX , in order to show that the sequence
(H◦G)θ is exact it is enough to show that ((H◦G)βi)

tr is a monomorphism
and ((H ◦ G)αi) is an epimorphism. The former follows from the fact that
Ψ11 and Ψ22 are injective maps and the latter follows from the surjectivity
of Φ11 and Φ23. This finishes the proof that H ◦G is exact.

We now show that the representation H◦G is hom-controlled. Let Z be
a vertex of ΓB. By basic properties of Auslander–Reiten sequences it follows
that δθ(Z) = δτBX,Z , where δx,y is the Kronecker delta. On the other hand,
we have

δ(H◦G)θ((H ◦G)Z) = [HX ⊕H(UX)⊕HτBX ⊕H(UτBX),HZ ⊕H(UZ)]A

− [H(VX)⊕H(UX)⊕H(UτBX),HZ ⊕H(UZ)]A

= [HX ⊕HτBX ,HZ ⊕H(UZ)]A

− [H(VX),HZ ⊕H(UZ)]A.

Since

0→ HτBX →H(VX)→ HX → 0

is an Auslander–Reiten sequence in modA, we infer using again properties
of the Auslander–Reiten sequences that δ(H◦G)θ((H◦G)Z) is the multiplicity
of HτBX as a direct summand of HZ ⊕ H(UZ). Recall that UZ is a direct
sum of objects of the form WX′ and consequently H(UZ) is a direct sum
of modules of the from HWX′ . Because the image of F is a full translation
subquiver of ΓB and for each indecomposable direct summand L of HWX′
we have an arrow L → FX′ in ΓA which does not belong to the image
of F , it follows that HτBX = FτBX cannot be a direct summand of H(UZ).
Thus δ(H◦G)θ((H ◦G)Z) = δHτBX ,HZ = δFτBX ,FZ = δτBX,Z , the last equality

following from the fact that F is injective. Similarly, we show δθ(Z) = δX,Z =

δ(H◦G)θ((H ◦G)Z).

Proof of Proposition 17. Since H ◦G : ΓB → modA is a hom-controlled
representation and directed algebras are representation finite and standard,
we deduce using Lemma 18 that the induced functor F : modB → modA
is hom-controlled. Moreover, it follows from the definition of the induced
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functor that F(M) is a direct sum of modules of the form (H ◦ G)X , X ∈
(ΓB)0. We also have (H◦G)X = FX ⊕H(UX) and H(UX) is a direct sum of
modules of the form HWX′ , X

′ ∈ (ΓB)′0. Finally, for each direct summand
L of HWX′ we have an arrow L→ FX′ in ΓA, hence F(M) ∈ addS.
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E-mail: gregbob@mat.uni.torun.pl

gzwara@mat.uni.torun.pl

Received 1 February 2002;
revised 5 September 2002 (4165)


