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Abstract. The Higson compactification X
d
of a non-compact proper metric space

(X, d) is rarely equivalent to the Stone–Čech compactification βX. We give a characteri-
zation of such spaces. Also, we show that for each non-compact locally compact separable

metric space, βX is equivalent to lim←−{X
d
: d is a proper metric on X which is compatible

with the topology of X}. The approximation method of the above type is illustrated by
some examples and applications.

1. Introduction and preliminaries. In this paper all spaces are as-
sumed to be locally compact Hausdorff. For compactifications αX and γX of
a non-compact space X we write αX ≥ γX if there exists a continuous map
f : αX → γX such that f↾X is the identity on X. If such an f can be chosen
to be a homeomorphism, we write αX ≈ γX and two compactifications αX
and γX are said to be equivalent or αX is equivalent to γX.
The Higson compactification is defined for all proper metric spaces [15]

as follows. Here a proper metric space is a space X with a specific metric
(called a proper metric) d such that each d-bounded set has compact clo-
sure. Note that every non-compact proper metric space (X, d) has infinite
diameter. For a metric space (X, d) and for r > 0, Br(x, d) denotes the
open r-ball {y ∈ X : d(x, y) < r}. A continuous map f : X → Y of a non-
compact proper metric space (X, d) to a metric space (Y, ̺) is said to satisfy
the (∗)d-condition (with respect to ̺) if limx→∞ diam̺(f(Br(x, d))) = 0 for
each r > 0, that is, for each r > 0 and for each ε > 0, there is a compact
set K = Kr,ε in X such that for each point x 6∈ K, diam̺(f(Br(x, d))) < ε.
For a space X, C(X) (resp. C∗(X)) denotes the set of all real-valued (resp.
bounded real-valued) continuous functions on X. The set C(X) is a ring
under pointwise addition and multiplication with C∗(X) being a subring of
C(X). We define Cd(X) = {f ∈ C(X) : f satisfies the (∗)d-condition} and
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C∗d (X) = C
∗(X)∩Cd(X). With the supremum norm on C∗(X), C∗d(X) is a

closed subring of C∗(X) containing all constant functions. Since the metric
d on X is proper, C∗d(X) generates the topology of X. The Higson com-
pactification of a proper metric space (X, d) is the unique compactification

associated with the closed subring C∗d(X) (cf. [15]), denoted by X
d
. Note

that this is a metric-dependent compactification. The remainder X
d
−X of

the compactification is called the corona and is denoted by νdX.
It is well known that the Higson compactification behaves like the Stone–

Čech compactification (cf. [13]–[16], [20]). However, the Higson compactifi-
cation of a proper metric space is rarely equivalent to the Stone–Čech com-
pactification of the space. For example, the Higson compactification of the
positive integers N endowed with the standard metric is not equivalent to the
Stone–Čech compactification of N (cf. [15]). In Section 2, we give a necessary
and sufficient condition on a proper metric space X that the Stone–Čech

compactification βX is equivalent to X
d
. In Section 3, we will prove that the

Stone–Čech compactification of a locally compact separable metric space X
is characterized as the limit space of Higson compactifications of proper met-
rics on X. This enables us to derive certain information on the Stone–Čech
compactification from that on the Higson compactification and vice versa.
In the remaining part of this section we state some preliminary facts

on X
d
. First of all, the compactification X

d
is characterized as follows:

Proposition 1.1 ([15], Proposition 1). Let (X, d) be a non-compact

proper metric space. The Higson compactification X
d
is the unique compact-

ification of X which satisfies the following condition: for each continuous
map f : X → Y of X to a compact metric space Y , f has a continuous
extension to X

d
if and only if f satisfies the (∗)d-condition.

Note here that the compactness of Y guarantees that (∗)d-condition does
not depend on the choice of compatible metrics on Y .

Notation. Rn denotes the n-dimensional Euclidean space with the
standard metric dn(x, y) = (

∑n
i=1(xi − yi)

2)1/2, ω the first infinite ordi-
nal, Q the set of all rationals, [0, 1] the closed unit interval, and J = [0,∞).

A finite system {E1, . . . , En} of subsets of a proper metric space (X, d) is
said to diverge if, for each R > 0, the intersection of the R-neighborhoods of
the sets Ei, i = 1, . . . , n, is a bounded subset of X. Equivalently, a system
{E1, . . . , En} diverges if and only if limx→∞

∑n
i=1 d(x,Ei) = ∞. In what

follows we will frequently make use of the Tăımanov theorem stated in the
following form.

Theorem 1.2 (cf. [9], Theorem 3.5.5). Let X be a Tikhonov space and
let αX and γX be compactifications of X. The following conditions are
equivalent :
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(1) αX ≥ γX,
(2) if A and B are disjoint closed subsets of X such that clγXA ∩

clγXB = ∅, then clαXA ∩ clαXB = ∅.

The above yields the following characterization which was proved by
A. N. Dranishnikov, J. Keesling and V. V. Uspenskij.

Proposition 1.3 (cf. [8], Proposition 2.3). Let (X, d) be a proper metric
space. Then the following conditions are equivalent:

(1) αX ≈ X
d
,

(2) Let A and B be disjoint closed subsets of (X, d). Then clαXA ∩
clαXB = ∅ if and only if the system {A,B} diverges.

For undefined notation and terminology, see [4], [9], [18] and [19] .

2. The Stone–Čech compactification versus Higson compactifi-

cation. In this section we will characterize the non-compact locally com-

pact separable metric spaces (X, d) such that βX ≈ X
d
.

Definition 2.1. Let (X, d) be a metric space and r > 0. A subset D of
X is said to be r-discrete if Br(x, d) ∩D = {x} for each x ∈ D.

Proposition 2.2. Let (X, d) be a non-compact proper metric space.
Then the following conditions are equivalent :

(1) X
d
≈ βX,

(2) C∗d (X) = C
∗(X), and

(3) for each r > 0 there exists a compact subset Kr ⊂ X such that
X −Kr is r-discrete.

Proof. Clearly, (1) is equivalent to (2), and (3) implies (2). So it remains
to show that (2) implies (3). Let X be a proper metric space with C∗d(X) =
C∗(X). Since X is σ-compact, it is represented as X =

⋃

n<ω Cn such that
Cn is a compact subset of X for each n < ω. Assume that there exists an
r > 0 such thatX−K is not r-discrete for each compact subsetK ofX. Then
we can choose a point x0 ∈ X −C0 such that Br(x0, d)∩ (X −C0) 6= {x0}.
Put K0 = C0 and choose a point y0 ∈ (Br(x0, d) − {x0}) ∩ (X − C0).
There exists a continuous function f0 : X → [0, 1] such that f0({x0} ∪
(X −Br(x0, d))) = {0} and f0(y0) = 1. Next we take a compact subset K1
such thatK1 ⊃ Br(Br(x0, d)∪K0∪C1, d). From the assumption we can take
a point x1 ∈ X−K1 such that Br(x1, d)∩(X−K1) 6= {x1}. Then there exist
a point y1 ∈ (Br(x1, d)−{x1})∩(X−K1) and a continuous function f1 : X →
[0, 1] such that f1({x1}∪ (X−Br(x1, d))) = {0} and f1(y1) = 1. Continuing
this process, we obtain a sequence {Kn}n<ω of compact sets, sequences
{xn}n<ω, {yn}n<ω of points and a sequence {fn}n<ω of continuous functions
satisfying the following conditions for each n < ω:
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(1) xn ∈ X −Kn,
(2) yn ∈ (Br(xn, d)− {xn}) ∩ (X −Kn),
(3) Kn+1 ⊃ Br(Br(xn, d) ∪Kn ∪ Cn+1, d), and
(4) fn({xn} ∪ (X −Br(xn, d))) = {0} and fn(yn) = 1.

Put f =
∑

n<ω fn. Since {Br(xn, d) : n < ω} is discrete, we see that
f ∈ C∗(X). We show that f 6∈ C∗d(X). Let K be a compact subset of X.
From the condition (3) above, there exists an n < ω such that K ⊂ Kn. The
conditions (1), (2), (3) and (4) above imply that diam(f(Br(xn, d))) ≥ 1
and hence f 6∈ C∗d(X). This means that C

∗(X) 6= C∗d(X), contradicting the
hypothesis (2).

Now let (X, d) be a fixed metric space. Define a binary relation δd on
the power set P(X) of X as follows:

AδdB if and only if d(A,B) = 0.

It is well known that δd is a separated Efremovich proximity on X. The
theory of proximities then tells us that there exists a compactification udX
of X, called the Smirnov or Samuel compactification of X.

Theorem 2.3 ([21], Theorem 2.5). Let (X, d) be a metric space and αX
a compactification of X. Then the following conditions are equivalent :

(1) αX ≈ udX,
(2) if A,B ⊂ X, then clαXA ∩ clαXB 6= ∅ if and only if d(A,B) = 0.

Example 2.4. udR is not equivalent to R
d
, where d is a standard metric

on R defined by d(x, y) = |x − y|. In fact, put A = {2n : n < ω} and
B = {2n + 1 : n < ω}. Then we note that d(A,B) = 1 and d(x,A) +
d(x,B) = 1 for each x ∈ R and thus the system {A,B} does not diverge.
From Proposition 1.3, we have cl

R
dA∩cl

R
dB 6= ∅, while cludRA∩cludRB = ∅

by Theorem 2.3. Hence udR is not equivalent to R
d
.

If a system {A,B} of closed subssets of a proper metric space (X, d)
diverges, then it is clear that d(A,B) > 0. Hence we have in general:

Lemma 2.5. Let (X, d) be a non-compact proper metric space. Then

X
d
≤ udX.

Proposition 2.6. Let X be a non-compact locally compact separable
metric space. Then the following conditions are equivalent :

(1) there exists a compatible proper metric ̺ on X such that X
̺
≈ βX,

(2) there exists a compatible metric ̺′ on X such that u̺′X ≈ βX,
(3) βX is an Oz space, that is, each regular closed subset of βX is a

zero set of βX (cf. [2], Theorem 5.1),
(4) the set of non-isolated points of X is compact ,
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(5) there exists a proper metric d on X such that , for each r > 0, there
exists a compact subset Kr ⊂ X with X −Kr being r-discrete, and
(6) there exists a compact subset K of X such that X = K ⊕ (X −K)

and X −K is discrete.

Proof. The implication (1)⇒(2) follows from Lemma 2.5. Also, by [21],
Corollary 3.5, (2)⇔(3)⇔(4). Next we show that (4) implies (5). Let K be
the set of non-isolated points of X and d a compatible metric on X. Put
Kn+1 = Bn+1(K, d) for n < ω. If {x, y} 6⊂ K, then put

n(x, y) = min{n < ω : {x, y} ⊂ Kn}.

We define a metric on X as follows:

̺(x, y) =







d(x, y)/(diam(K, d)) if {x, y} ⊂ K,
n(x, y) if {x, y} 6⊂ K with x 6= y,
0 if {x, y} 6⊂ K with x = y.

One can verify that ̺ is a compatible proper metric on X and satisfies the
condition (5). From Proposition 2.2 we note that (5) implies (1). The proof
of the implication (6)⇒(5) is similar to that of (4)⇒(5). Thus it remains to
prove that (5) implies (6). By the hypothesis (5), there exist a proper metric
d on X and a compact subset K1 of X such that X −K1 is 1-discrete with
respect to d. It is easy to show that X −K1 is closed in (X, d) and hence
X = K1 ⊕ (X −K1).

3. The least upper bound of Higson compactifications. We show
that the Stone–Čech compactification is equivalent to the limit space of Hig-
son compactifications. The following is well known and the proof is provided
for completeness.

Lemma 3.1. For each locally compact separable metric space X, there
exists a proper metric on X compatible with the topology.

Proof. We may clearly assume that X is not compact. Since X is
σ-compact, there exists an increasing sequence {Kn : n < ω} of non-empty
compact subsets of X such that Kn is a compact subset of intKn+1 for each
n < ω. For the sake of convenience, let K−2 = K−1 = ∅. We can construct
a collection {Un : n < ω} of open subsets of X as follows:

(1) Un ⊃ Kn − intXKn−1 for each n < ω,
(2) Ui ∩ Uj 6= ∅ if and only if |i− j| ≤ 1.

Let d be a compatible metric on X. For each n < ω, there exists a
continuous function fn : X → [0, n] such that

fn(x) =

{

0 if x 6∈ Un,
n if x ∈ Kn − intXKn−1,
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Since {Un : n < ω} is locally finite in X (actually, it is of order 2), we note
that f =

∑

n<ω fn is a continuous function on X. Define ̺ : X ×X → R by

̺(x, y) = max{|f(x)− f(y)|, d(x, y)}.

It is easy to see that ̺ is compatible with the topology on X. It remains
to prove that ̺ is a proper metric. Fix a point x ∈ X and let r > 0. There
exists an n < ω such that x ∈ Kn − intXKn−1. Choose a natural number
m < ω such that m−3n > r. Then we show that Br(x, ̺) ⊂ Km−1. Assume
that y 6∈ Km−1. There exists an l ≥ m such that y ∈ Kl − intXKl−1. Then
f(y) ≥ l and f(x) ≤ 3n. Thus f(y)− f(x) ≥ l − 3n ≥ r > 0, and we have

̺(x, y) ≥ |f(x)− f(y)| (= f(y)− f(x))

≥ l − 3n ≥ m− 3n > r

Thus, y 6∈ Br(x, ̺). This shows that Br(x, ̺) ⊂ Km−1 and clXBr(x, ̺) is
compact.

Put

PM(X) = {d : d is a proper metric compatible with the topology on X}.

Theorem 3.2. Let X be a non-compact locally compact separable metric

space. Then βX ≈ supd∈PM(X)X
d
.

Proof. Let γX = supd∈PM(X)X
d
. Since X is σ-compact, there exists

a sequence {Kn : n < ω} of non-empty compact subsets of X such that
Kn  intKn+1 for every n < ω. For convenience, let K−2 = K−1 = ∅.
Take a collection {Un : n < ω} of open subsets of X as in Lemma 3.1. Let A
and B be disjoint non-empty closed sets ofX. Below, we find a proper metric
dA,B such that clXdA,BA∩ clXdA,BB = ∅. We may assume that A and B are
non-compact. Put An = (Kn − intKn−1) ∩ A, Bn = (Kn − intKn−1) ∩ B
and εn = min{d(An, Bn), 1} > 0 for each n < ω. Taking a subsequence of
{Kn}n<ω if necessary, we may further assume that An 6= ∅, Bn 6= ∅. For
each n < ω, there exists a continuous function fn : X → [0, n/εn] such that

fn(x) =

{

0 if x 6∈ Un,
n/εn if x ∈ Bn,
0 if x ∈ A.

Since {Un : n < ω} is locally finite in X, we note that f =
∑

n<ω fn
is a continuous function on X. Fix a compatible proper metric d. Define
dA,B : X ×X → R by

dA,B(x, y) = max{|f(x)− f(y)|, d(x, y)}.

It is easy to see that the metric dA,B is compatible with the topology on X
and dA,B is proper since dA,B ≥ d. We claim that
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lim
x→∞
(dA,B(x,A) + dA,B(x,B)) =∞,

which shows that cl
X
dA,BA ∩ clXdA,BB = ∅ by Proposition 1.3.

Fix a natural number n. We need to find a compact set K such that
dA,B(x,A)+dA,B(x,B)≥ n for x ∈X−K. Let K = clBn(

⋃

k≤n(Ak ∪ Bk),

dA,B) and note that K is compact in X. Assume that x 6∈ K. Since dA,B is
a proper metric, there exist a(x) ∈ A and b(x) ∈ B such that

dA,B(x, a(x)) + dA,B(x, b(x)) = dA,B(x,A) + dA,B(x,B).

We divide our considerations into two cases. If either a(x) ∈
⋃

k≤nAk or
b(x) ∈

⋃

k≤nBk, then either dA,B(x, a(x)) ≥ n or dA,B(x, b(x)) ≥ n and we
have the desired conclusion. If a(x) ∈ Ap and b(x) ∈ Bq for some p, q ≥ n+1,
then

dA,B(x, a(x)) + dA,B(x, b(x)) ≥ dA,B(a(x), b(x)) ≥ |f(a(x))− f(b(x))|

= |f(b(x))| = q/εq ≥ q > n,

as desired. Noticing thatX
dA,B

≤ γX, we obtain clγXA∩clγXB = ∅ for each
pair of disjoint closed sets A, B of X. This is the characterizing property
of the Stone–Čech compactification of a normal space, and therefore βX ≈

γX = supd∈PM(X)X
d
.

Let {αiX : i ∈ I} be a family of compactifications of X. Suppose that
I is a directed set, where the order � is defined as i � j iff αiX ≥ αjX.
For each pair i � j, let πij : αiX → αjX be the natural projection. Then
{αiX,πij : i ∈ I, i � j} forms an inverse system. Let ϕi : supi∈I αiX →
αiX be the natural projection. Hence for each i � j we have πij ◦ ϕi = ϕj .
The limit map

lim←−ϕi : sup
i∈I
αiX → lim←−{αiX,πij : i, j ∈ I with i � j}

is known to be a homeomorphism (cf. [17], Proposition 1.7). Now, let d, ̺ ∈
PM(X) and declare that d ≤ ̺ (resp. d � ̺) iff d(x, y) ≤ ̺(x, y) for each

pair of points x, y ∈ X (resp. C∗d(X) ⊂ C
∗
̺(X), i.e., X

d
≤ X

̺
). Note that

(PM(X),≤) (resp. (PM(X),�)) is a directed set. Furthermore, if d ≤ ̺,
then d � ̺. From Theorem 3.2 and the above remark we obtain the following
corollary:

Corollary 3.3. Let X be a non-compact locally compact separable

metrizable space. Then βX ≈ lim←−{X
d
, πd̺ : d, ̺ ∈ PM(X) and d ≥ ̺},

where πd̺ : X
d
→ X

̺
is the natural projection for each d, ̺ with ̺ ≤ d.

That is, βX is approximated arbitrarily closely by the Higson compactifica-
tion of suitable proper metrics.
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Remark 3.4. Higson compactifications are mainly studied in the con-
text of the “coarse geometry”, in which the asymptotic behavior of spaces
is the main object of study. In view of this geometry, the definition of the
partial order ≤ on PM(X) above is too restrictive. To make the definition
fit into the scheme of the coarse geometry, one should define d ≤ ̺ to hold if
the inequality d(x, y) ≤ ̺(x, y) holds “up to a bounded error” and for “x, y
sufficiently close to infinity”. Although it is possible to make this statement
rigorous, we will keep the original definition in order to avoid technical com-
plexity.

Now, we will give an application of the above corollary. R. F. Dickman Jr.
proved that for n ≥ 2, the Stone–Čech remainder (Rn)∗ of the n-dimensional
Euclidean space is a non-metric decomposable continuum (cf. [7]). From
Corollary 3.3 we obtain the following result.

Corollary 3.5. Let n be a natural number with n ≥ 2. There exists
a metric d ∈ PM(Rn) such that , for each proper metric ̺ ∈ PM(Rn) with
̺ ≥ d, the corona ν̺Rn is a decomposable continuum.

Proof. Assume the contrary that for each d ∈ PM(Rn), there exists a
proper metric ̺ ∈ PM(Rn) such that ̺ ≥ d and ν̺Rn is an indecomposable
continuum. Put

I = {̺ ∈ PM(Rn) : ν̺Rn is an indecomposable continuum}.

Since I is cofinal in PM(Rn), and by Corollary 3.3, we note that

(Rn)∗ = lim←−{ν̺R
n, π̺d↾ν̺R

n : d, ̺ ∈ I and ̺ ≥ d},

where π̺d : Rn
̺
→ Rn

d
is the natural projection for each ̺, d with ̺ ≥

d. Since ν̺R
n is an indecomposable continuum for each ̺ ∈ I, it follows

that (Rn)∗ is an indecomposable continuum, which contradicts the Dickman
theorem above.

The following result is a Higson compactification analogue of Glicks-
berg’s theorem on the Stone–Čech compactification of product spaces [11].
A weaker version can be obtained as an application of Corollary 3.3. See
Appendix (c).

Proposition 3.6. Let (X, dX) and (Y, dY ) be non-compact proper met-
ric spaces and suppose Y is non-discrete. Then for each proper metric ̺ on

X × Y , X × Y
̺
is not equivalent to X

dX
× Y

dY
.

Proof. Suppose that there exists a proper metric ̺ on X × Y such that

X × Y
̺
≈ X

dX
× Y

dY
. Then the corona ν̺(X × Y ) contains a copy of

Y which contains a convergent sequence S with limit point y. Applying
Theorem 1 of [16] to the σ-compact subset S \ {y}, we see that S [= the
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closure of S \ {y} in ν̺(X × Y )] is homeomorphic to β(S \ {y}) ≈ βω, a
contradiction.

The first Čech cohomology Ȟ1(X) of X with integer coefficients is identi-
fied with the homotopy classes [X,S1]. Let Ȟ1d(X) be the subgroup of [X,S

1]
defined by

Ȟ1d(X) := [X,S
1]d := {[f ]d : f : X → S

1 satisfies the (∗)d-condition}.

The following result was proved by J. Keesling.

Theorem 3.7 ([15], Theorem 1). Suppose that (X, d) is a non-compact
connected proper metric space. Then we have an exact sequence

(∗) 0→ C∗d (X)→ Cd(X)→ Ȟ
1(X

d
).

If , in addition, for every r > 0, there is a compact set Kr ⊂ X such that
the ball Br(x, d) is connected for each x ∈ X −Kr, then the above sequence
extends to an exact sequence

(∗∗) 0→ C∗d (X)→ Cd(X)→ Ȟ
1(X

d
)→ Ȟ1d(X)→ 0.

Let X be a non-compact connected completely regular Hausdorff space.
The following exact sequence is classical:

(∗∗∗) 0→ C∗(X)→ C(X)→ [βX, S1]
b
→ [X,S1]→ 0.

The connection of the sequence (∗∗) with (∗∗∗) fits very well the view
point represented in Corollary 3.3. That is, taking the limit of the sequence
(∗∗) with d varying, we almost recover the sequence (∗∗∗) as follows.
Let F ⊂ C∗(X) be a subcollection which separates points and closed

sets (in X). The evaluation map of F ,

eF : X →
∏

F

clRf(X),

is defined by (eF(x))f = f(x) for each x ∈ X, f ∈ F . It is well known
that eF is an embedding and then the closure of eF (X) in

∏

F clRf(X)
is a compactification of X, called the compactification associated with the
collection F and denoted by eFX. Let

PMC(X)= {d ∈ PM(X) : for each r > 0, there is a compact setKr ⊂X such
that Br(x, d) is connected for each x∈X−Kr}

Proposition 3.8. Suppose that X is a non-compact connected locally
compact separable metric space. Then

⋃

d∈PM(X) C
∗
d(X) is dense in C

∗(X)
with respect to the uniform convergence topology and there is the following

exact sequence:

0→
⋃

d∈PM(X)

C∗d (X)→
⋃

d∈PM(X)

Cd(X)→ [βX, S
1].
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If PMC(X) is cofinal in PM(X), then the above extends to an exact sequence
as follows:

0→
⋃

d∈PM(X)

C∗d (X)→
⋃

d∈PM(X)

Cd(X)→ [βX, S
1]→ [X,S1]→ 0.

Proof. First, we show that
⋃

d∈PM(X) C
∗
d (X) is dense in C

∗(X) with re-

spect to the uniform topology. Let G =
⋃

d∈PM(X) C
∗
d (X) and note that G

separates points and closed sets in X. It follows from Theorem 3.2 that
eGX ≈ βX. Let H be the closure of G in C∗(X) with the uniform con-
vergence topology. Then H is a closed subring that contains all constant
functions and eHX ≥ eGX. Since eGX ≈ βX, we have eHX ≈ βX. From
[1], Theorem 3.7 (cf. [9], Problem 3.12.22(e)), we conclude that C∗(X) = H.
Thus,

⋃

d∈PM(X) C
∗
d (X) is dense in C

∗(X) with the uniform convergence
topology.

Let d, ̺ ∈ PM(X) with d ≤ ̺. Let ιd : C∗d (X)→ Cd(X), fd̺ : C
∗
d(X)→

C∗̺ (X), and gd̺ : Cd(X) → C̺(X) be the inclusions. Let π̺d : X
̺
→ X

d

be the natural projection and e : R→ S1 the covering map. We now define

homomorphisms ad : Cd(X) → [X
d
, S1] and hd̺ : [X

d
, S1] → [X

̺
, S1]

as follows: ad(f) = [e ◦ f ] and hd̺([g]) = [g ◦ π̺d] for f ∈ Cd(X) and

[g] ∈ [X
d
, S1], respectively. Clearly, the following diagram is commutative:

0 C∗d (X) Cd(X) [X
d
, S1]

0 C∗̺ (X) C̺(X) [X
̺
, S1]

// ιd //

fd̺

��

ad //

gd̺

��

hd̺

��

//
ι̺

//
a̺

//

We consider direct systems {C∗d(X), fd̺ : d, ̺ ∈ PM(X), d ≤ ̺},

{Cd(X), gd̺ : d, ̺ ∈ PM(X), d ≤ ̺}, and {[X
d
, S1], hd̺ : d, ̺ ∈ PM(X),

d ≤ ̺}. Then from Theorem 3.7 and the fact that the direct limit of exact
sequences is exact (cf. [19], Chap. 4, Sec. 5, Theorem 7) we have an exact
sequence

0→ lim−→
d∈PM(X)

C∗d (X)→ lim−→
d∈PM(X)

Cd(X)→ lim−→
d∈PM(X)

[X
d
, S1].

Clearly,

lim−→
d∈PM(X)

C∗d(X)
∼=
⋃

d∈PM(X)

C∗d (X)

and

lim−→
d∈PM(X)

Cd(X) ∼=
⋃

d∈PM(X)

Cd(X).
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Furthermore, from Corollary 3.3,

lim−→
d∈PM(X)

[X
d
, S1] ∼= lim−→

d∈PM(X)

Ȟ1(X
d
) ∼= Ȟ1(βX) ∼= [βX, S1].

This completes the first part of the proof.

Next, we assume that PMC(X) is cofinal in PM(X). Let d, ̺ ∈ PM(X)

with d ≤ ̺. Let bd : [X
d
, S1] → [X,S1]d be defined by bd([f ]) = [f↾X]d

for each [f ] ∈ [X
d
, S1] and let id̺ : [X,S

1]d → [X,S1]̺ be defined by
id̺([f ]d) = [f ]̺ for each [f ]d ∈ [X,S1]d. These maps form a commutative
diagram with exact rows:

0 C∗d (X) Cd(X) [X
d
, S1] [X,S1]d 0

0 C∗̺ (X) C̺(X) [X
̺
, S1] [X,S1]̺ 0

// ιd //

fd̺

��

ad //

gd̺

��

bd //

hd̺

��

//

id̺

��

//
ι̺

//
a̺

//
b̺

// //

The limit of the above sequence reduces to the following exact sequence:

0→
⋃

d∈PM(X)

C∗d(X)→
⋃

d∈PM(X)

Cd(X)→ [βX, S
1]→ lim−→

d∈PM(X)

[X,S1]d → 0.

Clearly, lim−→d∈PM(X)[X,S
1]d ∼=

⋃

d∈PM(X)
[X,S1]d. Now there exists the natural

inclusion i :
⋃

d∈PM(X)
[X,S1]d→ [X,S1] and it is easy to see that i ◦ lim−→ bd=b.

It follows that i is a bijection and hence
⋃

d∈PM(X)
[X,S1]d = [X,S

1]. Thus
the second part of the proof is complete.

Let (X, d) be a proper metric space. We improve Theorem 3.2 by proving
that βX is the supremum of Higson compactifications, whose coronas have
the covering dimension ≤ 2(asdim(X, d))+1, where asdim(X, d) denotes the
asymptotic dimension of a metric space (X, d) introduced by M. Gromov [12]
(it is denoted by asdim+X in [12]).

Definition 3.9. A family µ of subsets of X is uniformly bounded if
there is a constant C > 0 such that the diameters of all members of µ are
less than C. The asymptotic dimension asdim(X, d) of a proper metric space
(X, d) is at most n if, for each R > 0, there exist uniformly bounded families
µ1, . . . , µn+1 of subsets of X such that, for every i = 1, . . . , n + 1, all the
pairwise distances between members of µi are > R and

⋃n+1
i=1 µi covers X.

Remark 3.10. It is known that asdim(Rn, dn) = n, where dn is the
standard metric on Rn (cf. [8]). Furthermore, if Y is a subspace of a non-
compact proper metric space (X, d), then asdim(Y, d↾Y ) ≤ asdim(X, d).

The asymptotic dimensions of product spaces are (roughly) estimated as
follows.
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Lemma 3.11. Let (X, dX) and (Y, dY ) be proper metric spaces. If
asdim(X, dX) ≤ m and asdim(Y, dY ) ≤ n, then asdim(X×Y,max{dX , dY })
≤ mn+m+ n.

Proof. Fix an R > 0. Since asdim(X, dX) ≤ m there exist uniformly

bounded families µ1, . . . , µm+1 of subsets of X such that
⋃m+1
i=1 µi = X and,

for every i = 1, . . . ,m + 1, all the pairwise distances between members of
µi are > R. Similarly, there exist uniformly bounded families ν1, . . . , νn+1
of subsets of Y such that

⋃n+1
i=1 νi = Y and, for every i = 1, . . . , n + 1, all

the pairwise distances between members of νi are > R. For simplicity let
̺ = max{dX , dY } on X × Y . Put υij = {U × V : U ∈ µi and V ∈ νj} for
i = 1, . . . ,m+ 1 and j = 1, . . . , n+ 1. Clearly,

⋃

1≤i≤m+1
1≤j≤n+1

υij = X × Y.

Since for every U×V ∈υij , diam(U×V, ̺) =max{diam(U, dX), diam(V, dY )},
υij is uniformly bounded in X × Y . Furthermore, for all distinct members
U × V, U ′ × V ′ ∈ υij ,

̺(U × V, U ′ × V ′) ≥ max{dX(U,U
′), dY (V, V

′)} > R.

Therefore we have asdim(X × Y, ̺) ≤ mn+m+ n.

It is known that the asymptotic dimension is a quasi-isometry invariant
of X (cf. [12], p. 29, Remark). In other words,

Lemma 3.12. Let (X, dX) and (Y, dY ) be proper metric spaces. If there
exist a (not necessarily continuous) map f : X → Y and positive num-
bers λ ≥ 1, C ≥ 0 such that , for each x, y ∈ X, (1/λ)dX(x, y) − C ≤
dY (f(x), f(y)) ≤ λdX(x, y)+C and Y = BC(f(X), dY ), then asdim(X, dX)
= asdim(Y, dY ).

The following theorem was proved in [8].

Theorem 3.13 ([8], Theorem 1.1). Let (X, d) be a proper metric space.
Then dim νdX ≤ asdim(X, d).

We improve Theorem 3.2 in the following:

Proposition 3.14. If (X, d) is a proper metric space, then βX ≈
sup{X

̺
: ̺ ∈ PM(X) with ̺ ≥ d and dim ν̺X ≤ 2 asdim(X, d) + 1}.

Proof. Let asdim(X, d) = n and we will show that βX ≈ sup{X
̺
:

̺ ∈ PM(X) and dim ν̺X ≤ 2n + 1}. Since X is σ-compact, there exists
a sequence {Kn : n < ω} of non-empty compact subsets of X such that
Kn is a proper subset of intKn+1 for every n < ω. For convenience, let
K−2 = K−1 = ∅. Take a collection {Un : n < ω} of open subsets of X
as in Lemma 3.1. Let A and B be disjoint non-empty closed subsets of X.
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Without loss of generality, we may assume that A and B are non-compact.
Let dA,B be a proper metric on X as constructed in Theorem 3.2. It is of
the form dA,B(x, y) = max{d(x, y), |f(x)− f(y)|} for a continuous function
f : X → [0,∞) = J and has the property that cl

X
dA,BA ∩ clXdA,BB = ∅.

We claim that asdim(X, dA,B) ≤ 2n+ 1, which implies that dim νdA,BX ≤
2n + 1, and thus completes the proof. Now, put Y = {(x, f(x)) : x ∈ X}
⊂ X × J and let dY be the metric on Y induced by the metric
max{d, dJ} on X × J , where dJ is the standard metric dJ (x, y) = |x − y|
on J = [0,∞). Clearly, (Y, dY ) is isometric to (X, dA,B). From Lemma 3.11
and 3.12, asdim(X, dA,B) = asdim(Y, dY ) ≤ 2n+ 1. From Theorem 3.13 we
see that dim νdA,BX ≤ 2n+ 1.

WhenX=Rn with the standard metric, the above Y is a subset of Rn×R
with the metric σ((x, s), (y, t)) = max{dn(x, y), |s − t|} (for (x, s), (y, t) ∈
Rn × R), which is clearly quasi-isometric to the standard metric dn+1 on
Rn+1. Thus

Proposition 3.15. The following statement holds:

βRn ≈ sup{Rn
d
: d ≥ the standard metric and dim νdR

n ≤ n+ 1}.

It is easy to construct a proper metric d on a locally compact non-
compact separable metric space X such that (X, d) is quasi-isometric to
(J, dJ). For such a metric, asdim(X, d) = 1. Therefore we have:

Corollary 3.16. For each locally compact separable metric space X,

βX ≈ sup{X
d
: dim νdX ≤ 3}.

4. Appendix: Approximation of compactifications by metrizable

compactifications. The purpose of this appendix is to illustrate some ex-
amples and applications of approximation methods of compactifications by
metrizable compactifications.

(a) Higson compactifications and singular compactifications. It is easy to
see that each compactification αX of a locally compact separable metriz-
able space X is the inverse limit of some metrizable compactifications. A
result of Chandler and Faulkner (cf. [5]) implies that βX is the supremum
of (all) compactifications with the remainder being homeomorphic to [0, 1].
We prove an analogue of Chandler–Faulkner’s theorem for Higson compact-
ifications. The notion of singular compactification is necessary for this pur-
pose. Let X be a non-compact space, Y a compact space and f : X → Y a
continuous map. The singular set S(f) of f is the subset of Y defined by

S(f) = {y ∈ Y : for every open neighborhood U of y in Y ,

clXf
−1(U) is not compact}
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(cf. [3]). We say that f is singular if S(f) = Y (cf. [10]). For each singular
map f , we construct a singular compactification of X as follows: The under-
lying set is the disjoint union X∪Y . Basic neighborhoods of points of X are
the same as those with respect to the original topology. Points in Y have
neighborhoods of the form U ∪ (f−1(U) − F ), where U is open in Y and
F is compact in X. Then X ∪ Y with this topology is a compactification
of X, denoted by X∪f S(f). A compactification αX of X is called a singular
compactification if αX ≈ X ∪f S(f) for some singular map f (cf. [5] and
[10]). This compactification originates with [6].

For each compactification αX, let Cα be the set of all functions f in
C∗(X) which admit an extension fα to αX. Also, Sα denotes the set of all
singular functions of Cα.

The proof of Theorem 3 of [15] shows the following.

Lemma 4.1. Let (X, d) be a non-compact proper metric space. Then
there exists a C-embedded copy N of ω in X such that C∗dN (N) = C

∗(N)

and N is C∗-embedded in X
d
, where dN = d↾N .

The proof of [5], Theorem 2, works to prove the following straightforward
generalization.

Lemma 4.2 (cf. [5], Theorem 2). Let X be a non-pseudocompact locally
compact Hausdorff space and suppose a closed subring F of C∗(X) con-
taining all constant functions separates points and closed sets in X. If there
exists a C-embedded copy N of ω such that F(N) = C∗(N), where F(N) =
{f↾N : f ∈ F}, then eFX ≈ sup{X ∪f S(f) : f ∈ F and f is singular}.

Proof. Let αX = eFX and G = {f ∈ F : f is singular}, and let p, q ∈
αX − X be distinct points. Since F(N) = C∗(N), we note that N is C∗-
embedded in αX and it follows that clαXN ≈ βN . Take a point r ∈ clαXN∩
(αX −X) with r 6= p, q. Let U be a neighborhood of r with p, q 6∈ clαXU ,
and put N ′ = U ∩N . Note that N ′ is a C∗-embedded copy of ω such that
F(N ′) = C∗(N ′). In particular, N ′ is C∗-embedded in αX. By Lemma 3 of
[5], N ′ ∪ {p, q} is C∗-embedded in αX. Now, enumerate N ′ as {xn : n < ω}
and Q ∩ [0, 1] as {qn : n < ω} and define a function f∗ : N ′ ∪ {p, q} → R as
follows:

f∗(x) =

{

1 if x = p,
0 if x = q,
qn if x = xn.

Since N ′∪{p, q} is C∗-embedded in αX, there exists a continuous extension
F : αX → R of f∗. Let f = F ↾X. From [1], Theorem 3.7 we note that
f ∈ G and fα(p) 6= fα(q). Thus G separates points in αX − X, which, by
Theorem 1 of [5], completes the proof.
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Applying Lemma 4.2 via Lemma 4.1, we obtain the following:

Theorem 4.3. Let (X, d) be a non-compact proper metric space. Then

X
d
≈ sup{X ∪f S(f) : f ∈ Sd}, where Sd = {f ∈ C∗d (X) : f is singular}.

Remark 4.4. In the above theorem, X ∪f S(f) is always metrizable. To
see this, let nw(X) = min{|N | : N is a net of X} + ω, where a net for
a topological space X is a collection N of subsets of X such that every
open set in X is the union of elements of N . It is well known that w(X) =
nw(X) for each compact Hausdorff space X (cf. [9], Theorem 3.1.19). Thus
w(X ∪f S(f)) = nw(X ∪f S(f)) = ω and the claim follows.
(b) Products of metrizable compactifications. We are grateful to the ref-

eree for pointing out the following result. It provides another application of
the approximation method.

Theorem 4.5. Let X and Y be locally compact non-compact separ-
able metrizable. Then there exists a metric compactification α(X × Y ) of
X × Y such that no metric compactifications µX of X and νY of Y satisfy
µX × νY ≥ α(X × Y ).

Proof. Suppose that, for each metric compactification α(X×Y ) ofX×Y ,
there exist metric compactifications µαX and ναY of X and Y such that
µαX × ναY ≥ α(X × Y ). It follows from Lemma 4.2 and Remark 4.4 that
sup{α(X × Y ) : α(X × Y ) is a metric compactification of X × Y } ≈ β(X ×
Y ). Then

βX × βY ≥ sup
α(X×Y )

(µαX × ναY ) ≥ sup
α(X×Y )

α(X × Y ) ≈ β(X × Y )

where the supremums are taken over all metric compactifications of X × Y .
By the maximality of the Stone–Čech compactification, we see that βX×βY
≈ β(X × Y ), which contradicts the Glicksberg theorem.

(c) A weaker version of Proposition 3.6. The following is a weaker version
of Proposition 3.6. We decided to include it here since the proof seems to give
a good illustration of the approximation method developed in this paper.

Proposition 4.6. Let X and Y be locally compact non-compact separ-
able metrizable spaces. There exist proper metrics ̺ ∈ PM(X × Y ),
̺X ∈ PM(X) and ̺Y ∈ PM(Y ) such that , if d � ̺, dX � ̺X and
dY � ̺Y with d ∈ PM(X × Y ), dX ∈ PM(X) and dY ∈ PM(Y ), then

X × Y
d
is not equivalent to X

dX
× Y

dY
.

Proof. Assume on the contrary that, for each ̺ ∈ PM(X × Y ), for each
̺X ∈ PM(X) and for each ̺Y ∈ PM(Y ), there exist d ∈ PM(X × Y ),
dX ∈ PM(X) and dY ∈ PM(Y ) with d � ̺, dX � ̺X and dY � ̺Y such

that X × Y
d
≈ X

dX
× Y

dY
. Then the subset
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I(X × Y ) = {d ∈ PM(X × Y ) : X × Y
d
≈ X

dX
× Y

dY
for some

dX ∈ PM(X) and dY ∈ PM(Y )}

is cofinal in PM(X×Y ) with respect to the order �. For each d ∈ I(X×Y ),
we fix metrics dX ∈ PM(X) and dY ∈ PM(Y ) and a homeomorphism ϕd :

X × Y
d
→ X

dX
× Y

dY
. Let I(X) = {dX : d ∈ I(X × Y )} and I(Y ) =

{dY : d ∈ I(X × Y )}, which are cofinal in PM(X) and PM(Y ) respectively
(with respect to �). An important observation here is: for compactifications
γiX, δiY (i = 1, 2),

(1) γ1X × δ1Y ≥ γ2X × δ2Y if and only if γ1X ≥ γ2X and δ1Y ≥ δ2Y.

Indeed, given a continuous surjection g : γ1X×δ1Y → γ2X×δ2Y , we choose
a point y0 ∈ Y and consider the following composition of maps:

fX : γ1X
ιy0−→ γ1X × δ1Y

g
−→ γ2X × δ2Y

pX
−→ γ2X,

where ιy0 is the natural embedding defined by ιy0(x) = (x, y0) whenever
x ∈ γ1X, and pX denotes the standard projection. Since g↾X × Y = idX×Y ,
it is easily seen that fX↾X = idX and hence fX(γ1X) = γ2X. The same
argument works for δiY (i = 1, 2).
Now, for metrics d, ̺ ∈ I(X × Y ) with d � ̺, we have

X
dX
× Y

dY
≈ X × Y

d
� X × Y

̺
≈ X

̺X
× Y

̺Y
.

It follows from (1) that X
dX
≤ X

̺X
and Y

dY
≤ Y

̺Y
. Thus we have the

following commutative diagram:

X × Y
̺

X
̺X
× Y

̺Y
X
̺X

X × Y
d

X
dX
× Y

dY
X
dX

ϕ̺
//

π̺d

��

p̺X //

π̺XdX×π̺Y dY
��

π̺XdX

��
ϕd //

pdX //

where πd̺, π̺XdX and π̺Y dY are natural projections, and p̺X and pdX are
standard projections. If we pass to the inverse limits and make use of the
cofinality of I(X×Y ) in PM(X×Y ) and I(X) in PM(X) respectively, from
the remark before Corollary 3.3 we obtain the limit maps

β(X × Y )
lim←−ϕ̺−−−−→ lim←−{X

̺X
× Y

̺Y
, π̺XdX × π̺Y dY }

PX=lim←− pdX−−−−−−−→ βX.

Similarly we have the limit maps

β(X × Y )
lim←−ϕ̺−−−−→ lim←−{X

̺X
× Y

̺Y
, π̺XdX × π̺Y dX}

PY =lim←− p̺Y−−−−−−−→ βY.

Since ϕ̺ is a homeomorphism for each ̺ ∈ I(X × Y ), lim←−ϕ̺ is a hom-
eomorphism as well. Also, it is easy to see that the diagonal map

PX △ PY : lim←−{X
̺X
× Y

̺Y
, π̺XdX × π̺Y dY } → βX × βY
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is injective and hence is a homeomorphism. Therefore we have a homeomor-
phism (PX △ PY ) ◦ lim←−ϕd : β(X × Y ) → βX × βY , which contradicts the
Glicksberg theorem.
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[15] J. Keesling, The one-dimensional Čech cohomology of the Higson compactification
and its corona, Topology Proc. 19 (1994), 129–148.

[16] —, Subcontinua of the Higson corona, Topology Appl. 80 (1997), 155–160.

[17] J. R. McCartney, Maximum zero-dimensional compactifications, Proc. Cambridge
Philos. Soc. 68 (1970), 653–661.

[18] J. R. Porter and R. G. Woods, Extensions and Absolutes of Hausdorff Spaces,
Springer, New York, 1988.

[19] E. H. Spanier, Algebraic Topology, McGraw-Hill, New York, 1966.

[20] K. Tomoyasu, Proper metric spaces and Higson compactifications of product spaces,
Glas. Mat. 34 (54) (1999), 65–72.



92 K. KAWAMURA AND K. TOMOYASU

[21] R. G. Woods, The minimum uniform compactification of a metric space, Fund.
Math. 147 (1995), 39–59.

Institute of Mathematics
University of Tsukuba
Tsukuba-shi Ibaraki
305-8571, Japan
E-mail: kawamura@math.tsukuba.ac.jp

Miyakonojo National College of Technology
Miyakonojo-shi Miyazaki

885-8567, Japan
E-mail: tomoyasu@cc.miyakonojo-nct.ac.jp

Received 29 October 1999;

revised 29 June 2000 (3843)


