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Some new cases of realization of spectral
multiplicity function for ergodic transformations
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A. Katok (University Park, PA) and M. Lemańczyk (Toruń)

Abstract. Given a countable Abelian groupG, its automorphismw for whichwM =Id,
and a subgroup F ⊂ G we define

M(G, w,F) = {]({wiχ : i ∈ Z} ∩ F) : χ ∈ F \ {0}}.

We prove that each finite set of the form M(G, w,F) ∪ {2} is realized as the set of essen-
tial values of the multiplicity function of the Koopman operator of some weakly mixing
automorphism.

Introduction. Assume that T is an ergodic automorphism of a standard
probability Borel space (X,B, µ). The corresponding unitary operator UT :
L2(X,B, µ) → L2(X,B, µ), UT (f) = f ◦ T , is called the Koopman operator
and is usually considered only on L2

0(X,B, µ), that is, on the subspace of
zero mean functions.

Two basic questions of the spectral theory of Koopman representations
are:

1. What measures appear as the maximal spectral type of an ergodic
automorphism?

2. What subsets of N∗ ∪ {∞} appear as the set of essential values of the
multiplicity function of an ergodic transformation? We will call such
subsets Koopman realizable or simply realizable.

Those questions do not exhaust the spectral theory and in Section 6 we
will mention some other problems.

Only obvious restrictions are known for the first question, namely density,
symmetry and invariance under multiplication by eigenvalues, while many
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more probably exist (1). However, for the second one it is expected that all
subsets are realizable. It has already been shown that all subsets contain-
ing 1 are realizable [19] (reproved by a different argument in [3]). For more
information on the subject see also earlier articles by Robinson [29], [30], and
the surveys [11, 18]. Less is known about Koopman realization of sets which
do not contain 1. In [1] and [32] (see also the recent book by Anosov [6]) the
Rokhlin problem of existence of a Koopman representation with a unique
essential value (equal to n, n ≥ 2) is solved for n = 2. Moreover, Ageev [4]
solved the Rokhlin problem in full generality. Danilenko [8] simplified the
original construction of Ageev, and used it to show that sets of the form
n · ({1} ∪ F ), where F is an arbitrary subset of N∗ ∪ {∞} without 1, are
Koopman realizable. Moreover, in [5] a new series of realizable sets, including
the set {2, 3, . . . , n}, is given and those sets are also realizable in the class of
mixing automorphisms.

In the present paper we make another modest step forward toward show-
ing that many sets of integers are realizable (for the proof of the theorem
below see Section 4).

Theorem 1 (Main Theorem). Let G be an arbitrary countable Abelian
group G, w its automorphism for which wM = Id, and F a subgroup G. Let

M(G, w,F) := {]({wiχ : i ∈ Z} ∩ F) : χ ∈ F \ {0}}
= {]({wiη : i ∈ Z} ∩ F) : η ∈ G \ {0}} \ {0}.

Then there exists a weakly mixing automorphism T of a Lebesgue space (X,µ)
for which the set of essential values of spectral multiplicities in L2

0(X,B, µ)
is equal to M(G, w,F) ∪ {2}.

Our method builds upon the solution of the Rokhlin problem for n = 2 in
[1, 32] and the methods of periodic approximation theory summarized in [16].
We widely use the presence of various operators in the weak closure of the
iterates of a Koopman operator or its restriction to a particular subspace
to assert that no “unexpected” overlaps appear between various components
of the spectrum and thus guarantee that the spectral multiplicity can be
deduced from a certain algebraic picture.

In order to deduce from our construction that all finite subsets contain-
ing 2 are Koopman realizable one needs to prove an algebraic lemma that
each finite subset of N is of the form M(G, w,F). The construction in the
proof of the Algebraic Lemma in [19] gives rise to sets M(G, w,F) which
contain 1.

(1) This is an instance of a wide-spread phenomenon in ergodic theory: there are
precious few “real theorems” and plenty of examples and counterexamples, many of which
may be disguised as theorems; the principal result of the present paper is not an exception.
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We show, however, that all sets {2, n} are Koopman realizable, which
answers a question from [33].

We believe that the techniques developed in this paper may be useful in
the further investigation of the spectral multiplicity problem. This is one of
the reasons we do not aim at particular brevity in calculations and try to
present all ingredients in sufficient detail.

1. Spectral multiplicities of tensor products. Let V be a unitary
operator on a separable Hilbert space H. If f ∈ H, then we denote by ZV (f)
(or simply Z(f) if no confusion arises) the cyclic space generated by f , that
is, the closure of the span of {V nf : n ∈ Z}. The spectral measure σf = σV,f
of f ∈ H is the (positive, finite) measure on T = {z ∈ C : |z| = 1} given by

σ̂f (n) = 〈V nf, f〉 for all n ∈ Z.
The operator V is determined up to unitary isomorphism by its maximal
spectral type σV (the equivalence class of a spectral measure which dominates
all spectral measures) and a Borel function MV : T → N∗ ∪ {∞} defined
σV -a.e. and called the multiplicity function (see e.g. the Appendix in [28]
or [18] for more information on the spectral theory of unitary operators).
Each member of the essential range of MV is called an essential value of the
multiplicity function.

If V : H → H is a unitary operator on a Hilbert space, F ⊂ H is a closed
V -invariant subspace and V nt → A weakly (A is a bounded linear operator
on H) then AF ⊂ F . This follows immediately from the fact that a closed
subspace is weakly closed.

Lemma 1. Let Vi : Hi → Hi, i = 1, 2, be unitary operators with simple
spectrum. Assume moreover that

(i) V nt
i →

1
2(Id + Vi) weakly , i = 1, 2,

(ii) V mt
i → 1

2(Id + ciVi) weakly , i = 1, 2.

If c1 6= c2 then V1 ⊗ V2 also has a simple spectrum.

Proof. Assume that Hi = ZVi(fi), i = 1, 2, and let F := ZV1⊗V2(f1⊗f2).
We will show that
(1) H1 ⊗H2 = F.

We have
(2) V k

1 f1 ⊗ V k
2 f2 ∈ F

for each k ∈ Z. Since
(V1 ⊗ V2)nt → 1

4(Id + V1)⊗ (Id + V2), (f1 + V1f1)⊗ (f2 + V2f2) ∈ F,
using (2) we obtain

(3) f1 ⊗ V2f2 + V1f1 ⊗ f2 ∈ F.
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Similarly, (f1 + c1V1f1)⊗ (f2 + c2V2f2) ∈ F , whence
(4) c1V1f1 ⊗ f2 + f1 ⊗ (c2V2f2) ∈ F.
It follows from (3) and (4) that f1 ⊗ V2f2 ∈ F and V1f1 ⊗ f2 ∈ F. Therefore
F is invariant under V1 ⊗ Id and Id⊗ V2, and (1) follows.

Lemma 2 ([3], [6], [16], [32]). Let V : H → H be a unitary operator with
simple continuous spectrum. If the weak closure of powers of V contains
1
2(Id + V ), then V ⊗ V has uniform spectral multiplicity 2.

Proof. Recall that if V1, V2 are unitary operators then the maximal spec-
tral type of their tensor product is the convolution of the spectral types of
the factors, i.e. σV1⊗V2 = σV1 ∗σV2 . Moreover, if the spectra of Vi are simple,
then MV1⊗V2(c) is (for σV1 ∗ σV2-a.a. c ∈ T) either equal to the number of
atoms of the measure ηc, where

σV1 ⊗ σV2 =
�

T
ηc ⊗ δc d(σV1 ∗ σV2)(c),

if ηc is purely atomic, or equal to infinity.
In view of the continuity of the spectrum, σ⊗σ({(z, z) : z ∈ T}) = 0, and

thus the multiplicities of V ⊗ V are even. Then as in the proof of Lemma 1
one checks that f ⊗ V f and V f ⊗ f V ⊗ V -generate the space H ⊗ H for
each V -cyclic vector f for H.

Let H be a Hilbert space. Given k ≥ 1, let Fk ⊂ H⊗k be the subspace
of symmetric k-tensors; it is usually denoted by H�k and consists of the
tensors invariant under the group Σk of all coordinate permutations. De-
note by Sym(f1 ⊗ · · · ⊗ fk) the vector

∑
τ∈Σk fτ(1) ⊗ · · · ⊗ fτ(k). Notice that

Sym(f1 ⊗ · · · ⊗ fk) is equal (up to a multiplicative constant) to the value of
the orthogonal projection πH�k on H�k at f1 ⊗ · · · ⊗ fk. If V is a unitary
operator on H then we denote by eV the corresponding unitary operator on
the symmetric Fock space

⊕
k≥0H

�k, that is, eV =
⊕

k≥0 V
�k, and V �k

is the restriction of V ⊗k to Fk, k ≥ 0. Recall that the symmetric tensor
product H�n can also be defined abstractly by putting

〈x1 � · · · � xn, y1 � · · · � yn〉 =
∑
τ∈Σn

〈x1, yτ(1)〉 · . . . · 〈xn, yτ(n)〉

and then Sym(f1 ⊗ · · · ⊗ fk) =
√
k! f1 � · · · � fk.

Below we will consider unitary operators V with simple continuous spec-
trum such that the weak closure of powers of V contains 1

2(κ · Id + V ) for
infinitely many κ with |κ| ≤ 1. Notice that such operators have continuous
spectrum. Indeed, if V f = cf , where necessarily |c| = 1, then cnt → 1

2(κ+c),
which is possible only if κ = c. Ageev [2, proof of Theorem 1] shows that
the operator eV has a simple spectrum. In fact, Ageev considers operators
for which σV = σ′V + δ1 where σ′V is continuous. This is natural when we are
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studying multiplicities of the Koopman representations associated to Carte-
sian products T×n since in the computation of the spectral multiplicities for
L2

0(X
×n, µ⊗n) we must take into account the subspace of constant functions

for UT . Therefore, formally speaking, the proposition below is not a gener-
alization of Ageev’s result since on the nontrivial subspace of fixed points
of V the weak convergences may hold only if κ = 1. Our proof is based
on a different idea than in [2] and gives rise to a slightly more general re-
sult. Proposition 1 will be applied to invariant subspaces of some Koopman
representations and in such a case, in general, the κs may not even be real
numbers.

Proposition 1. Assume that V and W are unitary operators with sim-
ple spectrum defined on separable Hilbert spaces H and G respectively. As-
sume that S ⊂ C is countable. Assume moreover that for each κ ∈ S there
exist subsequences (n(κ)

t ), (m(κ)
t ) and κ̃ satisfying κ̃q 6= κq for each q ≥ 1

such that we have the following weak convergences:

V n
(κ)
t → 1

2(κ · Id + V ), Wn
(κ)
t → 1

2(κ · Id +W ),(5)

V m
(κ)
t → 1

2(κ · Id + V ), Wm
(κ)
t → 1

2(κ̃ · Id +W ).(6)

Then eV ⊗W has a simple spectrum.

Proof. Fix k ≥ 1. We need to show that (V ⊗k|Fk) ⊗ W has a simple
spectrum. Assume that H = ZV (f) and G = ZW (g) for some f ∈ H and
g ∈ G. We intend to show that

(7) H�k ⊗G = ZV �k⊗W (f⊗k ⊗ g).
We will first show that

(8) H�k = ZV �k(f⊗k).
Define F = ZV �k(f⊗k). The subspace H�k is V ⊗k-invariant and V ⊗k is
unitary; moreover, by (5) (or (6)) for each κ ∈ S,

(V ⊗k)n
(κ)
t → 1

2k
(κ · Id + V )⊗k,

hence H�k is also invariant for the adjoint of (κ · Id + V )⊗k and therefore

(9) πH�k ◦ (κ · Id + V )⊗k = (κ · Id + V )⊗k ◦ πH�k .
We will now show by induction that

(10) πH�k(f
⊗i0 ⊗ (V n1f)⊗i1 ⊗ · · · ⊗ (V npf)⊗ip) ∈ F

for all i0, . . . , ip ≥ 0 with i0 + i1 + · · ·+ ip = k, and 0 = n0 < n1 < · · · < np.
Indeed, (10) is true for p = 0 (that is, np = 0). Assume its validity for all

choices of admissible parameters when np ≤ N . We will now prove that it
also holds for the bound N+1. Assume that j0, . . . , jp ≥ 0,

∑p
s=0 js = k and
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πH�k(f⊗j0 ⊗ (V n1f)⊗j1 ⊗ · · ·⊗ (V npf)⊗jp) ∈ F . Since F is V ⊗k-invariant, it
is also invariant for (κ · Id + V )⊗k and its adjoint. Thus, in view of (9),

(11) πH�k
(
(κ · Id + V )⊗k(f⊗j0 ⊗ (V n1f)⊗j1 ⊗ · · · ⊗ (V npf)⊗jp

)
∈ F.

In other words,

πH�k(κ
kf⊗j0 ⊗ · · · ⊗ (V npf)⊗jp + κk−1(. . .) + · · · )

= κkπH�k(f
⊗j0 ⊗ · · · ⊗ (V npf)⊗jp) + κk−1πH�k(. . .) + · · · ∈ F.

We look at this relation as a certain polynomial equation, namely

κk(πH�k(f
⊗j0 ⊗ · · · ⊗ (V npf)⊗jp) + F ) + κk−1(πH�k(. . .) + F ) + · · · = 0

in H�k/F . Since the number of κs under consideration is infinite we infer
that all “coefficients” from H�k/F vanish (indeed, it is enough to act on the
above equalities by members of (H�k/F )∗), that is, they all belong to F .
We now focus on the coefficient of κk−1 for all admissible parameters. We
obtain

πH�k
(

f ⊗ · · · ⊗ f︸ ︷︷ ︸
one f replaced by V f

⊗ (V n1f)⊗j1 ⊗ · · · ⊗ (V npf)⊗jp

+ f⊗j0 ⊗ V n1f ⊗ · · · ⊗ V n1f︸ ︷︷ ︸
oneV n1f replaced by V n1+1f

⊗ · · · ⊗ (V npf)⊗jp + · · ·

+ f⊗j0 ⊗ (V n1f)⊗j1 ⊗ · · · ⊗ V npf ⊗ · · · ⊗ V npf︸ ︷︷ ︸
oneV npf replaced by V np+1f

)
∈ F.

The linearity of πH�k and the induction assumption show that all summands
except the last one are already in F . Hence

πH�k(f
⊗j0 ⊗ (V n1f)⊗j1 ⊗ · · · ⊗ (V npf)⊗(jp−1) ⊗ V np+1f) ∈ F

and we obtain (10) for the bound N + 1 and all admissible parameters with
the last element jq = 1. Let us now look at the coefficient of κk−2. We have

πH�k
(∑
u≤w

f⊗j1 ⊗ · · · ⊗ V nuf ⊗ · · · ⊗ V nuf︸ ︷︷ ︸
replace oneV nuf by V nu+1f

⊗ · · ·

⊗ V nwf ⊗ · · · ⊗ V nwf︸ ︷︷ ︸
replace oneV nwf by V nw+1f

⊗ · · · ⊗ (V npf)⊗jp
)
∈ F.

If w < p we may use the induction assumption: the corresponding sym-
metrizations are in F . This is still the case if u < w = p: the corresponding
symmetrizations are in F because we have already proved (10) for N+1 and
jq = 1. It follows that the only new case is when jp ≥ 2 (u = w = p); then

πH�k
(
f⊗j0 ⊗ (V n1f)⊗j1 ⊗ · · · ⊗ (V npf)⊗(jp−2) ⊗ (V np+1f)⊗2

)
∈ F
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and we obtain (10) for the bound N + 1 with jq = 2. By considering the
coefficients of κk−3 etc. we conclude that (10) holds.

Since ZV (f) = H,

span({f⊗i0 ⊗ (V n1f)⊗i1 ⊗ · · · ⊗ (V npf)⊗ip : i0, . . . , ip ≥ 0,

i0 + i1 + · · ·+ ip = k, n0 < n1 < · · · < np, ni ∈ Z}) = H⊗k.

Thus, by (10), F = ZV �k(f⊗k) = H�k and hence V �k has a simple spec-
trum, that is, (8) follows.

Define F1 = ZV �k⊗W (f⊗k ⊗ g). As before we find that for each κ ∈ S,

(κf + V f)⊗k ⊗ (κg +Wg) ∈ F1, (κf + V f)⊗k ⊗ (κ̃g +Wg) ∈ F1,

so by subtracting, (κf + V f)⊗k ⊗ (κ− κ̃)g ∈ F1 and hence (κf + V f)⊗k ⊗ g
∈ F1. By repeating our earlier argument for the coefficient of κ0 we obtain

(12) (V f)⊗k ⊗ g ∈ F1.

But F1 is (κ·Id+V )⊗k⊗(κ·Id+W )- and (κ·Id+V )⊗k⊗(κ̃·Id+W )-invariant,
so

(κ2V f +V 2f)⊗k⊗ (κ2g+Wg) ∈ F1, (κ2V f +V 2f)⊗k⊗ (κ̃2g+Wg) ∈ F1,

whence (κ2V f+V 2f)⊗k⊗g ∈ F1 and by repeating the same argument which
led to (12), also (V 2f)⊗k⊗g ∈ F1, and by an easy induction (V rf)⊗k⊗g ∈ F1

for each r ≥ 0. Notice that the same holds for negative integers r, for if
Vi : Hi → Hi is unitary (i = 1, 2) and V nt

i → Ai weakly then directly from
the definition of weak convergence it follows that (V ∗i )nt → A∗i weakly, and
also (V1 ⊗ V2)nt → A1 ⊗A2 weakly. The proof of (7) is now complete.

In order to prove that eV also has a cyclic vector we only need to show
that for each N ≥ 1,

(13) ZLN
k=1 V

�k

( N∑
k=1

f⊗k
)

=
N⊕
k=1

H�k.

Set
F̃ = ZLN

k=1 V
�k(f⊗k).

As
∑N

k=1 f
⊗k ∈ F̃ , also

∑N
k=1(κf + V f)⊗k ∈ F̃ for all κ ∈ S. Therefore

κNf⊗N + κN−1(f⊗(N−1) + πH�N (f⊗(N−1) ⊗ V f))

+ κN−2(f⊗(N−2) + πH�(N−1)(f⊗(N−2) ⊗ V f) + πH�N (f⊗(N−2) ⊗ (V f)⊗2))

+ · · ·+ (V f + · · ·+ (V f)⊗N ) ∈ F̃ .

By considering
⊕N

k=1H
�k/F̃ , from the earlier argument, we deduce that
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f⊗N ∈ F̃ and consequently H�N ⊂ F̃ . Moreover,

f⊗(N−1) + πH�N (f⊗(N−1) ⊗ V f)︸ ︷︷ ︸
∈H�N⊂ eF

∈ F̃ ,

so f⊗(N−1) ∈ F̃ . It follows that H�(N−1)⊕H�N ⊂ F̃ and so for all 1≤k≤N ,
f⊗k ∈ F̃ . Therefore (13) holds.

To prove that eV ⊗W has a simple spectrum we proceed similarly. Given
N ≥ 1, we denote by F̃1 the cyclic space generated by

∑N
k=1 f

⊗k ⊗ g. Then( N∑
k=1

(κf + V f)⊗k
)
⊗ g ∈ F̃1.

Now repeat the argument used to prove the simplicity of the spectrum of
eV (together with the fact that f⊗k ⊗ g is a V �k ⊗ W -cyclic vector for
H�k ⊗G).

Yet one more property can be deduced from the above proof:

Lemma 3. Under the assumptions of Proposition 1 the unitary operator
eV ⊕ (eV ⊗W )⊕W still has a simple spectrum.

Proof. Indeed, all we need to show is that for k, l ≥ 1, σ∗kV ⊥ σ∗lV ∗ σW ,
σ∗lV ∗ σW ⊥ σW and σ∗kV ⊥ σW . In all three cases the proof goes along the
same lines. In order to obtain σ∗kV ⊥ σ∗lV ∗ σW it is enough to prove that

(14) H�k ⊕ (H�l ⊗G) = ZV �k⊕V �l⊗W (f⊗k + f⊗l ⊗ g).

Putting F12 = ZV �k⊕V �l⊗W (f⊗k + f⊗l ⊗ g) and proceeding as in the proof
of Proposition 1 we obtain

1
2k

(κf + V f)⊗k +
1
2l

(κf + V f)⊗l ⊗ (κg +Wg) ∈ F12,

1
2k

(κf + V f)⊗k +
1
2l

(κf + V f)⊗l ⊗ (κ̃g +Wg) ∈ F12,

so by subtracting, (κf + V f)⊗l ⊗ g ∈ F12. By considering the coefficient of
κl knowing that the number of κs is infinite we find that f⊗l ⊗ g ∈ F12 and
therefore H�l⊗G ⊂ F12. Since f⊗k+f⊗l⊗g ∈ F12, also f⊗k ∈ F12 and (14)
follows.

In the remaining cases we show that

H�k ⊕G = F13 := ZV �k⊕W (f⊗k + g),

(H�l ⊗G)⊕G = F23 := ZV �l⊕W (f⊗l ⊗ g + g).

Lemma 4. Assume that V and W are unitary simple spectrum operators
on separable Hilbert spaces. Assume moreover that for infinitely many 0 <
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κ < 1 we have

V n
(κ)
t → κ Id + (1− κ)V, Wn

(κ)
t → κ Id + (1− κ)W,

V m
(κ)
t → κ Id + (1− κ)V, Wm

(κ)
t → κ̃ Id + (1− κ̃)W,

where κ 6= κ̃ and 0 < κ̃ < 1. Then the assertions of Proposition 1 and
Lemma 3 also hold true.

Proof. Notice that the map x 7→ x
1−x is 1-1 on (0, 1),

(
κ

1−κ
)q 6= ( eκ

1−eκ)q
for all q ≥ 1, and subspaces are invariant under multiplication by scalars.

In what follows we assume that the spectral measures of the unitary op-
erators considered are continuous. The following lemma is well-known (see
for example [7, Chapter 14], and also [16]); we give a proof (in a particular
case) just for the reader’s convenience. We recall that continuity of the spec-
tral measures allows us to assume that all “hyperplanes” of the form zi = zj
are of product measure zero. We then consider a relevant multidimensional
torus with all these hyperplanes removed.

Lemma 5. Assume that V and W are unitary operators with simple con-
tinuous spectra. Fix k ≥ 1. If V �k ⊗ W has a simple spectrum then the
spectral multiplicity of V ⊗k ⊗W is uniform and equal to k!.

Proof. By the argument in the proof of Lemma 2 the essential values of
MV ⊗k⊗W are equal (a.e. with respect to the measure σ∗kV ∗σW ) either to the
number of atoms for conditional measures ηc which are purely atomic, or to
infinity if ηc has a continuous part: here

(15) σ⊗kV ⊗ σW =
�

T
ηc ⊗ δc d(σ∗kV ∗ σW )(c),

where the disintegration is given by the map S : Tk × T→ T:
Tk × T 3 (z1, . . . , zk, w) 7→ z1 · . . . · zk · w ∈ T,

and we identify V (resp. W ) with multiplication by z on L2(T, σV ) (resp.
L2(T, σW )). We assume that the conditional measures ηc are purely atomic
with finitely many atoms (the remaining cases are treated similarly). By tak-
ing (z1, . . . , zk, w) with zi 6= zj and considering Tτ (z1, . . . , zk, w) = (zτ(1), . . . ,

zτ(k), w), τ ∈ Σk, we see that σ⊗kV ⊗ σW is invariant under Tτ , and since
S ◦ Tτ on the fibres of S does not depend on τ ∈ Σk and the disinte-
gration (15) is unique, also the conditional measures ηc are Tτ -invariant.
If we choose one element from each set {zτ(1), . . . , zτ(k), w) : τ ∈ Σk}
so that the resulting subset A of Tk × T is measurable, then the sub-
space of functions with support in A is closed, invariant, and isomorphic to
Sym(L2(Tk, µ⊗k))⊗ L2(T, ν) (indeed, a symmetric function takes the same
values at each point Tτ (z1, . . . , zk, w)), whence the action is isomorphic to
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V �k ⊗W . Since the latter automorphism is assumed to have a simple spec-
trum, given c ∈ T (a.a. with respect to the convolution measure) we can
have only one atom of ηc in S−1(c) ∩ A. It follows that there are k! atoms
for ηc in S−1c, and the result follows.

We now pass to the multiplicity problem for Koopman representations
coming from direct products of measure preserving transformations.

Proposition 2. Assume that T and S are ergodic automorphisms of
standard probability Borel spaces (X,B, µ) and (Y, C, ν) respectively. Assume
that V = UT and W = US on the corresponding L2

0-subspaces satisfy the
assumptions of Lemma 4. Then the spectral multiplicities of UT×k×S on the
corresponding L2

0-space are equal to {1, k, k(k − 1), . . . , k!}.

Proof. By Lemma 3, the subspaces “realizing” (k − i)! as a multiplicity
value for UT×k ⊗ US on L2

0 are, up to permutations of coordinates, given by

L2
0(X,µ)⊗(k−i) ⊗ (C · 1)⊗i ⊗ (C · 1)⊕ L2

0(X,µ)⊗(k−i) ⊗ (C · 1)⊗i ⊗ L2
0(Y, ν)

(indeed, σ∗(k−i)UT
⊥ σ∗(k−i)UT

∗ σUS ) and there are
(
k
i

)
such subspaces.

Recall that by the theory of linked approximation [16] (see Section 3 there
for basic definitions) the assumptions of Lemma 4 on V = UT are satisfied
for a residual set of T ∈ Aut(X,B, µ). Now, for κ 6= κ′ the corresponding
subsequences (n(κ)

k ) and (n(κ′)
k ) can have only a finite number of common

elements. We split (n(κ)
k ) into two subsequences (n(κ)

k,1) and (n(κ)
k,2) and then

we use a general fact that given m = (mk) with mk →∞ and 0 < β < 1 the
set of those transformations of (X,B, µ) that admit linked approximation
along a subsequence of m with the proportion of subtowers equal to β is still
residual. Taking the intersection over all κs for m = (n(κ)

k,j ), j = 1, 2, we still
obtain a residual set.

Corollary 1. There exists a residual set of T ∈ Aut(X,B, µ) such that
for each T in this subset there exists a residual set of S ∈ Aut(X,B, µ) such
that the assertion of Proposition 2 holds.

Recall also that if T is weakly mixing then σUT is continuous (recall that
we consider UT on the underlying L2

0-space), and therefore eUT is unitarily
isomorphic to the Koopman operator of the canonical Gaussian system GσUT
given by σUT whenever T has a simple spectrum (see e.g. [7]). The proof of
Corollary 1 and Lemma 3 now lead directly to the following.

Corollary 2. There exists a residual set of T ∈ Aut(X,B, µ) such that
for each T in this subset there exists a residual set of S ∈ Aut(X,B, µ) such
that the automorphism GσUT × S has a simple spectrum.
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Notice that for each Gaussian–Kronecker automorphism Gσ (see e.g. [24])
the operator Vσ satisfies the assumptions on V = UT in Proposition 1; indeed,
each function of modulus at most 1 belongs to the weak closure of {zn : n ∈
Z} in L2(T, σ). It follows that for each Gaussian–Kronecker automorphism
Gσ, Gσ × S has a simple spectrum for a residual set of S ∈ Aut(X,B, µ).

Another class of unitary operators satisfying the assumptions of Lemma 4
can be obtained using infinite measure preserving transformations. Indeed,
the easiest way is to repeat linked rank-1 type constructions in the infinite
measure case (taking care to obtain infinitely many κs as proportions of two
subtowers in the linked approximation). In this case we consider UT on the
whole L2(X,B, µ), and the same argument as in the finite measure preserving
case shows that there is no set of finite positive measure which is T -invariant.
It follows that the corresponding Poisson suspension automorphism T̃ (see
e.g. [7], [9], [31]) is weakly mixing and has a simple spectrum. Moreover, for
a residual set of S ∈ Aut(X,B, µ), T̃ × S has a simple spectrum.

2. Spectral analysis of Tϕ×Tϕ. Assume that T : (X,B, µ)→ (X,B, µ)
is an ergodic automorphism of a standard probability Borel space (X,B, µ).
Recall that C(T ) denotes the centralizer of T , i.e. the set of transformations
of (X,B, µ) commuting with T . Let ϕ : X → G be a cocycle, where G is an
Abelian compact metric group with Haar measure mG. Define Tϕ : X×G→
X ×G by

Tϕ(x, g) = (Tx, ϕ(x) + g) for (x, g) ∈ X ×G.
It follows that Tϕ is an automorphism of (X × G,B ⊗ B(G), µ ⊗mG). For
each n ∈ Z we have (Tϕ)n(x, g) = (Tnx, ϕ(n)(x) + g), where

ϕ(n)(x) =


ϕ(x) + ϕ(Tx) + · · ·+ ϕ(Tn−1x) if n > 0,
0 if n = 0,
−(ϕ(Tnx) + · · ·+ ϕ(T−1x)) if n < 0.

A cocycle ϕ is called a coboundary if there is a measurable function j : X→G
(called a transfer function) such that ϕ = j−j◦T (we also write ϕ = cob(T ));
in fact, by ergodicity of T , j is unique up to an additive constant.

Given χ ∈ Ĝ we define

(16) V χ
ϕ,T : L2(X,µ)→ L2(X,µ), V χ

ϕ,T f = χ ◦ ϕ · f ◦ T.

Then V χ
ϕ,T is isomorphic to UTϕ acting on the subspace L2(X,µ)⊗χ consid-

ered as a subspace of L2(X ×G,µ⊗mG) and (up to isomorphism)

UTϕ =
⊕
χ∈ bG

V χ
ϕ,T .

Notice also that V 1
ϕ,T = UT .



196 A. Katok and M. Lemańczyk

From now on we will assume that T is weakly mixing. Notice that Tϕ×Tϕ
is naturally identified with (T × T )ϕ×ϕ. Therefore, it follows from (16) that
(up to natural identifications)

(17) UTϕ×Tϕ = UTϕ ⊗ UTϕ =
⊕

(χ,η)∈ bG× bG
V χ
ϕ,T ⊗ V

η
ϕ,T .

Denote by σχ the maximal spectral type of V χ
ϕ,T .

Proposition 3. Assume that

(a) V χ
ϕ,T has a simple spectrum for each χ ∈ Ĝ;

(b) V χ
ϕ,T ⊗ V

η
ϕ,T has a simple spectrum for each (χ, η) ∈ Ĝ× Ĝ whenever

χ 6= η;
(c) V χ

ϕ,T ⊗ V
χ
ϕ,T has uniform multiplicity 2 for each χ ∈ Ĝ;

(d) σχ ∗ση ⊥ σχ′ ∗ση′ whenever the sets {χ, η} and {χ′, η′} are different.

Then UTϕ×Tϕ has uniform multiplicity 2 on the corresponding L2
0-space.

Proof. The result follows directly from (17) rewritten as

UTϕ×Tϕ =
⊕
χ∈ bG

(V χ
ϕ,T ⊗ V

χ
ϕ,T )⊕

⊕
{χ,η}⊂ bG;χ 6=η

((V χ
ϕ,T ⊗ V

η
ϕ,T )⊕ (V η

ϕ,T ⊗ V
χ
ϕ,T )).

Lemma 6. Assume that for each χ ∈ Ĝ, V χ
ϕ,T has a simple spectrum,

and for each pair (χ, η) ∈ Ĝ × Ĝ with χ 6= η there exist subsequences (nt),
(mt) such that

(a) (V χ
ϕ,T )nt → 1

2(Id + V χ
ϕ,T ) and (V η

ϕ,T )nt → 1
2(Id + V η

ϕ,T );
(b) (V χ

ϕ,T )mt → 1
2(Id + V χ

ϕ,T ) and (V η
ϕ,T )mt → 1

2(Id + cV η
ϕ,T ) with c =

c(χ, η) 6= 1.

Assume moreover that for {χ, η} 6= {χ′, η′} there exists a subsequence (pt)
such that

(c) (V γ
ϕ,T )pt → dγ · Id for γ ∈ {χ, η, χ′, η′} with |dγ | = 1 and

dχ · dη 6= dχ′ · dη′ .

Then the assertion of Proposition 3 holds.

Proof. By (a), (b) and Lemma 1 the spectrum of V χ
ϕ,T ⊗V

η
ϕ,T is simple for

χ 6= η. By (a) and Lemma 2, V χ
ϕ,T has uniform multiplicity 2. In view of (c),

(V χ
ϕ,T ⊗ V

η
ϕ,T )pt → dχ · dη · Id. Recall (see [17]) that if V and W are unitary

operators on separable Hilbert spaces and if V nt → c · Id and Wnt → d · Id
with c 6= d, |c| = |d| = 1, then σV ⊥ σW . This yields mutual disjointness of
the spectral measures of the operators V χ

ϕ,T ⊗ V
η
ϕ,T .
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Remark 1. Notice that the weak convergences above exclude any point
spectrum of UTϕ (in the orthocomplement of constants). In other words, Tϕ
is still weakly mixing.

3. Rigid rank 1 automorphisms admitting linked (n, n+1)-appro-
ximation. We will consider automorphisms T that are simultaneously ap-
proximated by two kind of towers:

(B) (Bt, TBt, . . . , T rt−1Bt), where “practically” (that is, with the precise
speed being a function of rt) T rtBt = Bt; these are called rigid
towers;

(C) (Ct, TCt, . . . , Tnt−1Ct), where Ct = C1
t ∪C2

t , both Cit are of the same
measure and “practically” (that is, with the precise speed being a
function of nt) TntC1

t = C1
t while (C2

t , TC
2
t , . . . , T

nt−1C2
t , T

ntC2
t ) is

still a tower and with the same meaning of the equality Tnt+1C2
t =

C2
t as before; such a tower is called a linked tower.

Both sequences of towers (Bt, TBt, . . . , T rt−1Bt)t, (Ct, TCt, . . . , Tnt−1Ct)t
are assumed to generate the Borel structure of the underlying space of T .

It follows from [16] that a typical automorphism admits such a simul-
taneous approximation. Therefore it can be assumed additionally that T is
weakly mixing.

In what follows we will tacitly (although without restricting generality)
assume that the sequences as above are nested: by that we mean not only
that the (B)- and (C)-towers are nested but also that they refine each other
(see [15] for details).

In the case of approximation by nested C-towers one speaks about linked
approximation of type (nt, nt + 1).

Notice that (B) implies

(18) UT rt → Id,

while (C) implies that

(19) UTnt+1 → 1
2(Id + UT ).

We should notice, however, that neither (18) nor (19) requires so strong
assumptions as (B) and (C) respectively. For example, once for some m ≥ 2,
T admits a good approximation by towers

(C(j)
t , TC

(j)
t , . . . Tnt−1C

(j)
t )

for j = 1, . . . ,m, each separate tower being of type (C), then (19) holds true.
We will refer to such a situation as linked approximation by m towers of the
same height.

We can drop the assumption that in the partition Ct = C1
t ∪C2

t , both Cit
are of the same measure, just assuming a freely chosen proportion 0 < β < 1.
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This will lead to linked approximation of type (nt, nt + 1) with proportion β
and in particular we will have UTnt+1 → β Id + (1− β)UT .

3.1. Lifting weak convergences by cocycles. We will now define certain
cocycles with values in the group G for T satisfying the above assump-
tions (B) and (C). The construction will satisfy the following general scheme.
When we arrive at a rigid tower we assume that ϕ is defined on all levels
except for a few, including the top level, and ϕ is constant on each level
T iBt for those 0 ≤ i ≤ rt − 2 on which ϕ is already defined. We first put
arbitrary constant values of ϕ on the levels T iBt for 0 ≤ i ≤ rt − 2 on
which ϕ is not defined yet. Next, such a tower is divided into many sub-
columns, the top level of each (except for the last one) is sent by T to the
bottom level of the next (“visually” right) subcolumn. We then put con-
stant values of ϕ on the tops of all subcolumns, keeping the top of the last
subcolumn undefined. The situation is similar when we arrive at a linked
tower—we assume that ϕ is defined on all levels (taking constant values
on such levels) except for some levels including the level Tnt−1Ct. We first
put arbitrary constant values of ϕ on T iCt (0 ≤ i ≤ nt − 2) where ϕ is
not defined yet. Then such a tower is divided into subcolumns which re-
fine also the subtowers based on C1

t and C2
t respectively. We put constant

values of ϕ on all top levels of the subcolumns contained in the tower
with bottom C1

t , while for subcolumns contained in the other subtower
we put constant values of ϕ on the top level and its image via T—we
keep ϕ undefined only on the image via T of the top of the last subcol-
umn.

We will have a COUNTABLE list of “parameters” which control the be-
haviour of extended automorphisms along different subsequences, meaning
that for each “parameter” we “reserve” a subsequence (of (nt) or (rt)) and
we put the values of ϕ so that we have a special behaviour of the extended
automorphism along this subsequence.

As the first example of the mechanism described above we require that
if G = Zm (the cyclic group of order m) then for a subsequence (r(1)

k ) of (rt)
the cocycle ϕ is defined in such a way that

(20) ϕ(r
(1)
k )(x) = 1

for all x in the union of all levels of the tower except for the last subcolumn.
Notice that then Btk × {0} (r

(1)
k = rtk) is the base of a rigid tower of height

m · ntk for Tϕ.
Rigid towers are also used to obtain the following properties:

• simple spectrum of V χ
ϕ,T (which is classical);

• property (c) from Lemma 6.
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More precisely, in our construction we will have the following: given χ ∈ Ĝ
there exists a subsequence (r(χ)

k ) of (rt) such that χ(ϕ(r
(χ)
k ))→ dχ in measure,

where |dχ| = 1. Then

(21) (V χ
ϕ,T )r

(χ)
k → dχ · Id whenever χ(ϕ(r

(χ)
k ))→ dχ.

Indeed, to prove (21) it is enough to consider a bounded f ∈ L2(X,µ) which
is constant on the levels of the rigid towers (f = fi on T iBtk). We then have

〈(V χ
ϕ,T )r

(χ)
k f, f〉 =

rtk−1∑
i=0

�

T iBtk

(χ(ϕ(r
(χ)
t ))± dχ)|fi|2 dµ+ o(1)

= dχ

rtk−1∑
i=0

|fi|2 +
�

X

(χ(ϕ(r
(χ)
t ))− dχ)|f |2 dµ+ o(1)→ dχ〈f, f〉.

We use linked towers to obtain properties (a) and (b) of Lemma 6. More
precisely, fix g, h ∈ G and a subsequence (n(g,h)

k ) of (nt). We put the values
of ϕ in such a way that

ϕ(n
(g,h)
k )(x) = g for x ∈

ntk−1⋃
i=0

T iC1
tk
,(22)

ϕ(n
(g,h)
k +1)(x) = h for x ∈

ntk⋃
i=0

T iC2
tk

except in the last subcolumn.(23)

Lemma 7. Under the above assumptions,

(24) (V χ
ϕ,T )n

(g,h)
k +1 → 1

2(χ(h) · Id + χ(g) · V χ
ϕ,T ).

Proof. Again we take a bounded function which is constant on the lev-
els of the corresponding linked towers (f = fi on T iCtk). Define C̃1 =⋃ntk−1

i=0 T iC1
tk

and C̃2 =
⋃ntk
i=0 T

iC2
tk
, where ntk = n

(g,h)
k . We have

〈(V χ
ϕ,T )n

(g,h)
k +1f, f〉 =

�

eC1

χ(ϕ(ntk )(x))χ(ϕ(Tntkx))f ◦ T (Tntkx) f(x) dµ(x)

+
�

eC2

χ(ϕ(ntk+1)(x))f(Tntk+1x) f(x) dµ(x) + o(1)

=
ntk−1∑
i=0

�

T iC1
tk

χ(g)χ(ϕ(x))fi+1f i dµ(x)

+
ntk∑
i=0

�

T iC2
tk

χ(h)fif i dµ(x) + o(1) + o(1)
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= χ(g)
�

eC1

χ(ϕ(x))f(Tx) f(x) dµ(x)

+ χ(h)
�

eC2

f(x) f(x) dµ(x) + o(1) + o(1) + o(1)

→ χ(g) · 1
2

�

X

χ(ϕ(x))f(Tx) f(x) dµ(x) + χ(h) · 1
2

�

X

f(x) f(x) dµ(x),

where the last equality follows from the fact that both f and ϕ are constant
on the levels T iCtk . Now (24) follows.

The above lemma (which will not be used in what follows exactly as
formulated) is about a lift of weak convergence of some powers of UT on
selected subspaces and not on the whole L2-space. However, in the lemma
below we will see that we may speak about global convergence of some
powers of UTϕ to some “good” operator; see also Appendix about lifting
weak convergence for so called Rokhlin extensions.

Lemma 8. Assume that G = Zm and that a subsequence (n(0)
k ) of (nt)

satisfies

ϕ(n
(0)
k )(x) = 0 for x ∈

ntk−1⋃
i=0

T iC1
tk

and

ϕ(n
(0)
k +1)(x) = 0 for x ∈

ntk⋃
i=0

T iC2
tk

except in the last subcolumn.

Then Tϕ admits linked approximation by m towers of the same height and
in particular

U
n

(0)
k +1

Tϕ
→ 1

2(Id + UTϕ).

Moreover , there exists a subsequence (r(0)
k ) of (rt) such that ϕ(r

(0)
k ) = 0 on

the whole tower except the last column. This leads to a sequence of m towers
of heights r(0)

k , and the sequence (r(0)
k ) is a rigidity sequence for Tϕ.

Proof. It remains to notice that for each g ∈ Zm, Ctk × {g} is the base
of a linked tower: two rigid subtowers of heights ntk and ntk +1 respectively
are obtained by taking Cjtk × {g}, j = 1, 2, as bases.

4. Spectral analysis of double extensions of T . The spectral anal-
ysis of a double extension of T given below is similar to Robinson’s analysis
in [29] and [30].



Spectral multiplicity function 201

Let A be an Abelian compact metric group with Haar measure mA. As-
sume that v : A→ A is a continuous group automorphism. Denote by v̂ the
dual automorphism acting on Â. We assume that for some m ≥ 2, v̂m = Id
(we take the smallest possible m with this property) and then fix G = Zm.
Then a cocycle ϕ : X → Zm is chosen so that all lemmas of the previous
section are satisfied. Define a cocycle (for Tϕ) Θ : X × Zm → A by putting

Θ(x, i) = vi(ψ(x)),

where ψ : X → A is measurable.
The function ψ will be defined in a while according to the same general

rules applied to define ϕ.
Put also S(x, i) = (x, i+ 1). Then clearly

(25) S ∈ C(Tϕ),

and also

(26) Θ ◦ S − v ◦Θ = cob(Tϕ),

in fact the transfer function for the coboundary above is simply equal to
zero: indeed,

vi+1(a) = v(vi(a)) for each i ∈ Zm

since v(vm−1) = Id. If we put S̃(x, i, a) = (x, i+1, v(a)) then it follows from
(25) and (26) that

(27) S̃ ∈ C(Tϕ).

Therefore the following lemma results from [29] or [12].

Lemma 9. For each ξ ∈ Â the unitary operators V ξ
Θ,Tϕ

and V
bv(ξ)
Θ,Tϕ

are
isomorphic.

Lemma 10. Assume that Tϕ is ergodic. Let (n(0)
k ) be a subsequence as

in Lemma 8. Then we can define ψ so that for every a, b ∈ A there exists a
subsequence (n(0,a,b)

s ) of (n(0)
k ) such that for each ξ ∈ Â we have

(28) (V ξ
Θ,Tϕ

)n
(0,a,b)
s → 1

2

(
1
m

m−1∑
j=0

ξ(vjb) · Id +
1
m

m−1∑
j=0

ξ(vja) · V ξ
Θ,Tϕ

)
.

Proof. Given n ≥ 1 put

Wn(x) = ψ(x) + vϕ(x)(ψ(Tx)) + · · ·+ vϕ
(n−1)(x)(ψ(Tn−1x)).

Notice that Θ(n)(x, i) = vi(Wn(x)). We claim that

(29)
vϕ(x)(Wn(Tx)) = Wn(x) provided that

(∗) ϕ(n)(x) = 0, ψ(x) = ψ(Tnx).
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Indeed, we have

v−ϕ(x)Wn(x) = v−ϕ(x)(ψ(x)) + ψ(Tx) + vϕ(Tx)(ψ(T 2x))

+ · · ·+ vϕ
(n−2)(Tx)(ψ(Tn−1x))

= vϕ
(n−1)(Tx)(ψ(Tn−1(Tx))) + ψ(Tx) + vϕ(Tx)(ψ(T (Tx)))

+ · · ·+ vϕ
(n−2)(Tx)(ψ(Tn−2(Tx))) = Wn(Tx)

and (29) follows. Notice that also

vϕ
(j)(x)(Wn(T jx)) = Wn(x)

for 1 ≤ j ≤ n − 1 once we know that (∗) in (29) is satisfied for x, Tx, . . . ,
T j−1x.

For all F,G ∈ L2(X × Zm, µ⊗mZm), n ∈ Z and ξ ∈ Â we have

〈(V ξ
Θ,Tϕ

)nF,G〉 =
�

X×Zm

ξ
(
vy(ψ(x)) + vϕ(x)+y(ψ(Tx)) + · · ·

+ vϕ
(n−1)(x)+y(ψ(Tn−1x))

)
F ((Tϕ)n(x, y))G(x, y) dµ dy

=
�

X×Zm

ξ ◦ vy(Wn(x))F ((Tϕ)n(x, y))G(x, y) dµ dy.

We will now define ψ according to the general scheme with extra claims
that

Wntks
(x) = a for x ∈ C1

ntks
,(30)

Wntks
+1(x) = b for x ∈ C2

ntks
,(31)

where ntks = n
(0,a,b)
s . Let us first argue that such a requirement on ψ is

compatible with the scheme. Indeed, for x ∈ C1
ntks

we have

Wntks
(x) = ψ(x) + vϕ(x)(ψ(Tx)) + · · ·+ vϕ

(ntks
−1)

(x)(ψ(Tntks−1x)),

where only the last summand is not defined yet, while all others are already
defined (and are constant on the corresponding levels). Now, vϕ

(ntks
−1)

(x)

is an automorphism of A and we let ψ(Tntks−1x) be the unique value such
that (30) is satisfied. The same reasoning remains valid for the other sub-
tower.

Put n′s = ntks and recall that Tϕ admits a linked approximation of type
(n′s, n

′
s + 1) by m towers. Fix F,G ∈ L2(X ×Zm, µ⊗mZm). We will assume

that F and G are bounded and constant on the levels of the m towers (the
constant values will be denoted Fi,j and Gi,j respectively). Then we have
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the following sequence of equalities:

〈(V ξ
Θ,Tϕ

)n
′
s+1F,G〉

=
m−1∑
i=0

( �

Sn′s−1
j=0 (Tϕ)j(C1

n′s
×{i})

ξ(Θ(n′s+1)) · F ◦ (Tϕ)n
′
s+1 ·Gdµdy

+
�

Sn′s
j=0(Tϕ)j(C2

n′s
×{i})

ξ(Θ(n′s+1)) · F ◦ (Tϕ)n
′
s+1 ·Gdµdy

)
+ o(1)

and (modulo o(1))
m−1∑
i=0

�

Sn′s
j=0(Tϕ)j(C2

n′s
×{i})

ξ(Θ(n′s+1)) · F ◦ (Tϕ)n
′
s+1 ·Gdµdy

=
m−1∑
i=0

n′s∑
j=0

�

X×Zm

ξ(Θ(n′s+1)) · F ◦ (Tϕ)n
′
s+1 ·G · 1(Tϕ)j(C2

n′s
×{i}) dµ dy

=
m−1∑
i=0

n′s∑
j=0

�

X×Zm

ξ(Θ(n′s+1)) · F ◦ (Tϕ)n
′
s+1 ·G · 1C2

n′s
×{i} ◦ (Tϕ)−j dµ dy

+
m−1∑
i=0

n′s∑
j=0

�

C2
n′s
×{i}

ξvy+ϕ
(j)(x)(Wn′s+1(T jx))F ((Tϕ)n

′
s+1+j(x, y))

×G((Tϕ)j(x, y)) dµ(x) dy

=
m−1∑
i=0

n′s∑
j=0

�

C2
n′s
×{i}

ξvy(Wn′s+1(x))F ((Tϕ)n
′
s+1+j(x, y))G((Tϕ)j(x, y)) dµ(x) dy

=
m−1∑
i=0

n′s∑
j=0

1
m

�

C2
n′s

ξvi(Wn′s+1(x))F ((Tϕ)n
′
s+1+j(x, y))G((Tϕ)j(x, y)) dµ(x)

=
m−1∑
i=0

n′s∑
j=0

1
m

�

C2
n′s

ξvi(Wn′s+1(x)︸ ︷︷ ︸
b

)F ((Tϕ)n
′
s+1+j(x, y))︸ ︷︷ ︸
Fi,j

G((Tϕ)j(x, y))︸ ︷︷ ︸
Gi,j

dµ(x)

=
m−1∑
i=0

n′s∑
j=0

1
m

�

C2
n′s

ξvi(b)Fi,jGi,j dµ =
m−1∑
i=0

ξvi(b)
1

2mn′s

n′s∑
j=0

Fi,jGi,j

=
m−1∑
i=0

ξvi(b)
�

Sn′s
j=0(Tϕ)j(C2

n′s
×{i})

F ·Gdµ.
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However, Tϕ is ergodic and the sets
⋃n′s
j=0(Tϕ)j(C2

n′s
× {i}) are almost Tϕ-

invariant, and the limit of their measures is exactly 1/m. Hence (see e.g. [13,
proof of Lemma 2.2])

�

Sn′s
j=0(Tϕ)j(C2

n′s
×{i})

F ·Gdµdy → 1
m

�

X×Zm

F ·Gdµdy.

Thus
�

Sn′s
j=0(Tϕ)j(C2

n′s
×{i})

ξ(Θ(n′s+1)) · F ◦ (Tϕ)n
′
s+1 ·Gdµdy → 1

m

m−1∑
i=0

ξvi(b)〈F,G〉.

For the remaining summand we notice that

m−1∑
i=0

�

Sn′s−1
j=0 (Tϕ)j(C1

n′s
×{i})

ξ(Θ(n′s+1)) · F ◦ (Tϕ)n
′
s+1 ·Gdµdy

=
m−1∑
i=0

�

Sn′s−1
j=0 (Tϕ)j(C1

n′s
×{i})

ξ(Θn
′
s) · (V ξ

Θ,Tϕ
(F )) ◦ (Tϕ)n

′
s ·Gdµdy

and we can repeat the same arguments as for the previous calculation. This
completes the proof of the lemma.

Lemma 11. Assume that Tϕ is ergodic. Let (r(0)
k ) be the subsequence

of Lemma 8. Then we can define ψ so that for each a ∈ A there exists a
subsequence (r(0,a)l ) of (r(0)

k ) such that

(V ξ
Θ,Tϕ

)r
(0,a)
l → 1

m

m−1∑
i=0

ξ(via) · Id.

Proof. This is a simplified version of the same reasoning as in the proof
of the previous lemma.

Given ξ ∈ Â put

jξ(a) =
1
m

m−1∑
i=0

v̂i(ξ)(a), a ∈ A.

Two characters ξ, ζ ∈ Â are said to be v-equivalent (and we write ξ ≡ ζ) if ζ
is in the v̂-orbit of ξ. We have

(i) jξ(0) = 1,
(ii) if ξ 6≡ ζ then jξ ⊥ jζ , i.e.

	
A jξ jζ dmA = 0.
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In particular, for nonequivalent characters ξ, ζ we will always find a ∈ A
such that jξ(a) 6= jζ(a).

For each pair (ξ, ζ) of nonequivalent characters we fix a so that jξ(a) 6=
jζ(a). We can now modify the definition of ψ to obtain a subsequence (r(ξ,ζ)p )
of (r(k)0 ) along which we have convergence as in Lemma 11.

Proposition 4. Under all the above assumptions on T , ϕ and Θ, the
set of essential values of the multiplicity function of Tϕ × (Tϕ)Θ is equal to

{2} ∪ the set of lengths of v̂-orbits of nontrivial characters.

Proof. We write Tϕ × (Tϕ)Θ = (Tϕ × Tϕ) eΘ. Then
UTϕ×(Tϕ)Θ =

⊕
ξ∈bA

V ξeΘ,Tϕ×Tϕ , V ξeΘ,Tϕ×Tϕ = UTϕ ⊗ V
ξ
Θ,Tϕ

.

We claim that

UTϕ ⊗ UTϕ has uniform multiplicity 2;(32)

UTϕ ⊗ V
ξ
Θ,Tϕ

, ξ 6= 1, has a simple spectrum;(33)

ξ ≡ ζ implies UTϕ ⊗ V
ξ
Θ,Tϕ

and UTϕ ⊗ V
ζ
Θ,Tϕ

are isomorphic;(34)

ξ 6≡ ζ implies that the spectral measures of

UTϕ ⊗ V
ξ
Θ,Tϕ

and UTϕ ⊗ V
ζ
Θ,Tϕ

are mutually singular.
(35)

Indeed, (32) follows from Lemmas 2 and 8. In order to prove (33) we first
notice that V ξ

Θ,Tϕ
has a simple spectrum. Indeed, this follows from the choice

of towers (see (20)) and the fact that the cocycle Θ is constant on the levels
of the corresponding cyclic tower. Moreover,

(UTϕ)n
(0,0,0)
s → 1

2(Id + UTϕ),

where we consider UTϕ on the whole space L2(X,B, µ) and not only on
L2

0(X,B, µ),

(V ξ
Θ,Tϕ

)n
(0,0,0)
s → 1

2(jξ(0) · Id + jξ(0) · V ξ
Θ,Tϕ

) = 1
2(Id + V ξ

Θ,Tϕ
),

(UTϕ)n
(0,a,0)
s → 1

2(Id + UTϕ),

(V ξ
Θ,Tϕ

)n
(0,a,0)
s → 1

2(jξ(0) · Id + jξ(a) · V ξ
Θ,Tϕ

) = 1
2(Id + jξ(a) · V ξ

Θ,Tϕ
),

where a is chosen so that jξ(a) 6= 1 and an application of Lemma 1 completes
the proof of (33). The property (34) is obvious and finally to prove (35) we
use

(UTϕ ⊗ V
ξ
Θ,Tϕ

)r
(ξ,ζ)
p = (UTϕ)r

(ξ,ζ)
p ⊗ (V ξ

Θ,Tϕ
)r

(ξ,ζ)
p → Id⊗ jξ(a)Id = jξ(a) · Id,

(UTϕ ⊗ V
ζ
Θ,Tϕ

)r
(ξ,ζ)
p → jζ(a) · Id,
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where jξ(a) 6= jζ(a), proving the mutual singularity of the spectral mea-
sures.

Proof of Theorem 1. We will now make use of Proposition 4 and of the
idea from [19] to pass to so called natural factors and in particular complete
the proof of Theorem 1. For that we just take a closed subgroup B ⊂ A and
by considering U(Tϕ)Θ on the quotient space X × Zm × A/B we count only
the cardinalities of the intersections of w := v̂-orbits with the annihilator
subgroup F of B in G := Â (see [19]) in order to obtain all, other than 2,
spectral multiplicities of the factor of (Tϕ)Θ.

5. Examples of Koopman realizable subsets. We have been unable
to show whether or not the following modification of the Algebraic Lemma
from [19] holds (it would imply that all subsets containing 2 are Koopman
realizable): Assume that F ⊂ N is a finite set without 1. Then there exist a
countable Abelian group G, its subgroup F and an automorphism w : G→ G
for which wM = Id such that {]({wi(χ) : i ≥ 0} ∩ F) : χ ∈ G \ {0}} = F .
Therefore we will study only some particular subsets F .

Fix M ≥ 2. Let G be a countable Abelian group and w : G → G be its
automorphism (by duality, G and w play the roles of Â and v̂) such that for
χ ∈ G \ {0},
(36) ]{wi(χ) : i ≥ 0} = M

(in particular wM = Id); see the example below. By applying Proposition 4
to A = Ĝ and v = ŵ we obtain the following statement which in particular
answers a question from [33].

Corollary 3. For each M ≥ 2 there exists a weakly mixing transfor-
mation T such that the set of spectral multiplicities of UT equals {2,M}.

Let us now give an example of (G, w) satisfying (36)—it will be a partic-
ular case of Lemma 2.1 from [30].

First choose p prime so that M divides p − 1 (which is possible by the
Dirichlet theorem on primes in arithmetic progressions). Our group will be
the cyclic group G = Z/(pZ) and the automorphism w is defined by w(g) =
a·g, where a ∈ G is chosen in the following way. Notice that the multiplicative
group H = (Z/(pZ))∗ is cyclic of order p − 1; hence it contains a (cyclic)
subgroup I ⊂ H of order M . Take a ∈ I to be its generator. The orbits of
w are of the form I · g, i.e. the (multiplicative) cosets of I in H, so (because
all elements in G \ {0} are invertible, or just using the fact that Z/(pZ) is a
field) all orbits of nonzero elements have cardinality equal to that of I.

Now take M ≥ 2 and arbitrary k ≥ 2. We will show how to Koopman
realize the set

{2, k, kM} = {2} ∪M · {1, k}.
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To this end take, as before, a countable Abelian group G and an automor-
phism w : G → G such that the w-orbits of all ξ ∈ G \ {0} have length M .
Consider G = G×S where S ≥ 1 is a large number of the form tM + 1. Now
take 1 = m1 < · · · < mk so that for each i > 0,

(37) ]
(
({mr : r = 1, . . . , k}+ i) mod S ∩ {mr : r = 1, . . . , k}

)
≤ 1.

Put
F = {χ = (χi)Si=1 ∈ G : χi = 0 for i 6= mr, r = 1, . . . , k}.

Define
u(χ1, . . . , χS) = (w(χS), w(χ1), . . . , w(χS−1).

It is now easy to see that the u-orbit of χ for which χi 6= 0 for only one i,
meets F exactly M · k times, while if χi 6= 0 6= χj for some i < j, then the
u-orbit of χ either meets F exactly M times, or does not meet F at all.

Given k ≥ 2 and a finite set F ⊂ N without 1, F = {k1, . . . , kf}, the
above construction can be extended similarly to [19] by considering G̃ = G1×
· · ·×Gf where Gj = G×S , j = 1, . . . , f ; we choose howeverm(j)

1 < · · · < m
(j)
kj

satisfying (37) so that for each i ≥ 0 and j 6= j′,

]
(
({m(j)

r : r = 1, . . . , k}+ i) mod S ∩ {m(j′)
r : r = 1, . . . , k}

)
≤ 1;

F̃ is defined to be the product of the corresponding Fjs. The set M(G̃, ũ, F̃)
of orbits “induced” on F̃ will then be equal to M · {1, k1, . . . , kf}. Therefore
we obtain the following corollary which is to be compared with Danilenko’s
spectral multiplicity result from [8].

Corollary 4. For each finite subset F of N without 1 and M ≥ 1 there
exists a weakly mixing transformation R such that the set of essential values
of the multiplicity function of UR equals {2} ∪M · ({1} ∪ F ).

6. Some speculations

6.1. On spectral multiplicity. In order to obtain other Koopman realiz-
able sets we can use Proposition 1 to compute the spectral multiplicities of
T×rϕ × (Tϕ)Θ (r ≥ 2). In this case we need to use the fact that a “typical”
automorphism admits a linked approximation (n, n + 1) with proportions
of the towers 0 < κ < 1 for infinitely many κs and we must repeat all the
proofs with computations of limit operators for the double extension. In this
way we could obtain Koopman realization of the sets of the form

{k, k(k − 1), . . . , k!} ∪ {k − 1, (k − 1)(k − 2), . . . , (k − 1)!} ·M(G, w,F).

For example, taking k = 3 we obtain {3, 6} ∪ 2 ·M(G, w,F).
Finally, analysis of spectral multiplicities for “natural” factors of Carte-

sian products T×rϕ can also be applied (see [16, 5]).
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Passing to a more general discussion notice that a generic measure pre-
serving transformation has a simple spectrum and virtually all natural con-
structions lead to spectrum of infinite multiplicity. Appearance of nonsimple
finite multiplicity spectrum in all known constructions is due to a certain
symmetry. Three basic types of symmetry used in this context are:

1. symmetry of double skew products with a group structure in the sec-
ond extension, first noticed by Oseledets [27], originally systematically
explored by Robinson [29, 30] and further developed in [12],

2. the obvious symmetry of the Cartesian powers, first used in the un-
published version of [16] which has circulated since mid-eighties, and
brought to the final form in [1, 32], and

3. symmetry involving a certain non-Abelian finite extension of a cyclic
group discovered by Ageev [4].

There are various simple derivatives such as taking factors of Cartesian
powers. The point of the present paper is to combine constructions of type
1 and 2 in a rather sophisticated way. One can systematically explore what
various combinations of these three basic methods give but certain fairly
simple cases of spectral multiplicity are still not covered and realization of
those cases should wait for the discovery of new types of symmetry. Among
the simplest unresolved cases are {3, 4}, {3, 5} and {3, 7}.

6.2. On maximal spectral type. Once one passes from the pure multiplic-
ity question where restrictions (and hence “real theorems”) are unlikely, to
other problems of spectral realization the situation begins to look quite bleak.
There is a huge gap between basic restrictions on the maximal spectral type
and known cases of realization; among the latter, Gaussian systems give real-
ization of the type of any measure which is the union of an arbitrary symmet-
ric measure on T and its convolutions of all orders. In certain cases maximal
spectral type can be calculated as a Riesz product [20], [26, Chapter 16].

It is hard to think of a naturally formulated restriction on a continu-
ous maximal spectral type beyond density and symmetry, although possibly
an indirect argument based on looking at multiplicative unitary operators
among all unitary operators in L2 on a standard Borel space, may produce
nonexplicit existence of a nonrealizable type. What is known is that many
specific properties of the maximal spectral type are realizable, such as mu-
tual singularity of the maximal spectral type and all its convolutions (see e.g.
[16]), or arbitrary “thinness” of the maximal spectral type (arbitrary sharp
concentration around certain roots of unity), but on the other hand, there
are striking open questions:

Problem 1. Can the maximal spectral type be absolutely continuous but
not Lebesgue?
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There is a chance for a negative answer here which would produce a real
“theorem”. If one believes in a positive answer, here is a simpler question:

Problem 2. Can a measure of maximal spectral type σ for UT be abso-
lutely continuous with respect to its convolution σ ∗ σ but not equivalent to
it?

Notice that there are three known possibilities:

1. σ is equivalent to σ ∗ σ, as for Lebesgue spectrum or for Gaussian
systems;

2. σ and σ ∗σ are mutually singular, as for a generic measure preserving
transformation T ;

3. σ and σ ∗ σ have a common part but neither is absolutely continuous
with respect to the other, as for T × T for a generic T .

6.3. On other problems. When one tries to combine the maximal spec-
tral type and multiplicity, even basic problems remain open. Here is another
chance for a theorem. Recall that an equivalent description of the spectral
invariants for a unitary operator includes instead of the multiplicity func-
tion M the decreasing sequence of spectral types σn corresponding to the
restrictions of the maximal spectral type to the sets M−1([n,∞) ∪ {∞}),
n ∈ N∗ ∪ {∞}.

Problem 3. Is it true that all spectral types of a measure preserving
transformation with continuous spectrum are dense?

The reader is unquestionably familiar with the celebrated problem of
simple Lebesgue spectrum. Here is something one can try if one believes
that examples are more likely than theorems.

Problem 4. Does there exist an ergodic measure preserving transforma-
tion whose maximal spectral type is absolutely continuous but the spectrum
is not Lebesgue with countable multiplicity?

The difference from Problem 1 is that it is conceivable that the maximal
spectral type is Lebesgue while not all others are; this is motivated by known
examples with Lebesgue component of finite multiplicity in the spectrum (see
e.g. [26]).

Let us finish by saying that the above remarks going beyond the spectral
multiplicity problem by no means pretend to be an overview of the subject or
even to present a coherent thinking about it. We just wanted to illustrate the
rather unsatisfactory state of the subject and offer a sample of characteristic
open questions.

7. Appendix: Lifting weak convergences from T to Tϕ,S . This
part is not directly related to the main subject of the paper. We will show
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here that the method of lifting weak convergences to extensions given by “or-
dinary” cocycles which we have seen in previous sections may also be used in
the case of some Rokhlin cocycles considered recently in [21] and [22]. This
will allow us to answer a question implicitly contained in [23].

Assume that T is an ergodic transformation that admits a linked ap-
proximation of type (n, n + 1) as in the previous section; this means that
there is a (nested) sequence of generating partitions (C). In particular, (19)
holds.

Let A be an l.c.s.c. Abelian group. We will now define certain cocycles
with values in A for T admitting linked (n, n+ 1) approximation. The con-
struction will follow the previously described general scheme: We assume
that ϕ is defined on all levels T iCt (taking constant values on such lev-
els) except for some levels including the level Tnt−1Ct. Then we put ar-
bitrary constant values of ϕ on T iCt (0 ≤ i ≤ nt − 2) where ϕ has not
been defined yet. Next, such a tower is divided into subcolumns which also
refine the subtowers based on C1

t and C2
t respectively. We put constant

values of ϕ on all top levels of the subcolumns contained in the tower
with bottom C1

t , while for subcolumns contained in the other subtower
we put constant values of ϕ on the top level and its image via T ; we
keep ϕ undefined only on the image via T of the top of the last subcol-
umn.

Assume now that A has a (faithful) measurable representation a 7→ Sa in
Aut(Y, C, ν). Given a cocycle ϕ : X → A let Tϕ,S stand for the automorphism
of (X × Y,B ⊗ C, µ⊗ ν) given by

Tϕ,S(x, y) = (Tx, Sϕ(x)(y)).

Notice that A acts on (X×Y, µ⊗ν) by IdX×Sa and moreover that IdX×Sa ∈
C(Tϕ,S).

Let us now fix b, c ∈ A. We will assume that for some subsequence of (nt)
(for simplicity still denoted by (nt)) we have

ϕ(nt)(x) = b for x ∈
nt−1⋃
i=0

T iC1
t ,(38)

ϕ(nt+1)(x) = c for x ∈
ntk⋃
i=0

T iC2
t except in the last subcolumn.(39)

Proposition 5. Under the above assumptions,

(40) (UTϕ,S )
nt+1 → 1

2(UIdX×Sc + UTϕ,S◦(IdX×Sb))

weakly as Markov operators on L2(X × Y, µ⊗ ν). In particular , if b = c = 0
then the weak convergence (19) holds for Tϕ,S .
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Proof. Take f ∈L∞(X,B, µ), g∈L∞(Y, C, ν) and put H(x, y)=f(x)g(y).
Then�

X×Y
H ◦Tnt+1

ϕ,S ·H dµdν =
�

X×Y
H(Tnt+1x, Sϕ(nt+1)(x)(y))H(x, y) dµ(x) dν(y)

=
�

X

f(Tnt+1x) f(x)
( �

Y

g(Sϕ(nt+1)(y)) g(y) dν(y)
)
dµ(x).

Replace f by ft so that ‖ft‖∞ ≤ ‖f‖∞ and ‖f − ft‖L2 < ε/‖g‖∞, where
f(x) = fi for all x ∈ T iCt, i = 0, 1, . . . , nt − 1. Put Ht = ft ⊗ g and notice
that ‖Ht −H‖L2 < ε and ‖Ht‖∞ ≤ ‖H‖∞. Therefore∥∥∥ �

X×Y
H ◦ Tnt+1

ϕ,S H dµdν −
�

X×Y
Ht ◦ Tnt+1

ϕ,S Ht dµ dν
∥∥∥

≤ ‖H −Ht‖L2‖H‖∞ + ‖Ht‖∞‖H −Ht‖L2 < 2ε‖f‖∞.

This argument uses only the fact that our functions are bounded and that
the transformations we use are measure preserving. In what follows we will
apply this approximation argument without detailed justification.

Define C̃1 =
⋃nt−1
i=0 T iC1

t and C̃2 =
⋃nt
i=0 T

iC2
t . Using the Spectral Theo-

rem, Fubini’s Theorem and properties of ϕ and ft (they are constant on the
levels T iCt) we have
�

X×Y
Ht ◦ Tnt+1

ϕ,S ·Ht dµ dν

=
�

X

ft(Tnt+1x) ft(x)
( �

Y

g(Sϕ(nt+1)(y)) g(y) dν(y)
)
dµ(x)

=
�

X

ft(Tnt+1x) ft(x)
( �

bG
χ(ϕ(nt+1)(x)) dσg,S(χ)

)
dµ(x)

=
�

bG
( �

X

χ(ϕ(nt+1)(x))ft(Tnt+1x) ft(x) dµ(x)
)
dσg,S(χ)

=
�

bG
( �

eC1

χ(ϕ(nt)(x))χ(ϕ(Tntx))ft ◦ T (Tntx) ft(x) dµ(x)

+
�

eC2

χ(ϕ(nt+1)(x))ft(Tnt+1x) ft(x) dµ(x)
)
dσg,S(χ) + o(1)

=
�

bG
( nt−1∑

i=0

�

T iC1
t

χ(b)χ(ϕ(x))ft,i+1f t,i dµ(x)

+
nt∑
i=0

�

T iC2
t

χ(c)ft,if t,i dµ(x)
)
dσg,S(χ) + o(1) + o(1)
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=
�

bG
( �

eC1

χ(ϕ(x) + b)ft(Tx)f t(x) dµ(x)

+
�

eC2

χ(c)ft(x)f t(x) dµ(x)
)
dσg,S(χ) + o(1) + o(1)

=
�

bG
(

1
2

�

X

χ(ϕ(x) + b)ft(Tx)f t(x) dµ(x)

+
1
2

�

X

χ(c)ft(x)f t(x) dµ(x)
)
dσg,S(χ) + o(1) + o(1) + o(1)

=
1
2

( �

X×Y
Ht ◦ Tϕ,S ◦ (Id× Sb)Ht dµ dν

+
�

X×Y
Ht ◦ (Id× Sc)Ht dµ dν

)
+ o(1) + o(1) + o(1) + o(1).

Therefore
�

X×Y
H ◦ Tnt+1

ϕ,S ·H dµdν =
1
2

( �

X×Y
H ◦ Tϕ,S ◦ (Id× Sb)H dµdν

+
�

X×Y
H ◦ (Id× Sc)H dµdν

)
+ o(1) + o(1) + o(1) + o(1) + o(1),

and the result follows.

In the whole paper (except for this section) we have dealt with compact
group extensions of transformations. Such extensions are special cases of so
called distal extensions and the complementary notion is that of relative
weak mixing [10]. In fact, in the case of transformations of the form Tϕ,S the
extension Tϕ,S → T is in general relatively weakly mixing.

To deal with the relatively weakly mixing case, following [21], our first
task is to show that we can get ϕ : X → A ergodic. In order to proceed
we will assume additionally that the linked approximation is mixed with
a cyclic approximation (i.e. (B) and (C) hold), and altogether we obtain
a nested sequence of towers. “Practically”, having a sequence of towers, at
an even stage of the construction we divide into many subcolumns and add
no spacers for the first half of subcolumns, and add exactly one spacer for
the remaining subcolumns, while for odd stages we do not add spacers (this
means we add “few” spacers). Now to lift weak convergence we will use
(n, n+ 1)-towers, while rigid towers will be used to get ergodicity of ϕ. For
example, to guarantee ergodicity we will have our cocycle constant on the
levels of the rigid tower except for the last level, and then for this last level
we make the sum close to a fixed element of the group while few spacers
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which we add will not affect this property. Now a criterion for ergodicity
from [25] guarantees ergodicity of ϕ. Notice that the construction of ϕ on
rigid towers is compatible with the construction of ϕ on linked towers.

If now ϕ : X → A is ergodic, and S is mildly mixing, then Tϕ,S is
relatively weakly mixing over T [21].

In [23] a spectral notion of 2-fold singular convolutions (SC) has been
introduced. By definition, an ergodic automorphism T has this property if
its (reduced) maximal spectral type is singular with respect to the convolu-
tion of any two continuous measures. The 2-fold SC property implies some
strong joining property of T with Cartesian product transformations simi-
lar to properties of so called distally simple automorphisms [14]. A natural
question arises whether the 2-fold SC property implies distal simplicity. How-
ever, as already noticed in [23], the condition (19) implies 2-fold SC property.
Moreover, when we carry out the construction of ϕ : X → A as above and
we apply Proposition 5 we find that (19) holds for Tϕ,S , so Tϕ,S also has the
2-fold SC property. However, it is not distally simple, as a distally simple
automorphism is a distal extension of any of its nontrivial factors [14], while
Tϕ,S is a relatively weakly mixing extension of T .

Corollary 5. For a typical automorphism T there exists a cocycle
ϕ : X → A such that for each mildly mixing A-representation a 7→ Sa in
Aut(Y, C, ν) the automorphism Tϕ,S has the 2-fold SC property but is not
distally simple. In fact , the extension Tϕ,S → T is relatively weakly mixing.
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