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#### Abstract

Given a countable Abelian group $\mathbb{G}$, its automorphism $w$ for which $w^{M}=\operatorname{Id}$, and a subgroup $\mathbb{F} \subset \mathbb{G}$ we define $$
M(\mathbb{G}, w, \mathbb{F})=\left\{\sharp\left(\left\{w^{i} \chi: i \in \mathbb{Z}\right\} \cap \mathbb{F}\right): \chi \in \mathbb{F} \backslash\{0\}\right\} .
$$

We prove that each finite set of the form $M(\mathbb{G}, w, \mathbb{F}) \cup\{2\}$ is realized as the set of essential values of the multiplicity function of the Koopman operator of some weakly mixing automorphism.


Introduction. Assume that $T$ is an ergodic automorphism of a standard probability Borel space $(X, \mathcal{B}, \mu)$. The corresponding unitary operator $U_{T}$ : $L^{2}(X, \mathcal{B}, \mu) \rightarrow L^{2}(X, \mathcal{B}, \mu), U_{T}(f)=f \circ T$, is called the Koopman operator and is usually considered only on $L_{0}^{2}(X, \mathcal{B}, \mu)$, that is, on the subspace of zero mean functions.

Two basic questions of the spectral theory of Koopman representations are:

1. What measures appear as the maximal spectral type of an ergodic automorphism?
2. What subsets of $\mathbb{N}^{*} \cup\{\infty\}$ appear as the set of essential values of the multiplicity function of an ergodic transformation? We will call such subsets Koopman realizable or simply realizable.

Those questions do not exhaust the spectral theory and in Section 6 we will mention some other problems.

Only obvious restrictions are known for the first question, namely density, symmetry and invariance under multiplication by eigenvalues, while many

[^0]more probably exist $\left({ }^{1}\right)$. However, for the second one it is expected that all subsets are realizable. It has already been shown that all subsets containing 1 are realizable [19] (reproved by a different argument in [3]). For more information on the subject see also earlier articles by Robinson [29], [30], and the surveys $[11,18]$. Less is known about Koopman realization of sets which do not contain 1. In [1] and [32] (see also the recent book by Anosov [6]) the Rokhlin problem of existence of a Koopman representation with a unique essential value (equal to $n, n \geq 2$ ) is solved for $n=2$. Moreover, Ageev [4] solved the Rokhlin problem in full generality. Danilenko [8] simplified the original construction of Ageev, and used it to show that sets of the form $n \cdot(\{1\} \cup F)$, where $F$ is an arbitrary subset of $\mathbb{N}^{*} \cup\{\infty\}$ without 1 , are Koopman realizable. Moreover, in [5] a new series of realizable sets, including the set $\{2,3, \ldots, n\}$, is given and those sets are also realizable in the class of mixing automorphisms.

In the present paper we make another modest step forward toward showing that many sets of integers are realizable (for the proof of the theorem below see Section 4).

Theorem 1 (Main Theorem). Let $\mathbb{G}$ be an arbitrary countable Abelian group $\mathbb{G}, w$ its automorphism for which $w^{M}=\mathrm{Id}$, and $\mathbb{F}$ a subgroup $\mathbb{G}$. Let

$$
\begin{aligned}
& M(\mathbb{G}, w, \mathbb{F}): \\
&=\left\{\sharp\left(\left\{w^{i} \chi: i \in \mathbb{Z}\right\} \cap \mathbb{F}\right): \chi \in \mathbb{F} \backslash\{0\}\right\} \\
&=\left\{\sharp\left(\left\{w^{i} \eta: i \in \mathbb{Z}\right\} \cap \mathbb{F}\right): \eta \in \mathbb{G} \backslash\{0\}\right\} \backslash\{0\} .
\end{aligned}
$$

Then there exists a weakly mixing automorphism $T$ of a Lebesgue space $(X, \mu)$ for which the set of essential values of spectral multiplicities in $L_{0}^{2}(X, \mathcal{B}, \mu)$ is equal to $M(\mathbb{G}, w, \mathbb{F}) \cup\{2\}$.

Our method builds upon the solution of the Rokhlin problem for $n=2$ in [1, 32] and the methods of periodic approximation theory summarized in [16]. We widely use the presence of various operators in the weak closure of the iterates of a Koopman operator or its restriction to a particular subspace to assert that no "unexpected" overlaps appear between various components of the spectrum and thus guarantee that the spectral multiplicity can be deduced from a certain algebraic picture.

In order to deduce from our construction that all finite subsets containing 2 are Koopman realizable one needs to prove an algebraic lemma that each finite subset of $\mathbb{N}$ is of the form $M(\mathbb{G}, w, \mathbb{F})$. The construction in the proof of the Algebraic Lemma in [19] gives rise to sets $M(\mathbb{G}, w, \mathbb{F})$ which contain 1.

[^1]We show, however, that all sets $\{2, n\}$ are Koopman realizable, which answers a question from [33].

We believe that the techniques developed in this paper may be useful in the further investigation of the spectral multiplicity problem. This is one of the reasons we do not aim at particular brevity in calculations and try to present all ingredients in sufficient detail.

1. Spectral multiplicities of tensor products. Let $V$ be a unitary operator on a separable Hilbert space $H$. If $f \in H$, then we denote by $\mathbb{Z}_{V}(f)$ (or simply $\mathbb{Z}(f)$ if no confusion arises) the cyclic space generated by $f$, that is, the closure of the span of $\left\{V^{n} f: n \in \mathbb{Z}\right\}$. The spectral measure $\sigma_{f}=\sigma_{V, f}$ of $f \in H$ is the (positive, finite) measure on $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$ given by

$$
\widehat{\sigma}_{f}(n)=\left\langle V^{n} f, f\right\rangle \quad \text { for all } n \in \mathbb{Z}
$$

The operator $V$ is determined up to unitary isomorphism by its maximal spectral type $\sigma_{V}$ (the equivalence class of a spectral measure which dominates all spectral measures) and a Borel function $M_{V}: \mathbb{T} \rightarrow \mathbb{N}^{*} \cup\{\infty\}$ defined $\sigma_{V}$-a.e. and called the multiplicity function (see e.g. the Appendix in [28] or [18] for more information on the spectral theory of unitary operators). Each member of the essential range of $M_{V}$ is called an essential value of the multiplicity function.

If $V: H \rightarrow H$ is a unitary operator on a Hilbert space, $F \subset H$ is a closed $V$-invariant subspace and $V^{n_{t}} \rightarrow A$ weakly ( $A$ is a bounded linear operator on $H$ ) then $A F \subset F$. This follows immediately from the fact that a closed subspace is weakly closed.

Lemma 1. Let $V_{i}: H_{i} \rightarrow H_{i}, i=1,2$, be unitary operators with simple spectrum. Assume moreover that
(i) $V_{i}^{n_{t}} \rightarrow \frac{1}{2}\left(\mathrm{Id}+V_{i}\right)$ weakly, $i=1,2$,
(ii) $V_{i}^{m_{t}} \rightarrow \frac{1}{2}\left(\operatorname{Id}+c_{i} V_{i}\right)$ weakly, $i=1,2$.

If $c_{1} \neq c_{2}$ then $V_{1} \otimes V_{2}$ also has a simple spectrum.
Proof. Assume that $H_{i}=\mathbb{Z}_{V_{i}}\left(f_{i}\right), i=1,2$, and let $F:=\mathbb{Z}_{V_{1} \otimes V_{2}}\left(f_{1} \otimes f_{2}\right)$. We will show that

$$
\begin{equation*}
H_{1} \otimes H_{2}=F \tag{1}
\end{equation*}
$$

We have

$$
\begin{equation*}
V_{1}^{k} f_{1} \otimes V_{2}^{k} f_{2} \in F \tag{2}
\end{equation*}
$$

for each $k \in \mathbb{Z}$. Since

$$
\left(V_{1} \otimes V_{2}\right)^{n_{t}} \rightarrow \frac{1}{4}\left(\operatorname{Id}+V_{1}\right) \otimes\left(\operatorname{Id}+V_{2}\right), \quad\left(f_{1}+V_{1} f_{1}\right) \otimes\left(f_{2}+V_{2} f_{2}\right) \in F
$$

using (2) we obtain

$$
\begin{equation*}
f_{1} \otimes V_{2} f_{2}+V_{1} f_{1} \otimes f_{2} \in F \tag{3}
\end{equation*}
$$

Similarly, $\left(f_{1}+c_{1} V_{1} f_{1}\right) \otimes\left(f_{2}+c_{2} V_{2} f_{2}\right) \in F$, whence

$$
\begin{equation*}
c_{1} V_{1} f_{1} \otimes f_{2}+f_{1} \otimes\left(c_{2} V_{2} f_{2}\right) \in F \tag{4}
\end{equation*}
$$

It follows from (3) and (4) that $f_{1} \otimes V_{2} f_{2} \in F$ and $V_{1} f_{1} \otimes f_{2} \in F$. Therefore $F$ is invariant under $V_{1} \otimes \mathrm{Id}$ and $\mathrm{Id} \otimes V_{2}$, and (1) follows.

Lemma 2 ([3], [6], [16], [32]). Let $V: H \rightarrow H$ be a unitary operator with simple continuous spectrum. If the weak closure of powers of $V$ contains $\frac{1}{2}(\operatorname{Id}+V)$, then $V \otimes V$ has uniform spectral multiplicity 2.

Proof. Recall that if $V_{1}, V_{2}$ are unitary operators then the maximal spectral type of their tensor product is the convolution of the spectral types of the factors, i.e. $\sigma_{V_{1} \otimes V_{2}}=\sigma_{V_{1}} * \sigma_{V_{2}}$. Moreover, if the spectra of $V_{i}$ are simple, then $M_{V_{1} \otimes V_{2}}(c)$ is (for $\sigma_{V_{1}} * \sigma_{V_{2}}$-a.a. $c \in \mathbb{T}$ ) either equal to the number of atoms of the measure $\eta_{c}$, where

$$
\sigma_{V_{1}} \otimes \sigma_{V_{2}}=\int_{\mathbb{T}} \eta_{c} \otimes \delta_{c} d\left(\sigma_{V_{1}} * \sigma_{V_{2}}\right)(c)
$$

if $\eta_{c}$ is purely atomic, or equal to infinity.
In view of the continuity of the spectrum, $\sigma \otimes \sigma(\{(z, z): z \in \mathbb{T}\})=0$, and thus the multiplicities of $V \otimes V$ are even. Then as in the proof of Lemma 1 one checks that $f \otimes V f$ and $V f \otimes f V \otimes V$-generate the space $H \otimes H$ for each $V$-cyclic vector $f$ for $H$.

Let $H$ be a Hilbert space. Given $k \geq 1$, let $\mathcal{F}_{k} \subset H^{\otimes k}$ be the subspace of symmetric $k$-tensors; it is usually denoted by $H^{\odot k}$ and consists of the tensors invariant under the group $\Sigma_{k}$ of all coordinate permutations. Denote by $\operatorname{Sym}\left(f_{1} \otimes \cdots \otimes f_{k}\right)$ the vector $\sum_{\tau \in \Sigma_{k}} f_{\tau(1)} \otimes \cdots \otimes f_{\tau(k)}$. Notice that $\operatorname{Sym}\left(f_{1} \otimes \cdots \otimes f_{k}\right)$ is equal (up to a multiplicative constant) to the value of the orthogonal projection $\pi_{H \odot k}$ on $H^{\odot k}$ at $f_{1} \otimes \cdots \otimes f_{k}$. If $V$ is a unitary operator on $H$ then we denote by $e^{V}$ the corresponding unitary operator on the symmetric Fock space $\bigoplus_{k \geq 0} H^{\odot k}$, that is, $e^{V}=\bigoplus_{k \geq 0} V^{\odot k}$, and $V^{\odot} k$ is the restriction of $V^{\otimes k}$ to $\mathcal{F}_{k}, k \geq 0$. Recall that the symmetric tensor product $H^{\odot n}$ can also be defined abstractly by putting

$$
\left\langle x_{1} \odot \cdots \odot x_{n}, y_{1} \odot \cdots \odot y_{n}\right\rangle=\sum_{\tau \in \Sigma_{n}}\left\langle x_{1}, y_{\tau(1)}\right\rangle \cdot \ldots \cdot\left\langle x_{n}, y_{\tau(n)}\right\rangle
$$

and then $\operatorname{Sym}\left(f_{1} \otimes \cdots \otimes f_{k}\right)=\sqrt{k!} f_{1} \odot \cdots \odot f_{k}$.
Below we will consider unitary operators $V$ with simple continuous spectrum such that the weak closure of powers of $V$ contains $\frac{1}{2}(\kappa \cdot \mathrm{Id}+V)$ for infinitely many $\kappa$ with $|\kappa| \leq 1$. Notice that such operators have continuous spectrum. Indeed, if $V f=c f$, where necessarily $|c|=1$, then $c^{n_{t}} \rightarrow \frac{1}{2}(\kappa+c)$, which is possible only if $\kappa=c$. Ageev [2, proof of Theorem 1] shows that the operator $e^{V}$ has a simple spectrum. In fact, Ageev considers operators for which $\sigma_{V}=\sigma_{V}^{\prime}+\delta_{1}$ where $\sigma_{V}^{\prime}$ is continuous. This is natural when we are
studying multiplicities of the Koopman representations associated to Cartesian products $T^{\times n}$ since in the computation of the spectral multiplicities for $L_{0}^{2}\left(X^{\times n}, \mu^{\otimes n}\right)$ we must take into account the subspace of constant functions for $U_{T}$. Therefore, formally speaking, the proposition below is not a generalization of Ageev's result since on the nontrivial subspace of fixed points of $V$ the weak convergences may hold only if $\kappa=1$. Our proof is based on a different idea than in [2] and gives rise to a slightly more general result. Proposition 1 will be applied to invariant subspaces of some Koopman representations and in such a case, in general, the $\kappa$ s may not even be real numbers.

Proposition 1. Assume that $V$ and $W$ are unitary operators with simple spectrum defined on separable Hilbert spaces $H$ and $G$ respectively. Assume that $S \subset \mathbb{C}$ is countable. Assume moreover that for each $\kappa \in S$ there exist subsequences $\left(n_{t}^{(\kappa)}\right),\left(m_{t}^{(\kappa)}\right)$ and $\widetilde{\kappa}$ satisfying $\widetilde{\kappa}^{q} \neq \kappa^{q}$ for each $q \geq 1$ such that we have the following weak convergences:

$$
\begin{align*}
V^{n_{t}^{(\kappa)}} & \rightarrow \frac{1}{2}(\kappa \cdot \mathrm{Id}+V), \quad W^{n_{t}^{(\kappa)}} \tag{5}
\end{align*} \rightarrow \frac{1}{2}(\kappa \cdot \mathrm{Id}+W),
$$

Then $e^{V} \otimes W$ has a simple spectrum.
Proof. Fix $k \geq 1$. We need to show that $\left(\left.V^{\otimes k}\right|_{\mathcal{F}_{k}}\right) \otimes W$ has a simple spectrum. Assume that $H=\mathbb{Z}_{V}(f)$ and $G=\mathbb{Z}_{W}(g)$ for some $f \in H$ and $g \in G$. We intend to show that

$$
\begin{equation*}
H^{\odot k} \otimes G=\mathbb{Z}_{V}{ }^{\odot k} \otimes W\left(f^{\otimes k} \otimes g\right) \tag{7}
\end{equation*}
$$

We will first show that

$$
\begin{equation*}
H^{\odot k}=\mathbb{Z}_{V \odot k}\left(f^{\otimes k}\right) \tag{8}
\end{equation*}
$$

Define $F=\mathbb{Z}_{V \odot k}\left(f^{\otimes k}\right)$. The subspace $H^{\odot k}$ is $V^{\otimes k}$-invariant and $V^{\otimes k}$ is unitary; moreover, by (5) (or (6)) for each $\kappa \in S$,

$$
\left(V^{\otimes k}\right)^{n_{t}^{(\kappa)}} \rightarrow \frac{1}{2^{k}}(\kappa \cdot \mathrm{Id}+V)^{\otimes k}
$$

hence $H^{\odot k}$ is also invariant for the adjoint of $(\kappa \cdot \mathrm{Id}+V)^{\otimes k}$ and therefore

$$
\begin{equation*}
\pi_{H \odot k} \circ(\kappa \cdot \mathrm{Id}+V)^{\otimes k}=(\kappa \cdot \mathrm{Id}+V)^{\otimes k} \circ \pi_{H \odot k} \tag{9}
\end{equation*}
$$

We will now show by induction that

$$
\begin{equation*}
\pi_{H \odot k}\left(f^{\otimes i_{0}} \otimes\left(V^{n_{1}} f\right)^{\otimes i_{1}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes i_{p}}\right) \in F \tag{10}
\end{equation*}
$$

for all $i_{0}, \ldots, i_{p} \geq 0$ with $i_{0}+i_{1}+\cdots+i_{p}=k$, and $0=n_{0}<n_{1}<\cdots<n_{p}$.
Indeed, (10) is true for $p=0$ (that is, $n_{p}=0$ ). Assume its validity for all choices of admissible parameters when $n_{p} \leq N$. We will now prove that it also holds for the bound $N+1$. Assume that $j_{0}, \ldots, j_{p} \geq 0, \sum_{s=0}^{p} j_{s}=k$ and
$\pi_{H \odot k}\left(f^{\otimes j_{0}} \otimes\left(V^{n_{1}} f\right)^{\otimes j_{1}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes j_{p}}\right) \in F$. Since $F$ is $V^{\otimes k}$-invariant, it is also invariant for $(\kappa \cdot \mathrm{Id}+V)^{\otimes k}$ and its adjoint. Thus, in view of (9),

$$
\begin{equation*}
\pi_{H \odot k}\left((\kappa \cdot \operatorname{Id}+V)^{\otimes k}\left(f^{\otimes j_{0}} \otimes\left(V^{n_{1}} f\right)^{\otimes j_{1}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes j_{p}}\right) \in F\right. \tag{11}
\end{equation*}
$$

In other words,

$$
\begin{aligned}
\pi_{H \odot k}\left(\kappa^{k} f^{\otimes j_{0}}\right. & \left.\otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes j_{p}}+\kappa^{k-1}(\ldots)+\cdots\right) \\
& =\kappa^{k} \pi_{H \odot k}\left(f^{\otimes j_{0}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes j_{p}}\right)+\kappa^{k-1} \pi_{H \odot k}(\ldots)+\cdots \in F .
\end{aligned}
$$

We look at this relation as a certain polynomial equation, namely

$$
\kappa^{k}\left(\pi_{H \odot k}\left(f^{\otimes j_{0}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes j_{p}}\right)+F\right)+\kappa^{k-1}\left(\pi_{H \odot k}(\ldots)+F\right)+\cdots=0
$$

in $H^{\odot k} / F$. Since the number of $\kappa$ s under consideration is infinite we infer that all "coefficients" from $H^{\odot k} / F$ vanish (indeed, it is enough to act on the above equalities by members of $\left.\left(H^{\odot k} / F\right)^{*}\right)$, that is, they all belong to $F$. We now focus on the coefficient of $\kappa^{k-1}$ for all admissible parameters. We obtain

$$
\begin{aligned}
& \pi_{H \odot k}(\underbrace{f \otimes \cdots \otimes f}_{\text {one } f \text { replaced by } V f} \otimes\left(V^{n_{1}} f\right)^{\otimes j_{1}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes j_{p}} \\
& \quad+f^{\otimes j_{0}} \otimes \underbrace{V^{n_{1}} f \otimes \cdots \otimes V^{n_{1}} f}_{\text {one } V^{n_{1}} f \text { replaced by } V^{n_{1}+1} f} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes j_{p}}+\cdots \\
& \quad+f^{\otimes j_{0}} \otimes\left(V^{n_{1}} f\right)^{\otimes j_{1}} \otimes \cdots \otimes \underbrace{V^{n_{p}} f \otimes \cdots \otimes V^{n_{p}} f}_{\text {one } V^{n_{p}} f \text { replaced by } V^{n_{p}+1} f}) \in F .
\end{aligned}
$$

The linearity of $\pi_{H \odot k}$ and the induction assumption show that all summands except the last one are already in $F$. Hence

$$
\pi_{H \odot k}\left(f^{\otimes j_{0}} \otimes\left(V^{n_{1}} f\right)^{\otimes j_{1}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes\left(j_{p}-1\right)} \otimes V^{n_{p}+1} f\right) \in F
$$

and we obtain (10) for the bound $N+1$ and all admissible parameters with the last element $j_{q}=1$. Let us now look at the coefficient of $\kappa^{k-2}$. We have $\pi_{H \odot k}(\sum_{u \leq w} f^{\otimes j_{1}} \otimes \cdots \otimes \underbrace{V^{n_{u}} f \otimes \cdots \otimes V^{n_{u}} f}_{\text {replace one } V^{n_{u}} f \text { by } V^{n_{u}+1} f} \otimes \cdots$

$$
\otimes \underbrace{V^{n_{w}} f \otimes \cdots \otimes V^{n_{w}} f}_{\text {replace one } V^{n_{w}} f \text { by } V^{n_{w}+1} f} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes j_{p}}) \in F .
$$

If $w<p$ we may use the induction assumption: the corresponding symmetrizations are in $F$. This is still the case if $u<w=p$ : the corresponding symmetrizations are in $F$ because we have already proved (10) for $N+1$ and $j_{q}=1$. It follows that the only new case is when $j_{p} \geq 2(u=w=p)$; then

$$
\pi_{H \odot k}\left(f^{\otimes j_{0}} \otimes\left(V^{n_{1}} f\right)^{\otimes j_{1}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes\left(j_{p}-2\right)} \otimes\left(V^{n_{p}+1} f\right)^{\otimes 2}\right) \in F
$$

and we obtain (10) for the bound $N+1$ with $j_{q}=2$. By considering the coefficients of $\kappa^{k-3}$ etc. we conclude that (10) holds.

Since $\mathbb{Z}_{V}(f)=H$,

$$
\begin{aligned}
& \operatorname{span}\left(\left\{f^{\otimes i_{0}} \otimes\left(V^{n_{1}} f\right)^{\otimes i_{1}} \otimes \cdots \otimes\left(V^{n_{p}} f\right)^{\otimes i_{p}}: i_{0}, \ldots, i_{p} \geq 0\right.\right. \\
&\left.\left.i_{0}+i_{1}+\cdots+i_{p}=k, n_{0}<n_{1}<\cdots<n_{p}, n_{i} \in \mathbb{Z}\right\}\right)=H^{\otimes k}
\end{aligned}
$$

Thus, by (10), $F=\mathbb{Z}_{V \odot k}\left(f^{\otimes k}\right)=H^{\odot k}$ and hence $V^{\odot k}$ has a simple spectrum, that is, (8) follows.

Define $F_{1}=\mathbb{Z}_{V \odot^{k} \otimes W}\left(f^{\otimes k} \otimes g\right)$. As before we find that for each $\kappa \in S$,

$$
(\kappa f+V f)^{\otimes k} \otimes(\kappa g+W g) \in F_{1}, \quad(\kappa f+V f)^{\otimes k} \otimes(\widetilde{\kappa} g+W g) \in F_{1}
$$

so by subtracting, $(\kappa f+V f)^{\otimes k} \otimes(\kappa-\widetilde{\kappa}) g \in F_{1}$ and hence $(\kappa f+V f)^{\otimes k} \otimes g$ $\in F_{1}$. By repeating our earlier argument for the coefficient of $\kappa^{0}$ we obtain

$$
\begin{equation*}
(V f)^{\otimes k} \otimes g \in F_{1} \tag{12}
\end{equation*}
$$

But $F_{1}$ is $(\kappa \cdot \mathrm{Id}+V)^{\otimes k} \otimes(\kappa \cdot \mathrm{Id}+W)$ - and $(\kappa \cdot \mathrm{Id}+V)^{\otimes k} \otimes(\widetilde{\kappa} \cdot \mathrm{Id}+W)$-invariant, so
$\left(\kappa^{2} V f+V^{2} f\right)^{\otimes k} \otimes\left(\kappa^{2} g+W g\right) \in F_{1}, \quad\left(\kappa^{2} V f+V^{2} f\right)^{\otimes k} \otimes\left(\widetilde{\kappa}^{2} g+W g\right) \in F_{1}$, whence $\left(\kappa^{2} V f+V^{2} f\right)^{\otimes k} \otimes g \in F_{1}$ and by repeating the same argument which led to (12), also $\left(V^{2} f\right)^{\otimes k} \otimes g \in F_{1}$, and by an easy induction $\left(V^{r} f\right)^{\otimes k} \otimes g \in F_{1}$ for each $r \geq 0$. Notice that the same holds for negative integers $r$, for if $V_{i}: H_{i} \rightarrow H_{i}$ is unitary $(i=1,2)$ and $V_{i}^{n_{t}} \rightarrow A_{i}$ weakly then directly from the definition of weak convergence it follows that $\left(V_{i}^{*}\right)^{n_{t}} \rightarrow A_{i}^{*}$ weakly, and also $\left(V_{1} \otimes V_{2}\right)^{n_{t}} \rightarrow A_{1} \otimes A_{2}$ weakly. The proof of (7) is now complete.

In order to prove that $e^{V}$ also has a cyclic vector we only need to show that for each $N \geq 1$,

$$
\begin{equation*}
\mathbb{Z}_{\bigoplus_{k=1}^{N} V \ominus^{\odot}}\left(\sum_{k=1}^{N} f^{\otimes k}\right)=\bigoplus_{k=1}^{N} H^{\odot k} \tag{13}
\end{equation*}
$$

Set

$$
\widetilde{F}=\mathbb{Z}_{\oplus_{k=1}^{N} V \odot^{k}}\left(f^{\otimes k}\right)
$$

As $\sum_{k=1}^{N} f^{\otimes k} \in \widetilde{F}$, also $\sum_{k=1}^{N}(\kappa f+V f)^{\otimes k} \in \widetilde{F}$ for all $\kappa \in S$. Therefore

$$
\begin{aligned}
& \kappa^{N} f^{\otimes N}+\kappa^{N-1}\left(f^{\otimes(N-1)}+\pi_{H \odot N}\left(f^{\otimes(N-1)} \otimes V f\right)\right) \\
& +\kappa^{N-2}\left(f^{\otimes(N-2)}+\pi_{H \odot(N-1)}\left(f^{\otimes(N-2)} \otimes V f\right)+\pi_{H \odot N}\left(f^{\otimes(N-2)} \otimes(V f)^{\otimes 2}\right)\right) \\
& \\
& +\cdots+\left(V f+\cdots+(V f)^{\otimes N}\right) \in \widetilde{F} .
\end{aligned}
$$

By considering $\bigoplus_{k=1}^{N} H^{\odot k} / \widetilde{F}$, from the earlier argument, we deduce that
$f^{\otimes N} \in \widetilde{F}$ and consequently $H^{\odot N} \subset \widetilde{F}$. Moreover,

$$
f^{\otimes(N-1)}+\underbrace{\pi_{H \odot N}\left(f^{\otimes(N-1)} \otimes V f\right)}_{\in H^{\odot N} \subset \widetilde{F}} \in \widetilde{F}
$$

so $f^{\otimes(N-1)} \in \widetilde{F}$. It follows that $H^{\odot(N-1)} \oplus H^{\odot N} \subset \widetilde{F}$ and so for all $1 \leq k \leq N$, $f^{\otimes k} \in \widetilde{F}$. Therefore (13) holds.

To prove that $e^{V} \otimes W$ has a simple spectrum we proceed similarly. Given $N \geq 1$, we denote by $\widetilde{F}_{1}$ the cyclic space generated by $\sum_{k=1}^{N} f^{\otimes k} \otimes g$. Then

$$
\left(\sum_{k=1}^{N}(\kappa f+V f)^{\otimes k}\right) \otimes g \in \widetilde{F}_{1}
$$

Now repeat the argument used to prove the simplicity of the spectrum of $e^{V}$ (together with the fact that $f^{\otimes k} \otimes g$ is a $V^{\odot k} \otimes W$-cyclic vector for $\left.H^{\odot k} \otimes G\right)$.

Yet one more property can be deduced from the above proof:
Lemma 3. Under the assumptions of Proposition 1 the unitary operator $e^{V} \oplus\left(e^{V} \otimes W\right) \oplus W$ still has a simple spectrum.

Proof. Indeed, all we need to show is that for $k, l \geq 1, \sigma_{V}^{* k} \perp \sigma_{V}^{* l} * \sigma_{W}$, $\sigma_{V}^{* l} * \sigma_{W} \perp \sigma_{W}$ and $\sigma_{V}^{* k} \perp \sigma_{W}$. In all three cases the proof goes along the same lines. In order to obtain $\sigma_{V}^{* k} \perp \sigma_{V}^{* l} * \sigma_{W}$ it is enough to prove that

$$
\begin{equation*}
H^{\odot k} \oplus\left(H^{\odot l} \otimes G\right)=\mathbb{Z}_{V \odot k \oplus V^{\odot l} \otimes W}\left(f^{\otimes k}+f^{\otimes l} \otimes g\right) \tag{14}
\end{equation*}
$$

Putting $F_{12}=\mathbb{Z}_{V{ }^{\odot} \oplus V^{\odot l} \otimes W}\left(f^{\otimes k}+f^{\otimes l} \otimes g\right)$ and proceeding as in the proof of Proposition 1 we obtain

$$
\begin{aligned}
& \frac{1}{2^{k}}(\kappa f+V f)^{\otimes k}+\frac{1}{2^{l}}(\kappa f+V f)^{\otimes l} \otimes(\kappa g+W g) \in F_{12} \\
& \frac{1}{2^{k}}(\kappa f+V f)^{\otimes k}+\frac{1}{2^{l}}(\kappa f+V f)^{\otimes l} \otimes(\widetilde{\kappa} g+W g) \in F_{12}
\end{aligned}
$$

so by subtracting, $(\kappa f+V f)^{\otimes l} \otimes g \in F_{12}$. By considering the coefficient of $\kappa^{l}$ knowing that the number of $\kappa \mathrm{s}$ is infinite we find that $f^{\otimes l} \otimes g \in F_{12}$ and therefore $H^{\odot l} \otimes G \subset F_{12}$. Since $f^{\otimes k}+f^{\otimes l} \otimes g \in F_{12}$, also $f^{\otimes k} \in F_{12}$ and (14) follows.

In the remaining cases we show that

$$
\begin{aligned}
& H^{\odot k} \oplus G=F_{13}:=\mathbb{Z}_{V \odot k \oplus W}\left(f^{\otimes k}+g\right), \\
& \left(H^{\odot l} \otimes G\right) \oplus G=F_{23}:=\mathbb{Z}_{V \odot l} \oplus W\left(f^{\otimes l} \otimes g+g\right) \text {. }
\end{aligned}
$$

Lemma 4. Assume that $V$ and $W$ are unitary simple spectrum operators on separable Hilbert spaces. Assume moreover that for infinitely many $0<$
$\kappa<1$ we have

$$
\begin{aligned}
V^{n_{t}^{(\kappa)}} \rightarrow \kappa \operatorname{Id}+(1-\kappa) V, & W^{n_{t}^{(\kappa)}} \rightarrow \kappa \operatorname{Id}+(1-\kappa) W \\
V^{m_{t}^{(\kappa)}} \rightarrow \kappa \operatorname{Id}+(1-\kappa) V, & W^{m_{t}^{(\kappa)}} \rightarrow \widetilde{\kappa} \operatorname{Id}+(1-\widetilde{\kappa}) W
\end{aligned}
$$

where $\kappa \neq \widetilde{\kappa}$ and $0<\widetilde{\kappa}<1$. Then the assertions of Proposition 1 and Lemma 3 also hold true.

Proof. Notice that the map $x \mapsto \frac{x}{1-x}$ is $1-1$ on $(0,1),\left(\frac{\kappa}{1-\kappa}\right)^{q} \neq\left(\frac{\widetilde{\kappa}}{1-\widetilde{\kappa}}\right)^{q}$ for all $q \geq 1$, and subspaces are invariant under multiplication by scalars.

In what follows we assume that the spectral measures of the unitary operators considered are continuous. The following lemma is well-known (see for example [7, Chapter 14], and also [16]); we give a proof (in a particular case) just for the reader's convenience. We recall that continuity of the spectral measures allows us to assume that all "hyperplanes" of the form $z_{i}=z_{j}$ are of product measure zero. We then consider a relevant multidimensional torus with all these hyperplanes removed.

Lemma 5. Assume that $V$ and $W$ are unitary operators with simple continuous spectra. Fix $k \geq 1$. If $V^{\odot k} \otimes W$ has a simple spectrum then the spectral multiplicity of $V^{\otimes k} \otimes W$ is uniform and equal to $k!$.

Proof. By the argument in the proof of Lemma 2 the essential values of $M_{V \otimes k \otimes W}$ are equal (a.e. with respect to the measure $\sigma_{V}^{* k} * \sigma_{W}$ ) either to the number of atoms for conditional measures $\eta_{c}$ which are purely atomic, or to infinity if $\eta_{c}$ has a continuous part: here

$$
\begin{equation*}
\sigma_{V}^{\otimes k} \otimes \sigma_{W}=\int_{\mathbb{T}} \eta_{c} \otimes \delta_{c} d\left(\sigma_{V}^{* k} * \sigma_{W}\right)(c) \tag{15}
\end{equation*}
$$

where the disintegration is given by the map $S: \mathbb{T}^{k} \times \mathbb{T} \rightarrow \mathbb{T}$ :

$$
\mathbb{T}^{k} \times \mathbb{T} \ni\left(z_{1}, \ldots, z_{k}, w\right) \mapsto z_{1} \cdot \ldots \cdot z_{k} \cdot w \in \mathbb{T}
$$

and we identify $V$ (resp. $W$ ) with multiplication by $z$ on $L^{2}\left(\mathbb{T}, \sigma_{V}\right)$ (resp. $\left.L^{2}\left(\mathbb{T}, \sigma_{W}\right)\right)$. We assume that the conditional measures $\eta_{c}$ are purely atomic with finitely many atoms (the remaining cases are treated similarly). By tak$\operatorname{ing}\left(z_{1}, \ldots, z_{k}, w\right)$ with $z_{i} \neq z_{j}$ and considering $T_{\tau}\left(z_{1}, \ldots, z_{k}, w\right)=\left(z_{\tau(1)}, \ldots\right.$, $\left.z_{\tau(k)}, w\right), \tau \in \Sigma_{k}$, we see that $\sigma_{V}^{\otimes k} \otimes \sigma_{W}$ is invariant under $T_{\tau}$, and since $S \circ T_{\tau}$ on the fibres of $S$ does not depend on $\tau \in \Sigma_{k}$ and the disintegration (15) is unique, also the conditional measures $\eta_{c}$ are $T_{\tau}$-invariant. If we choose one element from each set $\left.\left\{z_{\tau(1)}, \ldots, z_{\tau(k)}, w\right): \tau \in \Sigma_{k}\right\}$ so that the resulting subset $A$ of $\mathbb{T}^{k} \times \mathbb{T}$ is measurable, then the subspace of functions with support in $A$ is closed, invariant, and isomorphic to $\operatorname{Sym}\left(L^{2}\left(\mathbb{T}^{k}, \mu^{\otimes k}\right)\right) \otimes L^{2}(\mathbb{T}, \nu)$ (indeed, a symmetric function takes the same values at each point $T_{\tau}\left(z_{1}, \ldots, z_{k}, w\right)$ ), whence the action is isomorphic to
$V^{\odot k} \otimes W$. Since the latter automorphism is assumed to have a simple spectrum, given $c \in \mathbb{T}$ (a.a. with respect to the convolution measure) we can have only one atom of $\eta_{c}$ in $S^{-1}(c) \cap A$. It follows that there are $k!$ atoms for $\eta_{c}$ in $S^{-1} c$, and the result follows.

We now pass to the multiplicity problem for Koopman representations coming from direct products of measure preserving transformations.

Proposition 2. Assume that $T$ and $S$ are ergodic automorphisms of standard probability Borel spaces $(X, \mathcal{B}, \mu)$ and $(Y, \mathcal{C}, \nu)$ respectively. Assume that $V=U_{T}$ and $W=U_{S}$ on the corresponding $L_{0}^{2}$-subspaces satisfy the assumptions of Lemma 4. Then the spectral multiplicities of $U_{T \times k \times S}$ on the corresponding $L_{0}^{2}$-space are equal to $\{1, k, k(k-1), \ldots, k!\}$.

Proof. By Lemma 3, the subspaces "realizing" $(k-i)$ ! as a multiplicity value for $U_{T^{\times k}} \otimes U_{S}$ on $L_{0}^{2}$ are, up to permutations of coordinates, given by $L_{0}^{2}(X, \mu)^{\otimes(k-i)} \otimes(\mathbb{C} \cdot 1)^{\otimes i} \otimes(\mathbb{C} \cdot 1) \oplus L_{0}^{2}(X, \mu)^{\otimes(k-i)} \otimes(\mathbb{C} \cdot 1)^{\otimes i} \otimes L_{0}^{2}(Y, \nu)$ (indeed, $\sigma_{U_{T}}^{*(k-i)} \perp \sigma_{U_{T}}^{*(k-i)} * \sigma_{U_{S}}$ ) and there are $\binom{k}{i}$ such subspaces.

Recall that by the theory of linked approximation [16] (see Section 3 there for basic definitions) the assumptions of Lemma 4 on $V=U_{T}$ are satisfied for a residual set of $T \in \operatorname{Aut}(X, \mathcal{B}, \mu)$. Now, for $\kappa \neq \kappa^{\prime}$ the corresponding subsequences $\left(n_{k}^{(\kappa)}\right)$ and $\left(n_{k}^{\left(\kappa^{\prime}\right)}\right)$ can have only a finite number of common elements. We split $\left(n_{k}^{(\kappa)}\right)$ into two subsequences $\left(n_{k, 1}^{(\kappa)}\right)$ and $\left(n_{k, 2}^{(\kappa)}\right)$ and then we use a general fact that given $\underline{m}=\left(m_{k}\right)$ with $m_{k} \rightarrow \infty$ and $0<\beta<1$ the set of those transformations of $(X, \mathcal{B}, \mu)$ that admit linked approximation along a subsequence of $\underline{m}$ with the proportion of subtowers equal to $\beta$ is still residual. Taking the intersection over all $\kappa$ s for $\underline{m}=\left(n_{k, j}^{(\kappa)}\right), j=1,2$, we still obtain a residual set.

Corollary 1. There exists a residual set of $T \in \operatorname{Aut}(X, \mathcal{B}, \mu)$ such that for each $T$ in this subset there exists a residual set of $S \in \operatorname{Aut}(X, \mathcal{B}, \mu)$ such that the assertion of Proposition 2 holds.

Recall also that if $T$ is weakly mixing then $\sigma_{U_{T}}$ is continuous (recall that we consider $U_{T}$ on the underlying $L_{0}^{2}$-space), and therefore $e^{U_{T}}$ is unitarily isomorphic to the Koopman operator of the canonical Gaussian system $G_{\sigma_{U_{T}}}$ given by $\sigma_{U_{T}}$ whenever $T$ has a simple spectrum (see e.g. [7]). The proof of Corollary 1 and Lemma 3 now lead directly to the following.

Corollary 2. There exists a residual set of $T \in \operatorname{Aut}(X, \mathcal{B}, \mu)$ such that for each $T$ in this subset there exists a residual set of $S \in \operatorname{Aut}(X, \mathcal{B}, \mu)$ such that the automorphism $G_{\sigma_{U_{T}}} \times S$ has a simple spectrum.

Notice that for each Gaussian-Kronecker automorphism $G_{\sigma}$ (see e.g. [24]) the operator $V_{\sigma}$ satisfies the assumptions on $V=U_{T}$ in Proposition 1; indeed, each function of modulus at most 1 belongs to the weak closure of $\left\{z^{n}: n \in\right.$ $\mathbb{Z}\}$ in $L^{2}(\mathbb{T}, \sigma)$. It follows that for each Gaussian-Kronecker automorphism $G_{\sigma}, G_{\sigma} \times S$ has a simple spectrum for a residual set of $S \in \operatorname{Aut}(X, \mathcal{B}, \mu)$.

Another class of unitary operators satisfying the assumptions of Lemma 4 can be obtained using infinite measure preserving transformations. Indeed, the easiest way is to repeat linked rank-1 type constructions in the infinite measure case (taking care to obtain infinitely many $\kappa$ s as proportions of two subtowers in the linked approximation). In this case we consider $U_{T}$ on the whole $L^{2}(X, \mathcal{B}, \mu)$, and the same argument as in the finite measure preserving case shows that there is no set of finite positive measure which is $T$-invariant. It follows that the corresponding Poisson suspension automorphism $\widetilde{T}$ (see e.g. [7], [9], [31]) is weakly mixing and has a simple spectrum. Moreover, for a residual set of $S \in \operatorname{Aut}(X, \mathcal{B}, \mu), \widetilde{T} \times S$ has a simple spectrum.
2. Spectral analysis of $T_{\varphi} \times T_{\varphi}$. Assume that $T:(X, \mathcal{B}, \mu) \rightarrow(X, \mathcal{B}, \mu)$ is an ergodic automorphism of a standard probability Borel space $(X, \mathcal{B}, \mu)$. Recall that $C(T)$ denotes the centralizer of $T$, i.e. the set of transformations of $(X, \mathcal{B}, \mu)$ commuting with $T$. Let $\varphi: X \rightarrow G$ be a cocycle, where $G$ is an Abelian compact metric group with Haar measure $m_{G}$. Define $T_{\varphi}: X \times G \rightarrow$ $X \times G$ by

$$
T_{\varphi}(x, g)=(T x, \varphi(x)+g) \quad \text { for }(x, g) \in X \times G
$$

It follows that $T_{\varphi}$ is an automorphism of $\left(X \times G, \mathcal{B} \otimes \mathcal{B}(G), \mu \otimes m_{G}\right)$. For each $n \in \mathbb{Z}$ we have $\left(T_{\varphi}\right)^{n}(x, g)=\left(T^{n} x, \varphi^{(n)}(x)+g\right)$, where

$$
\varphi^{(n)}(x)= \begin{cases}\varphi(x)+\varphi(T x)+\cdots+\varphi\left(T^{n-1} x\right) & \text { if } n>0 \\ 0 & \text { if } n=0 \\ -\left(\varphi\left(T^{n} x\right)+\cdots+\varphi\left(T^{-1} x\right)\right) & \text { if } n<0\end{cases}
$$

A cocycle $\varphi$ is called a coboundary if there is a measurable function $j: X \rightarrow G$ (called a transfer function) such that $\varphi=j-j \circ T$ (we also write $\varphi=\operatorname{cob}(T)$ ); in fact, by ergodicity of $T, j$ is unique up to an additive constant.

Given $\chi \in \widehat{G}$ we define

$$
\begin{equation*}
V_{\varphi, T}^{\chi}: L^{2}(X, \mu) \rightarrow L^{2}(X, \mu), \quad V_{\varphi, T}^{\chi} f=\chi \circ \varphi \cdot f \circ T \tag{16}
\end{equation*}
$$

Then $V_{\varphi, T}^{\chi}$ is isomorphic to $U_{T_{\varphi}}$ acting on the subspace $L^{2}(X, \mu) \otimes \chi$ considered as a subspace of $L^{2}\left(X \times G, \mu \otimes m_{G}\right)$ and (up to isomorphism)

$$
U_{T_{\varphi}}=\bigoplus_{\chi \in \widehat{G}} V_{\varphi, T}^{\chi}
$$

Notice also that $V_{\varphi, T}^{1}=U_{T}$.

From now on we will assume that $T$ is weakly mixing. Notice that $T_{\varphi} \times T_{\varphi}$ is naturally identified with $(T \times T)_{\varphi \times \varphi}$. Therefore, it follows from (16) that (up to natural identifications)

$$
\begin{equation*}
U_{T_{\varphi} \times T_{\varphi}}=U_{T_{\varphi}} \otimes U_{T_{\varphi}}=\bigoplus_{(\chi, \eta) \in \widehat{G} \times \widehat{G}} V_{\varphi, T}^{\chi} \otimes V_{\varphi, T}^{\eta} \tag{17}
\end{equation*}
$$

Denote by $\sigma_{\chi}$ the maximal spectral type of $V_{\varphi, T}^{\chi}$.
Proposition 3. Assume that
(a) $V_{\varphi, T}^{\chi}$ has a simple spectrum for each $\chi \in \widehat{G}$;
(b) $V_{\varphi, T}^{\chi} \otimes V_{\varphi, T}^{\eta}$ has a simple spectrum for each $(\chi, \eta) \in \widehat{G} \times \widehat{G}$ whenever $\chi \neq \eta$;
(c) $V_{\varphi, T}^{\chi} \otimes V_{\varphi, T}^{\chi}$ has uniform multiplicity 2 for each $\chi \in \widehat{G}$;
(d) $\sigma_{\chi} * \sigma_{\eta} \perp \sigma_{\chi^{\prime}} * \sigma_{\eta^{\prime}}$ whenever the sets $\{\chi, \eta\}$ and $\left\{\chi^{\prime}, \eta^{\prime}\right\}$ are different. Then $U_{T_{\varphi} \times T_{\varphi}}$ has uniform multiplicity 2 on the corresponding $L_{0}^{2}$-space.

Proof. The result follows directly from (17) rewritten as
$U_{T_{\varphi} \times T_{\varphi}}=\bigoplus_{\chi \in \widehat{G}}\left(V_{\varphi, T}^{\chi} \otimes V_{\varphi, T}^{\chi}\right) \oplus \bigoplus_{\{\chi, \eta\} \subset \widehat{G} ; \chi \neq \eta}\left(\left(V_{\varphi, T}^{\chi} \otimes V_{\varphi, T}^{\eta}\right) \oplus\left(V_{\varphi, T}^{\eta} \otimes V_{\varphi, T}^{\chi}\right)\right)$.
Lemma 6. Assume that for each $\chi \in \widehat{G}, V_{\varphi, T}^{\chi}$ has a simple spectrum, and for each pair $(\chi, \eta) \in \widehat{G} \times \widehat{G}$ with $\chi \neq \eta$ there exist subsequences $\left(n_{t}\right)$, $\left(m_{t}\right)$ such that
(a) $\left(V_{\varphi, T}^{\chi}\right)^{n_{t}} \rightarrow \frac{1}{2}\left(\operatorname{Id}+V_{\varphi, T}^{\chi}\right)$ and $\left(V_{\varphi, T}^{\eta}\right)^{n_{t}} \rightarrow \frac{1}{2}\left(\operatorname{Id}+V_{\varphi, T}^{\eta}\right)$;
(b) $\left(V_{\varphi, T}^{\chi}\right)^{m_{t}} \rightarrow \frac{1}{2}\left(\operatorname{Id}+V_{\varphi, T}^{\chi}\right)$ and $\left(V_{\varphi, T}^{\eta}\right)^{m_{t}} \rightarrow \frac{1}{2}\left(\operatorname{Id}+c V_{\varphi, T}^{\eta}\right)$ with $c=$ $c(\chi, \eta) \neq 1$.

Assume moreover that for $\{\chi, \eta\} \neq\left\{\chi^{\prime}, \eta^{\prime}\right\}$ there exists a subsequence $\left(p_{t}\right)$ such that
(c) $\left(V_{\varphi, T}^{\gamma}\right)^{p_{t}} \rightarrow d_{\gamma} \cdot \operatorname{Id}$ for $\gamma \in\left\{\chi, \eta, \chi^{\prime}, \eta^{\prime}\right\}$ with $\left|d_{\gamma}\right|=1$ and

$$
d_{\chi} \cdot d_{\eta} \neq d_{\chi^{\prime}} \cdot d_{\eta^{\prime}}
$$

Then the assertion of Proposition 3 holds.
Proof. By (a), (b) and Lemma 1 the spectrum of $V_{\varphi, T}^{\chi} \otimes V_{\varphi, T}^{\eta}$ is simple for $\chi \neq \eta$. By (a) and Lemma 2, $V_{\varphi, T}^{\chi}$ has uniform multiplicity 2. In view of (c), $\left(V_{\varphi, T}^{\chi} \otimes V_{\varphi, T}^{\eta}\right)^{p_{t}} \rightarrow d_{\chi} \cdot d_{\eta} \cdot$ Id. Recall (see [17]) that if $V$ and $W$ are unitary operators on separable Hilbert spaces and if $V^{n_{t}} \rightarrow c \cdot$ Id and $W^{n_{t}} \rightarrow d \cdot$ Id with $c \neq d,|c|=|d|=1$, then $\sigma_{V} \perp \sigma_{W}$. This yields mutual disjointness of the spectral measures of the operators $V_{\varphi, T}^{\chi} \otimes V_{\varphi, T}^{\eta}$.

Remark 1. Notice that the weak convergences above exclude any point spectrum of $U_{T_{\varphi}}$ (in the orthocomplement of constants). In other words, $T_{\varphi}$ is still weakly mixing.
3. Rigid rank 1 automorphisms admitting linked ( $n, n+1$ )-approximation. We will consider automorphisms $T$ that are simultaneously approximated by two kind of towers:
(B) $\left(B_{t}, T B_{t}, \ldots, T^{r_{t}-1} B_{t}\right)$, where "practically" (that is, with the precise speed being a function of $r_{t}$ ) $T^{r_{t}} B_{t}=B_{t}$; these are called rigid towers;
(C) $\left(C_{t}, T C_{t}, \ldots, T^{n_{t}-1} C_{t}\right)$, where $C_{t}=C_{t}^{1} \cup C_{t}^{2}$, both $C_{t}^{i}$ are of the same measure and "practically" (that is, with the precise speed being a function of $\left.n_{t}\right) T^{n_{t}} C_{t}^{1}=C_{t}^{1}$ while $\left(C_{t}^{2}, T C_{t}^{2}, \ldots, T^{n_{t}-1} C_{t}^{2}, T^{n_{t}} C_{t}^{2}\right)$ is still a tower and with the same meaning of the equality $T^{n_{t}+1} C_{t}^{2}=$ $C_{t}^{2}$ as before; such a tower is called a linked tower.
Both sequences of towers $\left(B_{t}, T B_{t}, \ldots, T^{r_{t}-1} B_{t}\right)_{t},\left(C_{t}, T C_{t}, \ldots, T^{n_{t}-1} C_{t}\right)_{t}$ are assumed to generate the Borel structure of the underlying space of $T$.

It follows from [16] that a typical automorphism admits such a simultaneous approximation. Therefore it can be assumed additionally that $T$ is weakly mixing.

In what follows we will tacitly (although without restricting generality) assume that the sequences as above are nested: by that we mean not only that the $(B)$ - and $(C)$-towers are nested but also that they refine each other (see [15] for details).

In the case of approximation by nested $C$-towers one speaks about linked approximation of type $\left(n_{t}, n_{t}+1\right)$.

Notice that (B) implies

$$
\begin{equation*}
U_{T^{r_{t}}} \rightarrow \mathrm{Id} \tag{18}
\end{equation*}
$$

while (C) implies that

$$
\begin{equation*}
U_{T^{n_{t}+1}} \rightarrow \frac{1}{2}\left(\operatorname{Id}+U_{T}\right) \tag{19}
\end{equation*}
$$

We should notice, however, that neither (18) nor (19) requires so strong assumptions as (B) and (C) respectively. For example, once for some $m \geq 2$, $T$ admits a good approximation by towers

$$
\left(C_{t}^{(j)}, T C_{t}^{(j)}, \ldots T^{n_{t}-1} C_{t}^{(j)}\right)
$$

for $j=1, \ldots, m$, each separate tower being of type (C), then (19) holds true. We will refer to such a situation as linked approximation by $m$ towers of the same height.

We can drop the assumption that in the partition $C_{t}=C_{t}^{1} \cup C_{t}^{2}$, both $C_{t}^{i}$ are of the same measure, just assuming a freely chosen proportion $0<\beta<1$.

This will lead to linked approximation of type $\left(n_{t}, n_{t}+1\right)$ with proportion $\beta$ and in particular we will have $U_{T^{n_{t}+1}} \rightarrow \beta \operatorname{Id}+(1-\beta) U_{T}$.
3.1. Lifting weak convergences by cocycles. We will now define certain cocycles with values in the group $G$ for $T$ satisfying the above assumptions (B) and (C). The construction will satisfy the following general scheme. When we arrive at a rigid tower we assume that $\varphi$ is defined on all levels except for a few, including the top level, and $\varphi$ is constant on each level $T^{i} B_{t}$ for those $0 \leq i \leq r_{t}-2$ on which $\varphi$ is already defined. We first put arbitrary constant values of $\varphi$ on the levels $T^{i} B_{t}$ for $0 \leq i \leq r_{t}-2$ on which $\varphi$ is not defined yet. Next, such a tower is divided into many subcolumns, the top level of each (except for the last one) is sent by $T$ to the bottom level of the next ("visually" right) subcolumn. We then put constant values of $\varphi$ on the tops of all subcolumns, keeping the top of the last subcolumn undefined. The situation is similar when we arrive at a linked tower-we assume that $\varphi$ is defined on all levels (taking constant values on such levels) except for some levels including the level $T^{n_{t}-1} C_{t}$. We first put arbitrary constant values of $\varphi$ on $T^{i} C_{t}\left(0 \leq i \leq n_{t}-2\right)$ where $\varphi$ is not defined yet. Then such a tower is divided into subcolumns which refine also the subtowers based on $C_{t}^{1}$ and $C_{t}^{2}$ respectively. We put constant values of $\varphi$ on all top levels of the subcolumns contained in the tower with bottom $C_{t}^{1}$, while for subcolumns contained in the other subtower we put constant values of $\varphi$ on the top level and its image via $T$-we keep $\varphi$ undefined only on the image via $T$ of the top of the last subcolumn.

We will have a COUNTABLE list of "parameters" which control the behaviour of extended automorphisms along different subsequences, meaning that for each "parameter" we "reserve" a subsequence (of $\left(n_{t}\right)$ or $\left(r_{t}\right)$ ) and we put the values of $\varphi$ so that we have a special behaviour of the extended automorphism along this subsequence.

As the first example of the mechanism described above we require that if $G=\mathbb{Z}_{m}$ (the cyclic group of order $m$ ) then for a subsequence $\left(r_{k}^{(1)}\right)$ of $\left(r_{t}\right)$ the cocycle $\varphi$ is defined in such a way that

$$
\begin{equation*}
\varphi^{\left(r_{k}^{(1)}\right)}(x)=1 \tag{20}
\end{equation*}
$$

for all $x$ in the union of all levels of the tower except for the last subcolumn. Notice that then $B_{t_{k}} \times\{0\}\left(r_{k}^{(1)}=r_{t_{k}}\right)$ is the base of a rigid tower of height $m \cdot n_{t_{k}}$ for $T_{\varphi}$.

Rigid towers are also used to obtain the following properties:

- simple spectrum of $V_{\varphi, T}^{\chi}$ (which is classical);
- property (c) from Lemma 6 .

More precisely, in our construction we will have the following: given $\chi \in \widehat{G}$ there exists a subsequence $\left(r_{k}^{(\chi)}\right)$ of $\left(r_{t}\right)$ such that $\chi\left(\varphi^{\left(r_{k}^{(x)}\right)}\right) \rightarrow d_{\chi}$ in measure, where $\left|d_{\chi}\right|=1$. Then

$$
\begin{equation*}
\left(V_{\varphi, T}^{\chi}\right)^{r_{k}^{(\chi)}} \rightarrow d_{\chi} \cdot \text { Id } \quad \text { whenever } \quad \chi\left(\varphi^{\left(r_{k}^{(\chi)}\right)}\right) \rightarrow d_{\chi} . \tag{21}
\end{equation*}
$$

Indeed, to prove (21) it is enough to consider a bounded $f \in L^{2}(X, \mu)$ which is constant on the levels of the rigid towers ( $f=f_{i}$ on $T^{i} B_{t_{k}}$ ). We then have

$$
\begin{aligned}
\left\langle\left(V_{\varphi, T}^{\chi}\right)^{r_{k}^{(\chi)}} f, f\right\rangle & =\sum_{i=0}^{r_{t_{k}}-1} \int_{T^{i} B_{t_{k}}}\left(\chi\left(\varphi^{\left(r_{t}^{(\chi)}\right)}\right) \pm d_{\chi}\right)\left|f_{i}\right|^{2} d \mu+\mathrm{o}(1) \\
& =d_{\chi} \sum_{i=0}^{r_{t_{k}}-1}\left|f_{i}\right|^{2}+\int_{X}\left(\chi\left(\varphi^{\left(r_{t}^{(\chi)}\right)}\right)-d_{\chi}\right)|f|^{2} d \mu+\mathrm{o}(1) \rightarrow d_{\chi}\langle f, f\rangle .
\end{aligned}
$$

We use linked towers to obtain properties (a) and (b) of Lemma 6. More precisely, fix $g, h \in G$ and a subsequence $\left(n_{k}^{(g, h)}\right)$ of $\left(n_{t}\right)$. We put the values of $\varphi$ in such a way that

$$
\begin{equation*}
\varphi^{\left(n_{k}^{(g, k)}\right)}(x)=g \quad \text { for } x \in \bigcup_{i=0}^{n_{t_{k}}-1} T^{i} C_{t_{k}}^{1} \tag{22}
\end{equation*}
$$

$$
\begin{equation*}
\varphi^{\left(n_{k}^{(g, h)}+1\right)}(x)=h \quad \text { for } x \in \bigcup_{i=0}^{n_{t_{k}}} T^{i} C_{t_{k}}^{2} \text { except in the last subcolumn. } \tag{23}
\end{equation*}
$$

Lemma 7. Under the above assumptions,

$$
\begin{equation*}
\left(V_{\varphi, T}^{\chi}\right)^{n_{k}^{(g, h)}+1} \rightarrow \frac{1}{2}\left(\chi(h) \cdot \operatorname{Id}+\chi(g) \cdot V_{\varphi, T}^{\chi}\right) . \tag{24}
\end{equation*}
$$

Proof. Again we take a bounded function which is constant on the levels of the corresponding linked towers $\left(f=f_{i}\right.$ on $T^{i} C_{t_{k}}$ ). Define $\widetilde{C}_{1}=$ $\bigcup_{i=0}^{n_{t_{k}}-1} T^{i} C_{t_{k}}^{1}$ and $\widetilde{C}_{2}=\bigcup_{i=0}^{n_{t_{k}}} T^{i} C_{t_{k}}^{2}$, where $n_{t_{k}}=n_{k}^{(g, h)}$. We have

$$
\begin{aligned}
\left\langle\left(V_{\varphi, T}^{\chi}\right)^{n_{k}^{(g, h)}+1} f, f\right\rangle= & \int_{\widetilde{C}_{1}} \chi\left(\varphi^{\left(n_{t_{k}}\right)}(x)\right) \chi\left(\varphi\left(T^{n_{t_{k}}} x\right)\right) f \circ T\left(T^{n_{t_{k}}} x\right) \overline{f(x)} d \mu(x) \\
& +\int_{\widetilde{C}_{2}} \chi\left(\varphi^{\left(n_{t_{k}}+1\right)}(x)\right) f\left(T^{n_{t_{k}}+1} x\right) \overline{f(x)} d \mu(x)+\mathrm{o}(1) \\
= & \sum_{i=0}^{n_{t_{k}}-1} \int_{T^{i} C_{t_{k}}^{1}} \chi(g) \chi(\varphi(x)) f_{i+1} \bar{f}_{i} d \mu(x) \\
& +\sum_{i=0}^{n_{t_{k}}} \int_{T^{i} C_{t_{k}}^{2}} \chi(h) f_{i} \bar{f}_{i} d \mu(x)+\mathrm{o}(1)+\mathrm{o}(1)
\end{aligned}
$$

$$
\begin{aligned}
= & \chi(g) \int_{\widetilde{C}_{1}} \chi(\varphi(x)) f(T x) \overline{f(x)} d \mu(x) \\
& +\chi(h) \int_{\widetilde{C}_{2}} f(x) \overline{f(x)} d \mu(x)+\mathrm{o}(1)+\mathrm{o}(1)+\mathrm{o}(1) \\
\rightarrow & \chi(g) \cdot \frac{1}{2} \int_{X} \chi(\varphi(x)) f(T x) \overline{f(x)} d \mu(x)+\chi(h) \cdot \frac{1}{2} \int_{X} f(x) \overline{f(x)} d \mu(x)
\end{aligned}
$$

where the last equality follows from the fact that both $f$ and $\varphi$ are constant on the levels $T^{i} C_{t_{k}}$. Now (24) follows.

The above lemma (which will not be used in what follows exactly as formulated) is about a lift of weak convergence of some powers of $U_{T}$ on selected subspaces and not on the whole $L^{2}$-space. However, in the lemma below we will see that we may speak about global convergence of some powers of $U_{T_{\varphi}}$ to some "good" operator; see also Appendix about lifting weak convergence for so called Rokhlin extensions.

Lemma 8. Assume that $G=\mathbb{Z}_{m}$ and that a subsequence $\left(n_{k}^{(0)}\right)$ of $\left(n_{t}\right)$ satisfies

$$
\varphi^{\left(n_{k}^{(0)}\right)}(x)=0 \quad \text { for } x \in \bigcup_{i=0}^{n_{t_{k}}-1} T^{i} C_{t_{k}}^{1}
$$

and

$$
\varphi^{\left(n_{k}^{(0)}+1\right)}(x)=0 \quad \text { for } x \in \bigcup_{i=0}^{n_{t_{k}}} T^{i} C_{t_{k}}^{2} \text { except in the last subcolumn. }
$$

Then $T_{\varphi}$ admits linked approximation by $m$ towers of the same height and in particular

$$
U_{T_{\varphi}}^{n_{\varphi}^{(0)}+1} \rightarrow \frac{1}{2}\left(\mathrm{Id}+U_{T_{\varphi}}\right) .
$$

Moreover, there exists a subsequence $\left(r_{k}^{(0)}\right)$ of $\left(r_{t}\right)$ such that $\varphi^{\left(r_{k}^{(0)}\right)}=0$ on the whole tower except the last column. This leads to a sequence of $m$ towers of heights $r_{k}^{(0)}$, and the sequence $\left(r_{k}^{(0)}\right)$ is a rigidity sequence for $T_{\varphi}$.

Proof. It remains to notice that for each $g \in \mathbb{Z}_{m}, C_{t_{k}} \times\{g\}$ is the base of a linked tower: two rigid subtowers of heights $n_{t_{k}}$ and $n_{t_{k}}+1$ respectively are obtained by taking $C_{t_{k}}^{j} \times\{g\}, j=1,2$, as bases.
4. Spectral analysis of double extensions of $T$. The spectral analysis of a double extension of $T$ given below is similar to Robinson's analysis in [29] and [30].

Let $\mathbb{A}$ be an Abelian compact metric group with Haar measure $m_{\mathbb{A}}$. Assume that $v: \mathbb{A} \rightarrow \mathbb{A}$ is a continuous group automorphism. Denote by $\widehat{v}$ the dual automorphism acting on $\widehat{\mathbb{A}}$. We assume that for some $m \geq 2, \widehat{v}^{m}=\mathrm{Id}$ (we take the smallest possible $m$ with this property) and then fix $G=\mathbb{Z}_{m}$. Then a cocycle $\varphi: X \rightarrow \mathbb{Z}_{m}$ is chosen so that all lemmas of the previous section are satisfied. Define a cocycle (for $\left.T_{\varphi}\right) \Theta: X \times \mathbb{Z}_{m} \rightarrow \mathbb{A}$ by putting

$$
\Theta(x, i)=v^{i}(\psi(x))
$$

where $\psi: X \rightarrow \mathbb{A}$ is measurable.
The function $\psi$ will be defined in a while according to the same general rules applied to define $\varphi$.

Put also $S(x, i)=(x, i+1)$. Then clearly

$$
\begin{equation*}
S \in C\left(T_{\varphi}\right) \tag{25}
\end{equation*}
$$

and also

$$
\begin{equation*}
\Theta \circ S-v \circ \Theta=\operatorname{cob}\left(T_{\varphi}\right) \tag{26}
\end{equation*}
$$

in fact the transfer function for the coboundary above is simply equal to zero: indeed,

$$
v^{i+1}(a)=v\left(v^{i}(a)\right) \quad \text { for each } i \in \mathbb{Z}_{m}
$$

since $v\left(v^{m-1}\right)=\mathrm{Id}$. If we put $\widetilde{S}(x, i, a)=(x, i+1, v(a))$ then it follows from (25) and (26) that

$$
\begin{equation*}
\widetilde{S} \in C\left(T_{\varphi}\right) \tag{27}
\end{equation*}
$$

Therefore the following lemma results from [29] or [12].
LEMMA 9. For each $\xi \in \widehat{\mathbb{A}}$ the unitary operators $V_{\Theta, T_{\varphi}}^{\xi}$ and $V_{\Theta, T_{\varphi}}^{\widehat{v}(\xi)}$ are isomorphic.

Lemma 10. Assume that $T_{\varphi}$ is ergodic. Let $\left(n_{k}^{(0)}\right)$ be a subsequence as in Lemma 8. Then we can define $\psi$ so that for every $a, b \in \mathbb{A}$ there exists a subsequence $\left(n_{s}^{(0, a, b)}\right)$ of $\left(n_{k}^{(0)}\right)$ such that for each $\xi \in \widehat{\mathbb{A}}$ we have

$$
\begin{equation*}
\left(V_{\Theta, T_{\varphi}}^{\xi}\right)^{n_{s}^{(0, a, b)}} \rightarrow \frac{1}{2}\left(\frac{1}{m} \sum_{j=0}^{m-1} \xi\left(v^{j} b\right) \cdot \mathrm{Id}+\frac{1}{m} \sum_{j=0}^{m-1} \xi\left(v^{j} a\right) \cdot V_{\Theta, T_{\varphi}}^{\xi}\right) \tag{28}
\end{equation*}
$$

Proof. Given $n \geq 1$ put

$$
W_{n}(x)=\psi(x)+v^{\varphi(x)}(\psi(T x))+\cdots+v^{\varphi^{(n-1)}(x)}\left(\psi\left(T^{n-1} x\right)\right)
$$

Notice that $\Theta^{(n)}(x, i)=v^{i}\left(W_{n}(x)\right)$. We claim that

$$
\begin{align*}
& v^{\varphi(x)}\left(W_{n}(T x)\right)=W_{n}(x) \quad \text { provided that } \\
& (*) \varphi^{(n)}(x)=0, \psi(x)=\psi\left(T^{n} x\right) \tag{29}
\end{align*}
$$

Indeed, we have

$$
\begin{aligned}
v^{-\varphi(x)} W_{n}(x)= & v^{-\varphi(x)}(\psi(x))+\psi(T x)+v^{\varphi(T x)}\left(\psi\left(T^{2} x\right)\right) \\
& +\cdots+v^{\varphi^{(n-2)}(T x)}\left(\psi\left(T^{n-1} x\right)\right) \\
= & v^{\varphi^{(n-1)}(T x)}\left(\psi\left(T^{n-1}(T x)\right)\right)+\psi(T x)+v^{\varphi(T x)}(\psi(T(T x))) \\
& +\cdots+v^{\varphi^{(n-2)}(T x)}\left(\psi\left(T^{n-2}(T x)\right)\right)=W_{n}(T x)
\end{aligned}
$$

and (29) follows. Notice that also

$$
v^{\varphi^{(j)}(x)}\left(W_{n}\left(T^{j} x\right)\right)=W_{n}(x)
$$

for $1 \leq j \leq n-1$ once we know that $(*)$ in (29) is satisfied for $x, T x, \ldots$, $T^{j-1} x$.

For all $F, G \in L^{2}\left(X \times \mathbb{Z}_{m}, \mu \otimes m_{\mathbb{Z}_{m}}\right), n \in \mathbb{Z}$ and $\xi \in \widehat{\mathbb{A}}$ we have

$$
\begin{aligned}
\left\langle\left(V_{\Theta, T_{\varphi}}^{\xi}\right)^{n} F, G\right\rangle= & \int_{X \times \mathbb{Z}_{m}} \xi\left(v^{y}(\psi(x))+v^{\varphi(x)+y}(\psi(T x))+\cdots\right. \\
& \left.+v^{\varphi^{(n-1)}(x)+y}\left(\psi\left(T^{n-1} x\right)\right)\right) F\left(\left(T_{\varphi}\right)^{n}(x, y)\right) \overline{G(x, y)} d \mu d y \\
= & \int_{X \times \mathbb{Z}_{m}} \xi \circ v^{y}\left(W_{n}(x)\right) F\left(\left(T_{\varphi}\right)^{n}(x, y)\right) \overline{G(x, y)} d \mu d y
\end{aligned}
$$

We will now define $\psi$ according to the general scheme with extra claims that

$$
\begin{align*}
W_{n_{t_{k_{s}}}}(x)=a & \text { for } x \in C_{n_{t_{k_{s}}}}^{1}  \tag{30}\\
W_{n_{t_{k_{s}}}+1}(x)=b & \text { for } x \in C_{n_{t_{k_{s}}}}^{2} \tag{31}
\end{align*}
$$

where $n_{t_{k_{s}}}=n_{s}^{(0, a, b)}$. Let us first argue that such a requirement on $\psi$ is compatible with the scheme. Indeed, for $x \in C_{n_{t_{k_{s}}}}^{1}$ we have

$$
W_{n_{t_{k_{s}}}}(x)=\psi(x)+v^{\varphi(x)}(\psi(T x))+\cdots+v^{\varphi^{\left(n_{t_{k_{s}}}-1\right)}(x)}\left(\psi\left(T^{n_{t_{k_{s}}}-1} x\right)\right)
$$

where only the last summand is not defined yet, while all others are already defined (and are constant on the corresponding levels). Now, $v^{\varphi^{\left(n t_{k_{s}}\right.}{ }^{-1)}(x)}$ is an automorphism of $\mathbb{A}$ and we let $\psi\left(T^{n_{t_{k}}-1} x\right)$ be the unique value such that (30) is satisfied. The same reasoning remains valid for the other subtower.

Put $n_{s}^{\prime}=n_{t_{k_{s}}}$ and recall that $T_{\varphi}$ admits a linked approximation of type $\left(n_{s}^{\prime}, n_{s}^{\prime}+1\right)$ by $m$ towers. Fix $F, G \in L^{2}\left(X \times \mathbb{Z}_{m}, \mu \otimes m_{\mathbb{Z}_{m}}\right)$. We will assume that $F$ and $G$ are bounded and constant on the levels of the $m$ towers (the constant values will be denoted $F_{i, j}$ and $G_{i, j}$ respectively). Then we have
the following sequence of equalities:

$$
\begin{aligned}
& \left\langle\left(V_{\Theta, T_{\varphi}}^{\xi}\right)^{n_{s}^{\prime}+1} F, G\right\rangle \\
& =\sum_{i=0}^{m-1}\left(\int_{\bigcup_{j=0}^{n_{s}^{\prime}-1}\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{1} \times\{i\}\right)} \xi\left(\Theta^{\left(n_{s}^{\prime}+1\right)}\right) \cdot F \circ\left(T_{\varphi}\right)^{n_{s}^{\prime}+1} \cdot \bar{G} d \mu d y\right. \\
& \left.\quad+\int_{\bigcup_{j=0}^{n_{s}^{\prime}\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{2} \times\{i\}\right)}} \xi\left(\Theta^{\left(n_{s}^{\prime}+1\right)}\right) \cdot F \circ\left(T_{\varphi}\right)^{n_{s}^{\prime}+1} \cdot \bar{G} d \mu d y\right)+\mathrm{o}(1)
\end{aligned}
$$

and (modulo o(1))

$$
\begin{aligned}
& \sum_{i=0}^{m-1} \int_{\bigcup_{j=0}^{n_{s}^{\prime}\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{2} \times\{i\}\right)}} \xi\left(\Theta^{\left(n_{s}^{\prime}+1\right)}\right) \cdot F \circ\left(T_{\varphi}\right)^{n_{s}^{\prime}+1} \cdot \bar{G} d \mu d y \\
& =\sum_{i=0}^{m-1} \sum_{j=0}^{n_{s}^{\prime}} \int_{X \times \mathbb{Z}_{m}} \xi\left(\Theta^{\left(n_{s}^{\prime}+1\right)}\right) \cdot F \circ\left(T_{\varphi}\right)^{n_{s}^{\prime}+1} \cdot \bar{G} \cdot 1_{\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{2} \times\{i\}\right)} d \mu d y \\
& =\sum_{i=0}^{m-1} \sum_{j=0}^{n_{s}^{\prime}} \int_{X \times \mathbb{Z}_{m}} \xi\left(\Theta^{\left(n_{s}^{\prime}+1\right)}\right) \cdot F \circ\left(T_{\varphi}\right)^{n_{s}^{\prime}+1} \cdot \bar{G} \cdot 1_{C_{n_{s}^{\prime}}^{2} \times\{i\}} \circ\left(T_{\varphi}\right)^{-j} d \mu d y \\
& +\sum_{i=0}^{m-1} \sum_{j=0}^{n_{s}^{\prime}} \int_{C_{n_{s}^{\prime}}^{2} \times\{i\}} \xi v^{y+\varphi^{(j)}(x)}\left(W_{n_{s}^{\prime}+1}\left(T^{j} x\right)\right) F\left(\left(T_{\varphi}\right)^{n_{s}^{\prime}+1+j}(x, y)\right) \\
& \times \overline{G\left(\left(T_{\varphi}\right)^{j}(x, y)\right)} d \mu(x) d y
\end{aligned}
$$

$$
=\sum_{i=0}^{m-1} \sum_{j=0}^{n_{s}^{\prime}} \int_{C_{n_{s}^{\prime}}^{2} \times\{i\}} \xi v^{y}\left(W_{n_{s}^{\prime}+1}(x)\right) F\left(\left(T_{\varphi}\right)^{n_{s}^{\prime}+1+j}(x, y)\right) \overline{G\left(\left(T_{\varphi}\right)^{j}(x, y)\right)} d \mu(x) d y
$$

$$
=\sum_{i=0}^{m-1} \sum_{j=0}^{n_{s}^{\prime}} \frac{1}{m} \int_{C_{n_{s}^{\prime}}^{2}} \xi v^{i}\left(W_{n_{s}^{\prime}+1}(x)\right) F\left(\left(T_{\varphi}\right)^{n_{s}^{\prime}+1+j}(x, y)\right) \overline{G\left(\left(T_{\varphi}\right)^{j}(x, y)\right)} d \mu(x)
$$

$$
=\sum_{i=0}^{m-1} \sum_{j=0}^{n_{s}^{\prime}} \frac{1}{m} \int_{C_{n_{s}^{\prime}}^{2}} \xi v^{i}(\underbrace{W_{n_{s}^{\prime}+1}(x)}_{b}) \underbrace{F\left(\left(T_{\varphi}\right)^{n_{s}^{\prime}+1+j}(x, y)\right)}_{F_{i, j}} \underbrace{\overline{G\left(\left(T_{\varphi}\right)^{j}(x, y)\right)}}_{\overline{G_{i, j}}} d \mu(x)
$$

$$
=\sum_{i=0}^{m-1} \sum_{j=0}^{n_{s}^{\prime}} \frac{1}{m} \int_{C_{n_{s}^{\prime}}^{2}} \xi v^{i}(b) F_{i, j} \overline{G_{i, j}} d \mu=\sum_{i=0}^{m-1} \xi v^{i}(b) \frac{1}{2 m n_{s}^{\prime}} \sum_{j=0}^{n_{s}^{\prime}} F_{i, j} \overline{G_{i, j}}
$$

$$
=\sum_{i=0}^{m-1} \xi v^{i}(b) \int_{\bigcup_{j=0}^{n_{s}^{\prime}}\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{2} \times\{i\}\right)} F \cdot \bar{G} d \mu
$$

However, $T_{\varphi}$ is ergodic and the sets $\bigcup_{j=0}^{n_{s}^{\prime}}\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{2} \times\{i\}\right)$ are almost $T_{\varphi^{-}}$ invariant, and the limit of their measures is exactly $1 / m$. Hence (see e.g. [13, proof of Lemma 2.2])

$$
\int_{\left.T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{2} \times\{i\}\right)} F \cdot \bar{G} d \mu d y \rightarrow \frac{1}{m} \int_{X \times \mathbb{Z}_{m}} F \cdot \bar{G} d \mu d y .
$$

Thus

$$
\int_{\bigcup_{j=0}^{n_{s}^{\prime}}\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{2} \times\{i\}\right)} \xi\left(\Theta^{\left(n_{s}^{\prime}+1\right)}\right) \cdot F \circ\left(T_{\varphi}\right)^{n_{s}^{\prime}+1} \cdot \bar{G} d \mu d y \rightarrow \frac{1}{m} \sum_{i=0}^{m-1} \xi v^{i}(b)\langle F, G\rangle .
$$

For the remaining summand we notice that

$$
\begin{aligned}
& \sum_{i=0}^{m-1} \int \cup_{j=0}^{n_{s}^{\prime}-1}\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{1} \times\{i\}\right) \\
& \xi\left(\Theta^{\left(n_{s}^{\prime}+1\right)}\right) \cdot F \circ\left(T_{\varphi}\right)^{n_{s}^{\prime}+1} \cdot \bar{G} d \mu d y \\
&=\sum_{i=0}^{m-1} \int_{\bigcup_{j=0}^{n_{s}^{\prime}-1}\left(T_{\varphi}\right)^{j}\left(C_{n_{s}^{\prime}}^{1} \times\{i\}\right)} \xi\left(\Theta^{n_{s}^{\prime}}\right) \cdot\left(V_{\Theta, T_{\varphi}}^{\xi}(F)\right) \circ\left(T_{\varphi}\right)^{n_{s}^{\prime}} \cdot \bar{G} d \mu d y
\end{aligned}
$$

and we can repeat the same arguments as for the previous calculation. This completes the proof of the lemma.

LEMMA 11. Assume that $T_{\varphi}$ is ergodic. Let $\left(r_{k}^{(0)}\right)$ be the subsequence of Lemma 8. Then we can define $\psi$ so that for each $a \in \mathbb{A}$ there exists a subsequence $\left(r_{l}^{(0, a)}\right)$ of $\left(r_{k}^{(0)}\right)$ such that

$$
\left(V_{\Theta, T_{\varphi}}^{\xi}\right)^{r_{l}^{(0, a)}} \rightarrow \frac{1}{m} \sum_{i=0}^{m-1} \xi\left(v^{i} a\right) \cdot \mathrm{Id}
$$

Proof. This is a simplified version of the same reasoning as in the proof of the previous lemma.

Given $\xi \in \widehat{\mathbb{A}}$ put

$$
j_{\xi}(a)=\frac{1}{m} \sum_{i=0}^{m-1} \widehat{v}^{i}(\xi)(a), \quad a \in \mathbb{A}
$$

Two characters $\xi, \zeta \in \widehat{\mathbb{A}}$ are said to be $v$-equivalent (and we write $\xi \equiv \zeta$ ) if $\zeta$ is in the $\widehat{v}$-orbit of $\xi$. We have
(i) $j_{\xi}(0)=1$,
(ii) if $\xi \not \equiv \zeta$ then $j_{\xi} \perp j_{\zeta}$, i.e. $\int_{\mathbb{A}} j_{\xi} \overline{j_{\zeta}} d m_{\mathbb{A}}=0$.

In particular, for nonequivalent characters $\xi, \zeta$ we will always find $a \in \mathbb{A}$ such that $j_{\xi}(a) \neq j_{\zeta}(a)$.

For each pair $(\xi, \zeta)$ of nonequivalent characters we fix $a$ so that $j_{\xi}(a) \neq$ $j_{\zeta}(a)$. We can now modify the definition of $\psi$ to obtain a subsequence $\left(r_{p}^{(\xi, \zeta)}\right)$ of $\left(r_{0}^{(k)}\right)$ along which we have convergence as in Lemma 11.

Proposition 4. Under all the above assumptions on $T, \varphi$ and $\Theta$, the set of essential values of the multiplicity function of $T_{\varphi} \times\left(T_{\varphi}\right)_{\Theta}$ is equal to $\{2\} \cup$ the set of lengths of $\widehat{v}$-orbits of nontrivial characters.
Proof. We write $T_{\varphi} \times\left(T_{\varphi}\right)_{\Theta}=\left(T_{\varphi} \times T_{\varphi}\right)_{\widetilde{\Theta}}$. Then

$$
U_{T_{\varphi} \times\left(T_{\varphi}\right)_{\Theta}}=\bigoplus_{\xi \in \widehat{\mathbb{A}}} V_{\overparen{\Theta}, T_{\varphi} \times T_{\varphi}}^{\xi}, \quad V_{\overparen{\Theta}, T_{\varphi} \times T_{\varphi}}^{\xi}=U_{T_{\varphi}} \otimes V_{\Theta, T_{\varphi}}^{\xi}
$$

We claim that

$$
\begin{align*}
& U_{T_{\varphi}} \otimes U_{T_{\varphi}} \text { has uniform multiplicity } 2  \tag{32}\\
& U_{T_{\varphi}} \otimes V_{\Theta, T_{\varphi}}^{\xi}, \xi \neq 1, \text { has a simple spectrum; } \\
& \xi \equiv \zeta \text { implies } U_{T_{\varphi}} \otimes V_{\Theta, T_{\varphi}}^{\xi} \text { and } U_{T_{\varphi}} \otimes V_{\Theta, T_{\varphi}}^{\zeta} \text { are isomorphic; } \\
& \xi \not \equiv \zeta \text { implies that the spectral measures of } \\
& U_{T_{\varphi}} \otimes V_{\Theta, T_{\varphi}}^{\xi} \text { and } U_{T_{\varphi}} \otimes V_{\Theta, T_{\varphi}}^{\zeta} \text { are mutually singular. }
\end{align*}
$$

Indeed, (32) follows from Lemmas 2 and 8. In order to prove (33) we first notice that $V_{\Theta, T_{\varphi}}^{\xi}$ has a simple spectrum. Indeed, this follows from the choice of towers (see (20)) and the fact that the cocycle $\Theta$ is constant on the levels of the corresponding cyclic tower. Moreover,

$$
\left(U_{T_{\varphi}}\right)^{n_{s}^{(0,0,0)}} \rightarrow \frac{1}{2}\left(\operatorname{Id}+U_{T_{\varphi}}\right)
$$

where we consider $U_{T_{\varphi}}$ on the whole space $L^{2}(X, \mathcal{B}, \mu)$ and not only on $L_{0}^{2}(X, \mathcal{B}, \mu)$,

$$
\begin{aligned}
\left(V_{\Theta, T_{\varphi}}^{\xi}\right)^{n_{s}^{(0,0,0)}} & \rightarrow \frac{1}{2}\left(j_{\xi}(0) \cdot \operatorname{Id}+j_{\xi}(0) \cdot V_{\Theta, T_{\varphi}}^{\xi}\right)=\frac{1}{2}\left(\operatorname{Id}+V_{\Theta, T_{\varphi}}^{\xi}\right), \\
\left(U_{T_{\varphi}}\right)^{n_{s}^{(0, a, 0)}} & \rightarrow \frac{1}{2}\left(\operatorname{Id}+U_{T_{\varphi}}\right) \\
\left(V_{\Theta, T_{\varphi}}^{\xi}\right)^{n_{s}^{(0, a, 0)}} & \rightarrow \frac{1}{2}\left(j_{\xi}(0) \cdot \operatorname{Id}+j_{\xi}(a) \cdot V_{\Theta, T_{\varphi}}^{\xi}\right)=\frac{1}{2}\left(\operatorname{Id}+j_{\xi}(a) \cdot V_{\Theta, T_{\varphi}}^{\xi}\right),
\end{aligned}
$$

where $a$ is chosen so that $j_{\xi}(a) \neq 1$ and an application of Lemma 1 completes the proof of (33). The property (34) is obvious and finally to prove (35) we use

$$
\begin{aligned}
\left(U_{T_{\varphi}} \otimes V_{\Theta, T_{\varphi}}^{\xi}\right)^{r_{p}^{(\xi, \zeta)}}= & \left(U_{T_{\varphi}}\right)^{r_{p}^{(\xi, \zeta)}} \otimes\left(V_{\Theta, T_{\varphi}}^{\xi}\right)^{r_{p}^{(\xi, \zeta)}} \rightarrow \mathrm{Id} \otimes j_{\xi}(a) \mathrm{Id}=j_{\xi}(a) \cdot \mathrm{Id} \\
& \left(U_{T_{\varphi}} \otimes V_{\Theta, T_{\varphi}}^{\zeta}\right)^{r_{p}^{(\xi, \zeta)}} \rightarrow j_{\zeta}(a) \cdot \mathrm{Id}
\end{aligned}
$$

where $j_{\xi}(a) \neq j_{\zeta}(a)$, proving the mutual singularity of the spectral measures.

Proof of Theorem 1. We will now make use of Proposition 4 and of the idea from [19] to pass to so called natural factors and in particular complete the proof of Theorem 1. For that we just take a closed subgroup $\mathbb{B} \subset \mathbb{A}$ and by considering $U_{\left(T_{\varphi}\right)_{\Theta}}$ on the quotient space $X \times \mathbb{Z}_{m} \times \mathbb{A} / \mathbb{B}$ we count only the cardinalities of the intersections of $w:=\widehat{v}$-orbits with the annihilator subgroup $\mathbb{F}$ of $\mathbb{B}$ in $\mathbb{G}:=\widehat{\mathbb{A}}$ (see [19]) in order to obtain all, other than 2 , spectral multiplicities of the factor of $\left(T_{\varphi}\right)_{\Theta}$.
5. Examples of Koopman realizable subsets. We have been unable to show whether or not the following modification of the Algebraic Lemma from [19] holds (it would imply that all subsets containing 2 are Koopman realizable): Assume that $F \subset \mathbb{N}$ is a finite set without 1 . Then there exist a countable Abelian group $\mathbb{G}$, its subgroup $\mathbb{F}$ and an automorphism $w: \mathbb{G} \rightarrow \mathbb{G}$ for which $w^{M}=\operatorname{Id}$ such that $\left\{\sharp\left(\left\{w^{i}(\chi): i \geq 0\right\} \cap \mathbb{F}\right): \chi \in \mathbb{G} \backslash\{0\}\right\}=F$. Therefore we will study only some particular subsets $F$.

Fix $M \geq 2$. Let $\mathbb{G}$ be a countable Abelian group and $w: \mathbb{G} \rightarrow \mathbb{G}$ be its automorphism (by duality, $\mathbb{G}$ and $w$ play the roles of $\widehat{\mathbb{A}}$ and $\widehat{v}$ ) such that for $\chi \in \mathbb{G} \backslash\{0\}$,

$$
\begin{equation*}
\sharp\left\{w^{i}(\chi): i \geq 0\right\}=M \tag{36}
\end{equation*}
$$

(in particular $w^{M}=\mathrm{Id}$ ); see the example below. By applying Proposition 4 to $\mathbb{A}=\widehat{\mathbb{G}}$ and $v=\widehat{w}$ we obtain the following statement which in particular answers a question from [33].

Corollary 3. For each $M \geq 2$ there exists a weakly mixing transformation $\bar{T}$ such that the set of spectral multiplicities of $U_{\bar{T}}$ equals $\{2, M\}$.

Let us now give an example of $(\mathbb{G}, w)$ satisfying (36) - it will be a particular case of Lemma 2.1 from [30].

First choose $p$ prime so that $M$ divides $p-1$ (which is possible by the Dirichlet theorem on primes in arithmetic progressions). Our group will be the cyclic group $\mathbb{G}=\mathbb{Z} /(p \mathbb{Z})$ and the automorphism $w$ is defined by $w(g)=$ $a \cdot g$, where $a \in \mathbb{G}$ is chosen in the following way. Notice that the multiplicative group $H=(\mathbb{Z} /(p \mathbb{Z}))^{*}$ is cyclic of order $p-1$; hence it contains a (cyclic) subgroup $I \subset H$ of order $M$. Take $a \in I$ to be its generator. The orbits of $w$ are of the form $I \cdot g$, i.e. the (multiplicative) cosets of $I$ in $H$, so (because all elements in $\mathbb{G} \backslash\{0\}$ are invertible, or just using the fact that $\mathbb{Z} /(p \mathbb{Z})$ is a field) all orbits of nonzero elements have cardinality equal to that of $I$.

Now take $M \geq 2$ and arbitrary $k \geq 2$. We will show how to Koopman realize the set

$$
\{2, k, k M\}=\{2\} \cup M \cdot\{1, k\}
$$

To this end take, as before, a countable Abelian group $\mathbb{G}$ and an automorphism $w: \mathbb{G} \rightarrow \mathbb{G}$ such that the $w$-orbits of all $\xi \in \mathbb{G} \backslash\{0\}$ have length $M$. Consider $\overline{\mathbb{G}}=\mathbb{G} \times S$ where $S \geq 1$ is a large number of the form $t M+1$. Now take $1=m_{1}<\cdots<m_{k}$ so that for each $i>0$,

$$
\begin{equation*}
\sharp\left(\left(\left\{m_{r}: r=1, \ldots, k\right\}+i\right) \bmod S \cap\left\{m_{r}: r=1, \ldots, k\right\}\right) \leq 1 . \tag{37}
\end{equation*}
$$

Put

$$
\mathbb{F}=\left\{\bar{\chi}=\left(\chi_{i}\right)_{i=1}^{S} \in \overline{\mathbb{G}}: \chi_{i}=0 \text { for } i \neq m_{r}, r=1, \ldots, k\right\}
$$

Define

$$
u\left(\chi_{1}, \ldots, \chi_{S}\right)=\left(w\left(\chi_{S}\right), w\left(\chi_{1}\right), \ldots, w\left(\chi_{S-1}\right)\right.
$$

It is now easy to see that the $u$-orbit of $\bar{\chi}$ for which $\chi_{i} \neq 0$ for only one $i$, meets $\mathbb{F}$ exactly $M \cdot k$ times, while if $\chi_{i} \neq 0 \neq \chi_{j}$ for some $i<j$, then the $u$-orbit of $\chi$ either meets $\mathbb{F}$ exactly $M$ times, or does not meet $F$ at all.

Given $k \geq 2$ and a finite set $F \subset \mathbb{N}$ without $1, F=\left\{k_{1}, \ldots, k_{f}\right\}$, the above construction can be extended similarly to [19] by considering $\widetilde{\mathbb{G}}=\bar{G}_{1} \times$ $\cdots \times \bar{G}_{f}$ where $\bar{G}_{j}=\mathbb{G}^{\times S}, j=1, \ldots, f$; we choose however $m_{1}^{(j)}<\cdots<m_{k_{j}}^{(j)}$ satisfying (37) so that for each $i \geq 0$ and $j \neq j^{\prime}$,

$$
\sharp\left(\left(\left\{m_{r}^{(j)}: r=1, \ldots, k\right\}+i\right) \bmod S \cap\left\{m_{r}^{\left(j^{\prime}\right)}: r=1, \ldots, k\right\}\right) \leq 1 ;
$$

$\widetilde{\mathbb{F}}$ is defined to be the product of the corresponding $\mathbb{F}_{j}$ s. The set $M(\widetilde{\mathbb{G}}, \widetilde{u}, \widetilde{\mathbb{F}})$ of orbits "induced" on $\widetilde{\mathbb{F}}$ will then be equal to $M \cdot\left\{1, k_{1}, \ldots, k_{f}\right\}$. Therefore we obtain the following corollary which is to be compared with Danilenko's spectral multiplicity result from [8].

Corollary 4. For each finite subset $F$ of $\mathbb{N}$ without 1 and $M \geq 1$ there exists a weakly mixing transformation $R$ such that the set of essential values of the multiplicity function of $U_{R}$ equals $\{2\} \cup M \cdot(\{1\} \cup F)$.

## 6. Some speculations

6.1. On spectral multiplicity. In order to obtain other Koopman realizable sets we can use Proposition 1 to compute the spectral multiplicities of $T_{\varphi}^{\times r} \times\left(T_{\varphi}\right)_{\Theta}(r \geq 2)$. In this case we need to use the fact that a "typical" automorphism admits a linked approximation $(n, n+1)$ with proportions of the towers $0<\kappa<1$ for infinitely many $\kappa$ s and we must repeat all the proofs with computations of limit operators for the double extension. In this way we could obtain Koopman realization of the sets of the form

$$
\{k, k(k-1), \ldots, k!\} \cup\{k-1,(k-1)(k-2), \ldots,(k-1)!\} \cdot M(\mathbb{G}, w, \mathbb{F})
$$

For example, taking $k=3$ we obtain $\{3,6\} \cup 2 \cdot M(\mathbb{G}, w, \mathbb{F})$.
Finally, analysis of spectral multiplicities for "natural" factors of Cartesian products $T_{\varphi}^{\times r}$ can also be applied (see $[16,5]$ ).

Passing to a more general discussion notice that a generic measure preserving transformation has a simple spectrum and virtually all natural constructions lead to spectrum of infinite multiplicity. Appearance of nonsimple finite multiplicity spectrum in all known constructions is due to a certain symmetry. Three basic types of symmetry used in this context are:

1. symmetry of double skew products with a group structure in the second extension, first noticed by Oseledets [27], originally systematically explored by Robinson [29, 30] and further developed in [12],
2. the obvious symmetry of the Cartesian powers, first used in the unpublished version of [16] which has circulated since mid-eighties, and brought to the final form in [1, 32], and
3. symmetry involving a certain non-Abelian finite extension of a cyclic group discovered by Ageev [4].

There are various simple derivatives such as taking factors of Cartesian powers. The point of the present paper is to combine constructions of type 1 and 2 in a rather sophisticated way. One can systematically explore what various combinations of these three basic methods give but certain fairly simple cases of spectral multiplicity are still not covered and realization of those cases should wait for the discovery of new types of symmetry. Among the simplest unresolved cases are $\{3,4\},\{3,5\}$ and $\{3,7\}$.
6.2. On maximal spectral type. Once one passes from the pure multiplicity question where restrictions (and hence "real theorems") are unlikely, to other problems of spectral realization the situation begins to look quite bleak. There is a huge gap between basic restrictions on the maximal spectral type and known cases of realization; among the latter, Gaussian systems give realization of the type of any measure which is the union of an arbitrary symmetric measure on $\mathbb{T}$ and its convolutions of all orders. In certain cases maximal spectral type can be calculated as a Riesz product [20], [26, Chapter 16].

It is hard to think of a naturally formulated restriction on a continuous maximal spectral type beyond density and symmetry, although possibly an indirect argument based on looking at multiplicative unitary operators among all unitary operators in $L_{2}$ on a standard Borel space, may produce nonexplicit existence of a nonrealizable type. What is known is that many specific properties of the maximal spectral type are realizable, such as mutual singularity of the maximal spectral type and all its convolutions (see e.g. [16]), or arbitrary "thinness" of the maximal spectral type (arbitrary sharp concentration around certain roots of unity), but on the other hand, there are striking open questions:

Problem 1. Can the maximal spectral type be absolutely continuous but not Lebesgue?

There is a chance for a negative answer here which would produce a real "theorem". If one believes in a positive answer, here is a simpler question:

Problem 2. Can a measure of maximal spectral type $\sigma$ for $U_{T}$ be absolutely continuous with respect to its convolution $\sigma * \sigma$ but not equivalent to $i t$ ?

Notice that there are three known possibilities:

1. $\sigma$ is equivalent to $\sigma * \sigma$, as for Lebesgue spectrum or for Gaussian systems;
2. $\sigma$ and $\sigma * \sigma$ are mutually singular, as for a generic measure preserving transformation $T$;
3. $\sigma$ and $\sigma * \sigma$ have a common part but neither is absolutely continuous with respect to the other, as for $T \times T$ for a generic $T$.
6.3. On other problems. When one tries to combine the maximal spectral type and multiplicity, even basic problems remain open. Here is another chance for a theorem. Recall that an equivalent description of the spectral invariants for a unitary operator includes instead of the multiplicity function $M$ the decreasing sequence of spectral types $\sigma_{n}$ corresponding to the restrictions of the maximal spectral type to the sets $M^{-1}([n, \infty) \cup\{\infty\})$, $n \in \mathbb{N}^{*} \cup\{\infty\}$.

Problem 3. Is it true that all spectral types of a measure preserving transformation with continuous spectrum are dense?

The reader is unquestionably familiar with the celebrated problem of simple Lebesgue spectrum. Here is something one can try if one believes that examples are more likely than theorems.

Problem 4. Does there exist an ergodic measure preserving transformation whose maximal spectral type is absolutely continuous but the spectrum is not Lebesgue with countable multiplicity?

The difference from Problem 1 is that it is conceivable that the maximal spectral type is Lebesgue while not all others are; this is motivated by known examples with Lebesgue component of finite multiplicity in the spectrum (see e.g. [26]).

Let us finish by saying that the above remarks going beyond the spectral multiplicity problem by no means pretend to be an overview of the subject or even to present a coherent thinking about it. We just wanted to illustrate the rather unsatisfactory state of the subject and offer a sample of characteristic open questions.
7. Appendix: Lifting weak convergences from $T$ to $T_{\varphi, \mathcal{S}}$. This part is not directly related to the main subject of the paper. We will show
here that the method of lifting weak convergences to extensions given by "ordinary" cocycles which we have seen in previous sections may also be used in the case of some Rokhlin cocycles considered recently in [21] and [22]. This will allow us to answer a question implicitly contained in [23].

Assume that $T$ is an ergodic transformation that admits a linked approximation of type $(n, n+1)$ as in the previous section; this means that there is a (nested) sequence of generating partitions (C). In particular, (19) holds.

Let $\mathbb{A}$ be an l.c.s.c. Abelian group. We will now define certain cocycles with values in $\mathbb{A}$ for $T$ admitting linked $(n, n+1)$ approximation. The construction will follow the previously described general scheme: We assume that $\varphi$ is defined on all levels $T^{i} C_{t}$ (taking constant values on such levels) except for some levels including the level $T^{n_{t}-1} C_{t}$. Then we put arbitrary constant values of $\varphi$ on $T^{i} C_{t}\left(0 \leq i \leq n_{t}-2\right)$ where $\varphi$ has not been defined yet. Next, such a tower is divided into subcolumns which also refine the subtowers based on $C_{t}^{1}$ and $C_{t}^{2}$ respectively. We put constant values of $\varphi$ on all top levels of the subcolumns contained in the tower with bottom $C_{t}^{1}$, while for subcolumns contained in the other subtower we put constant values of $\varphi$ on the top level and its image via $T$; we keep $\varphi$ undefined only on the image via $T$ of the top of the last subcolumn.

Assume now that $\mathbb{A}$ has a (faithful) measurable representation $a \mapsto S_{a}$ in Aut $(Y, \mathcal{C}, \nu)$. Given a cocycle $\varphi: X \rightarrow \mathbb{A}$ let $T_{\varphi, \mathcal{S}}$ stand for the automorphism of $(X \times Y, \mathcal{B} \otimes \mathcal{C}, \mu \otimes \nu)$ given by

$$
T_{\varphi, \mathcal{S}}(x, y)=\left(T x, S_{\varphi(x)}(y)\right)
$$

Notice that $\mathbb{A}$ acts on $(X \times Y, \mu \otimes \nu)$ by $\mathrm{Id}_{X} \times S_{a}$ and moreover that $\mathrm{Id}_{X} \times S_{a} \in$ $C\left(T_{\varphi, \mathcal{S}}\right)$.

Let us now fix $b, c \in \mathbb{A}$. We will assume that for some subsequence of $\left(n_{t}\right)$ (for simplicity still denoted by $\left(n_{t}\right)$ ) we have

$$
\begin{gather*}
\varphi^{\left(n_{t}\right)}(x)=b \quad \text { for } x \in \bigcup_{i=0}^{n_{t}-1} T^{i} C_{t}^{1}  \tag{38}\\
\varphi^{\left(n_{t}+1\right)}(x)=c \quad \text { for } x \in \bigcup_{i=0}^{n_{t_{k}}} T^{i} C_{t}^{2} \text { except in the last subcolumn. } \tag{39}
\end{gather*}
$$

Proposition 5. Under the above assumptions,

$$
\begin{equation*}
\left(U_{T_{\varphi}, \mathcal{S}}\right)^{n_{t}+1} \rightarrow \frac{1}{2}\left(U_{\operatorname{Id}_{X} \times S_{c}}+U_{T_{\varphi, \mathcal{S}}\left(\operatorname{Id}_{X} \times S_{b}\right)}\right) \tag{40}
\end{equation*}
$$

weakly as Markov operators on $L^{2}(X \times Y, \mu \otimes \nu)$. In particular, if $b=c=0$ then the weak convergence (19) holds for $T_{\varphi, \mathcal{S}}$.

Proof. Take $f \in L^{\infty}(X, \mathcal{B}, \mu), g \in L^{\infty}(Y, \mathcal{C}, \nu)$ and put $H(x, y)=f(x) g(y)$. Then

$$
\begin{aligned}
& \int_{X \times Y} H \circ T_{\varphi, \mathcal{S}}^{n_{t}+1} \cdot \bar{H} d \mu d \nu=\int_{X \times Y} H\left(T^{n_{t}+1} x, S_{\varphi^{\left(n_{t}+1\right)}(x)}(y)\right) \overline{H(x, y)} d \mu(x) d \nu(y) \\
&=\int_{X} f\left(T^{n_{t}+1} x\right) \overline{f(x)}\left(\int_{Y} g\left(S_{\varphi^{\left(n_{t}+1\right)}}(y)\right) \overline{g(y)} d \nu(y)\right) d \mu(x) .
\end{aligned}
$$

Replace $f$ by $f_{t}$ so that $\left\|f_{t}\right\|_{\infty} \leq\|f\|_{\infty}$ and $\left\|f-f_{t}\right\|_{L^{2}}<\varepsilon /\|g\|_{\infty}$, where $f(x)=f_{i}$ for all $x \in T^{i} C_{t}, i=0,1, \ldots, n_{t}-1$. Put $H_{t}=f_{t} \otimes g$ and notice that $\left\|H_{t}-H\right\|_{L^{2}}<\varepsilon$ and $\left\|H_{t}\right\|_{\infty} \leq\|H\|_{\infty}$. Therefore

$$
\begin{aligned}
\left\|\int_{X \times Y} H \circ T_{\varphi, \mathcal{S}}^{n_{t}+1} \bar{H} d \mu d \nu-\int_{X \times Y} H_{t} \circ T_{\varphi, \mathcal{S}}^{n_{t}+1} \overline{H_{t}} d \mu d \nu\right\|^{\prime} \\
\quad \leq\left\|H-H_{t}\right\|_{L^{2}}\|\bar{H}\|_{\infty}+\left\|H_{t}\right\|_{\infty}\left\|\bar{H}-\bar{H}_{t}\right\|_{L^{2}}<2 \varepsilon\|f\|_{\infty}
\end{aligned}
$$

This argument uses only the fact that our functions are bounded and that the transformations we use are measure preserving. In what follows we will apply this approximation argument without detailed justification.

Define $\widetilde{C^{1}}=\bigcup_{i=0}^{n_{t}-1} T^{i} C_{t}^{1}$ and $\widetilde{C^{2}}=\bigcup_{i=0}^{n_{t}} T^{i} C_{t}^{2}$. Using the Spectral Theorem, Fubini's Theorem and properties of $\varphi$ and $f_{t}$ (they are constant on the levels $T^{i} C_{t}$ ) we have

$$
\begin{aligned}
\int_{X \times Y} H_{t} \circ T_{\varphi, \mathcal{S}}^{n_{t}+1} \cdot & \bar{H}_{t} d \mu d \nu \\
= & \int_{X} f_{t}\left(T^{n_{t}+1} x\right) \overline{f_{t}(x)}\left(\int_{Y} g\left(S_{\varphi^{\left(n_{t}+1\right)}}(y)\right) \overline{g(y)} d \nu(y)\right) d \mu(x) \\
= & \int_{X} f_{t}\left(T^{n_{t}+1} x\right) \overline{f_{t}(x)}\left(\int_{\widehat{G}} \chi\left(\varphi^{\left(n_{t}+1\right)}(x)\right) d \sigma_{g, \mathcal{S}}(\chi)\right) d \mu(x) \\
= & \int_{\widehat{G}}\left(\int_{X} \chi\left(\varphi^{\left(n_{t}+1\right)}(x)\right) f_{t}\left(T^{n_{t}+1} x\right) \overline{f_{t}(x)} d \mu(x)\right) d \sigma_{g, \mathcal{S}}(\chi) \\
= & \int_{\widehat{G}}\left(\int_{\widetilde{C}^{1}} \chi\left(\varphi^{\left(n_{t}\right)}(x)\right) \chi\left(\varphi\left(T^{n_{t}} x\right)\right) f_{t} \circ T\left(T^{n_{t}} x\right) \overline{f_{t}(x)} d \mu(x)\right. \\
& \left.+\int_{\widetilde{C}^{2}} \chi\left(\varphi^{\left(n_{t}+1\right)}(x)\right) f_{t}\left(T^{n_{t}+1} x\right) \overline{f_{t}(x)} d \mu(x)\right) d \sigma_{g, \mathcal{S}}(\chi)+\mathrm{o}(1) \\
= & \int_{\widehat{G}}\left(\sum_{i=0}^{n_{t}-1} \int_{T^{i} C_{t}^{1}} \chi(b) \chi(\varphi(x)) f_{t, i+1} \bar{f}_{t, i} d \mu(x)\right. \\
& \left.+\sum_{i=0}^{n_{t}} \int_{T^{i} C_{t}^{2}} \chi(c) f_{t, i} \bar{f}_{t, i} d \mu(x)\right) d \sigma_{g, \mathcal{S}}(\chi)+\mathrm{o}(1)+\mathrm{o}(1)
\end{aligned}
$$

$$
\begin{aligned}
= & \int_{\widehat{G}}\left(\int_{\widetilde{C}^{1}} \chi(\varphi(x)+b) f_{t}(T x) \bar{f}_{t}(x) d \mu(x)\right. \\
& \left.+\int_{\widetilde{C}^{2}} \chi(c) f_{t}(x) \bar{f}_{t}(x) d \mu(x)\right) d \sigma_{g, \mathcal{S}}(\chi)+\mathrm{o}(1)+\mathrm{o}(1) \\
= & \int_{\widehat{G}}\left(\frac{1}{2} \int_{X} \chi(\varphi(x)+b) f_{t}(T x) \bar{f}_{t}(x) d \mu(x)\right. \\
& \left.+\frac{1}{2} \int_{X} \chi(c) f_{t}(x) \bar{f}_{t}(x) d \mu(x)\right) d \sigma_{g, \mathcal{S}}(\chi)+\mathrm{o}(1)+\mathrm{o}(1)+\mathrm{o}(1) \\
= & \frac{1}{2}\left(\int_{X \times Y} H_{t} \circ T_{\varphi, \mathcal{S}} \circ\left(\operatorname{Id} \times S_{b}\right) \overline{H_{t}} d \mu d \nu\right. \\
& \left.+\int_{X \times Y} H_{t} \circ\left(\operatorname{Id} \times S_{c}\right) \overline{H_{t}} d \mu d \nu\right)+\mathrm{o}(1)+\mathrm{o}(1)+\mathrm{o}(1)+\mathrm{o}(1) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \int_{X \times Y} H \circ T_{\varphi, \mathcal{S}}^{n_{t}+1} \cdot \bar{H} d \mu d \nu=\frac{1}{2}\left(\int_{X \times Y} H \circ T_{\varphi, \mathcal{S}} \circ\left(\operatorname{Id} \times S_{b}\right) \bar{H} d \mu d \nu\right. \\
&\left.+\int_{X \times Y} H \circ\left(\operatorname{Id} \times S_{c}\right) \bar{H} d \mu d \nu\right)+\mathrm{o}(1)+\mathrm{o}(1)+\mathrm{o}(1)+\mathrm{o}(1)+\mathrm{o}(1)
\end{aligned}
$$

and the result follows.
In the whole paper (except for this section) we have dealt with compact group extensions of transformations. Such extensions are special cases of so called distal extensions and the complementary notion is that of relative weak mixing [10]. In fact, in the case of transformations of the form $T_{\varphi, \mathcal{S}}$ the extension $T_{\varphi, \mathcal{S}} \rightarrow T$ is in general relatively weakly mixing.

To deal with the relatively weakly mixing case, following [21], our first task is to show that we can get $\varphi: X \rightarrow \mathbb{A}$ ergodic. In order to proceed we will assume additionally that the linked approximation is mixed with a cyclic approximation (i.e. (B) and (C) hold), and altogether we obtain a nested sequence of towers. "Practically", having a sequence of towers, at an even stage of the construction we divide into many subcolumns and add no spacers for the first half of subcolumns, and add exactly one spacer for the remaining subcolumns, while for odd stages we do not add spacers (this means we add "few" spacers). Now to lift weak convergence we will use $(n, n+1)$-towers, while rigid towers will be used to get ergodicity of $\varphi$. For example, to guarantee ergodicity we will have our cocycle constant on the levels of the rigid tower except for the last level, and then for this last level we make the sum close to a fixed element of the group while few spacers
which we add will not affect this property. Now a criterion for ergodicity from [25] guarantees ergodicity of $\varphi$. Notice that the construction of $\varphi$ on rigid towers is compatible with the construction of $\varphi$ on linked towers.

If now $\varphi: X \rightarrow \mathbb{A}$ is ergodic, and $\mathcal{S}$ is mildly mixing, then $T_{\varphi, \mathcal{S}}$ is relatively weakly mixing over $T$ [21].

In [23] a spectral notion of 2-fold singular convolutions (SC) has been introduced. By definition, an ergodic automorphism $T$ has this property if its (reduced) maximal spectral type is singular with respect to the convolution of any two continuous measures. The 2 -fold SC property implies some strong joining property of $T$ with Cartesian product transformations similar to properties of so called distally simple automorphisms [14]. A natural question arises whether the 2-fold SC property implies distal simplicity. However, as already noticed in [23], the condition (19) implies 2-fold SC property. Moreover, when we carry out the construction of $\varphi: X \rightarrow \mathbb{A}$ as above and we apply Proposition 5 we find that (19) holds for $T_{\varphi, \mathcal{S}}$, so $T_{\varphi, \mathcal{S}}$ also has the 2-fold SC property. However, it is not distally simple, as a distally simple automorphism is a distal extension of any of its nontrivial factors [14], while $T_{\varphi, \mathcal{S}}$ is a relatively weakly mixing extension of $T$.

Corollary 5. For a typical automorphism $T$ there exists a cocycle $\varphi: X \rightarrow \mathbb{A}$ such that for each mildly mixing $\mathbb{A}$-representation $a \mapsto S_{a}$ in Aut $(Y, \mathcal{C}, \nu)$ the automorphism $T_{\varphi, \mathcal{S}}$ has the 2-fold SC property but is not distally simple. In fact, the extension $T_{\varphi, \mathcal{S}} \rightarrow T$ is relatively weakly mixing.
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