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#### Abstract

We present, discuss and apply two reiteration theorems for triples of quasiBanach function lattices. Some interpolation results for block-Lorentz spaces and triples of weighted $L_{p}$-spaces are proved. By using these results and a wavelet theory approach we calculate $(\theta, q)$-spaces for triples of smooth function spaces (such as Besov spaces, Sobolev spaces, etc.). In contrast to the case of couples, for which even the scale of Besov spaces is not stable under interpolation, for triples we obtain stability in the frame of Besov spaces based on Lorentz spaces. Moreover, by using the results and ideas of this paper, we can extend the Stein-Weiss interpolation theorem known for $L_{p}(\mu)$-spaces with change of measures to Lorentz spaces with change of measures. In particular, the results obtained show that for some problems in analysis the three-space real interpolation approach is really more useful than the usual real interpolation between couples.


0. Introduction. The absence of genuine applications and the unclear situation in the theory of real interpolation of more than two spaces (cf. Section 2) have given many people a negative attitude towards all questions related to interpolation of several spaces. The main idea of this paper is to show that at least for some problems in analysis the three-space approach can be really useful. The first problem is connected with spaces of smooth functions. For this we combine reiteration and wavelet approach from which it follows that many important Banach spaces are isomorphic to a Banach lattice. For example, Besov spaces are just isomorphic to weighted $l_{p}$ spaces with certain weights and a special measure space.
[^0]On the other hand, from the papers of Asekritova-Krugljak [AK] and Sparr $[\mathrm{S}]$ it follows that for a triple of Banach function lattices the analogue of the famous Lions-Peetre reiteration formula for couples

$$
\begin{equation*}
\left(\bar{X}_{\theta_{0}, q_{0}}, \bar{X}_{\theta_{1}, q_{1}}\right)_{\theta, q}=\bar{X}_{(1-\theta) \theta_{0}+\theta \theta_{1}, q} \quad\left(\theta_{0} \neq \theta_{1}\right) \tag{0.1}
\end{equation*}
$$

holds. These tools are used to prove the main result of the paper:
Let $X_{0}, X_{1}, X_{2}$ be a triple of smooth function spaces, where $X_{i}$ has smoothness index $\sigma_{i}$ and integration exponent $p_{i}, i=0,1,2$ (cf. Section 5). In particular, the Besov spaces $B_{p_{i}}^{\sigma_{i}}$ and Sobolev spaces $W_{p_{i}}^{\sigma_{i}}$ have smoothness $\sigma_{i}$ and integration exponent $p_{i}, i=0,1,2$.

The main result yields: If $1<p_{0}, p_{1}, p_{2}<\infty$ and

$$
\begin{equation*}
\text { the points }\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2 \text {, are not collinear, } \tag{0.2}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=B_{p, q}^{\sigma, q}, \tag{0.3}
\end{equation*}
$$

where

$$
\begin{equation*}
(\sigma, 1 / p)=\left(1-\theta_{1}-\theta_{2}\right)\left(\sigma_{0}, 1 / p_{0}\right)+\theta_{1}\left(\sigma_{1}, 1 / p_{1}\right)+\theta_{2}\left(\sigma_{2}, 1 / p_{2}\right) \tag{0.4}
\end{equation*}
$$

and $B_{p, q}^{\sigma, q}:=B^{\sigma, q}\left(L_{p, q}\right)$ is a generalized Besov space based on the Lorentz spaces $L_{p, q}$. As a consequence we obtain similar results for triples of Besov and Sobolev spaces. The assumption (0.2) is necessary and appears as a consequence of a two-dimensional analogue of the assumption $\theta_{0} \neq \theta_{1}$ in the Lions-Peetre reiteration formula for couples (cf. (0.1) and the discussion in Section 2).

It is interesting to note that triples are important here since for couples $\left(B_{p_{0}}^{\sigma_{0}}, B_{p_{1}}^{\sigma_{1}}\right)$ of Besov spaces the real interpolation spaces $\left(B_{p_{0}}^{\sigma_{0}}, B_{p_{1}}^{\sigma_{1}}\right)_{\theta, q}$ are rather complicated and, except the diagonal case, they fall outside the scale of Besov spaces (see e.g. [P], [Pe], [MP]). Moreover, if we consider the couples ( $\left.B_{p_{0}}^{\sigma_{0}, q_{0}}, B_{p_{1}}^{\sigma_{1}, q_{1}}\right)$ with the third (thinner) parameters $q_{i}$, then the spaces $\left(B_{p_{0}}^{\sigma_{0}, q_{0}}, B_{p_{1}}^{\sigma_{1}, q_{1}}\right)_{\theta, q}$ will indeed depend on $q_{0}$ and $q_{1}$ (see $[\mathrm{Kr}]$ ). This means that families of smooth functions are not in general stable under real interpolation of couples and as we see from our main result in (0.3) the situation is quite different when we interpolate between triples of smooth spaces.

Another application of the analogue of the Lions-Peetre reiteration theorem for triples of Banach function lattices is connected with the Stein-Weiss interpolation theorem for $L_{p}$-spaces with different measures. In 1958 Stein and Weiss [SW] proved a very useful interpolation theorem, which can be written (see also [BL], Th. 5.4.1 and 5.5.1) as

$$
\begin{equation*}
\left(L_{p_{0}}\left(w_{0} d \mu\right), L_{p_{1}}\left(w_{1} d \mu\right)\right)_{\theta, p}=L_{p}(w d \mu), \tag{0.5}
\end{equation*}
$$

where

$$
\begin{gather*}
0<p_{0}, p_{1}<\infty, \quad 0<\theta<1, \quad 1 / p=(1-\theta) / p_{0}+\theta / p_{1} \\
w=w_{0}^{(1-\theta) p / p_{0}} w_{1}^{\theta p / p_{1}} . \tag{0.6}
\end{gather*}
$$

In this connection it is natural to ask for an analogue of formula (0.5) if we replace $L_{p}$-spaces by Lorentz $L_{p, q^{-}}$-spaces. We note that the nice formula

$$
\begin{gather*}
\left(L_{p_{0}, q_{0}}\left(w_{0} d \mu\right), L_{p_{1}, q_{1}}\left(w_{1} d \mu\right)\right)_{\theta, q}=L_{p, q}(w d \mu)  \tag{0.7}\\
1 / q=(1-\theta) / q_{0}+\theta / q_{1}
\end{gather*}
$$

is not true in general (cf. Counterexample 6.3). In this paper we show that in fact the space

$$
\begin{equation*}
L=\left(L_{p_{0}, q_{0}}\left(w_{0} d \mu\right), L_{p_{1}, q_{1}}\left(w_{1} d \mu\right)\right)_{\theta, q} \tag{0.8}
\end{equation*}
$$

is a block-Lorentz space with norm equivalent to

$$
\begin{equation*}
\left(\sum_{k \in \mathbb{Z}}\left(\left\|f \chi_{\Omega_{k}}\right\|_{L_{p, q}(w d \mu)}\right)^{q}\right)^{1 / q} \tag{0.9}
\end{equation*}
$$

where

$$
\Omega_{k}=\Omega_{k}\left(w_{0}, w_{1}\right)=\left\{x \in \Omega: 2^{k} \leq w_{0}(x) / w_{1}(x)<2^{k+1}\right\}, \quad k \in \mathbb{Z}
$$

and powers and weights are related by (0.6) and $0<q_{0}, q_{1} \leq \infty, 1 / q=$ $(1-\theta) / q_{0}+\theta / q_{1}$. The appearance of blocks is essential and it is easy to see that on the space of functions which are constant on $\Omega_{k}, L$ is just the usual weighted $l_{q}$-space.

In the proof of the above statement, an essential part is to first consider a Lions-Peetre reiteration type formula for triples of Banach function lattices (cf. the second reiteration theorem in Section 2) since to calculate the space $L$ directly seems to be quite difficult or even impossible because in the description we need to take rearrangements of different measures.

This paper is organized in the following way: In Section 1 we collect some preliminaries concerning real interpolation of couples and triples. In Section 2 the Lions-Peetre reiteration formula for triples of Banach function lattices is presented and discussed. Moreover, a second reiteration theorem (Theorem 2.2) is stated. The proof of this theorem is fairly technical and for the reader's convenience the details are presented in Section 7. In Section 3 we introduce a special family of weighted $L_{p}$-spaces and prove some interpolation results concerning these spaces which are useful later on and which are also of independent interest. In Section 4 we prove our main interpolation result for triples of weighted $L_{p}$-spaces (see Theorem 4.1). By using this result, reiteration and the results from Sections 2 and 3 we can state and prove the above mentioned main result for "generalized" Besov type spaces (see Theorem 5.2). Section 6 is devoted to a generalization of the Stein-Weiss theorem to the case of Lorentz spaces. The last Section 7 is reserved for an appendix with the proof of Theorem 2.3.
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1. Preliminaries on real interpolation and quasi-Banach function lattices. In applications to smooth function spaces we will need to consider both the Banach and quasi-Banach spaces. We recall that a quasiBanach space $X=(X,\|\cdot\|)$ is a complete metrizable real or complex vector space whose topology is given by a quasi-norm $\|\cdot\|$ satisfying the following three conditions: $\|x\|>0, x \in X, x \neq 0 ;\|\lambda x\|=|\lambda| \cdot\|x\|, x \in X, \lambda \in \mathbb{R}$ or $\mathbb{C} ;\left\|x_{1}+x_{2}\right\| \leq C\left(\left\|x_{1}\right\|+\left\|x_{2}\right\|\right), x_{1}, x_{2} \in X$, where $C$ is a positive constant independent of $x_{1}, x_{2}$.

Let $\bar{X}=\left(X_{0}, X_{1}\right)$ be a Banach or quasi-Banach couple, i.e., there exists a Hausdorff topological vector space $\mathcal{X}$ such that $X_{i}, i=0,1$, are Banach or quasi-Banach spaces linearly and continuously embedded in $\mathcal{X}$. Then the Peetre $K$-functional is defined, for $t>0$ and $x \in X_{0}+X_{1}$, by

$$
K(t, x ; \bar{X})=\inf \left\{\left\|x_{0}\right\|_{X_{0}}+t\left\|x_{1}\right\|_{X_{1}}: x=x_{0}+x_{1}, x_{0} \in X_{0}, x_{1} \in X_{1}\right\}
$$

The real interpolation spaces $\bar{X}_{\theta, q}$ are defined, for $0<q \leq \infty$ and $0<\theta<1$, as the set of all $x \in X_{0}+X_{1}$ for which the norms (quasi-norms)

$$
\|x\|_{\theta, q}=\left(\int_{0}^{\infty}\left(t^{-\theta} K(t, x ; \bar{X})\right)^{q} \frac{d t}{t}\right)^{1 / q}
$$

are finite, and with the usual supremum interpretation for $q=\infty$.
Let now $\bar{X}=\left(X_{0}, X_{1}, X_{2}\right)$ be a Banach or quasi-Banach triple, i.e., $X_{i}, i=0,1,2$, are Banach or quasi-Banach spaces linearly and continuously embedded in a Hausdorff topological vector space $\mathcal{X}$. Then we can analogously define the corresponding $K$-functional, for $t_{1}, t_{2}>0$ and $x \in$ $X_{0}+X_{1}+X_{2}$, by

$$
\begin{aligned}
& K\left(t_{1}, t_{2}, x ; \bar{X}\right)=\inf \left\{\left\|x_{0}\right\|_{X_{0}}+t_{1}\left\|x_{1}\right\|_{X_{1}}+t_{2}\left\|x_{2}\right\|_{X_{2}}:\right. \\
& \left.\quad x=x_{0}+x_{1}+x_{2}, x_{0} \in X_{0}, x_{1} \in X_{1}, x_{2} \in X_{2}\right\}
\end{aligned}
$$

Let

$$
\begin{equation*}
H=\left\{\left(\theta_{1}, \theta_{2}\right): \theta_{1}>0, \theta_{2}>0 \text { and } \theta_{1}+\theta_{2}<1\right\} \tag{1.1}
\end{equation*}
$$

The spaces $\bar{X}_{\bar{\theta}, q}=\bar{X}_{\left(\theta_{1}, \theta_{2}\right), q}$ (sometimes we also denote them by $\bar{X}_{\bar{\theta}, q ; K}$ or $\left.\bar{X}_{\left(\theta_{1}, \theta_{2}\right), q ; K}\right)$ are defined, for $0<q \leq \infty$ and $\bar{\theta}=\left(\theta_{1}, \theta_{2}\right) \in H$, analogously as the set of all $x \in X_{0}+X_{1}+X_{2}$ for which the quasi-norms

$$
\|x\|_{\bar{\theta}, q}=\left(\int_{0}^{\infty} \int_{0}^{\infty}\left(t_{1}^{-\theta_{1}} t_{2}^{-\theta_{2}} K\left(t_{1}, t_{2}, x ; \bar{X}\right)\right)^{q} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}}\right)^{1 / q}
$$

are finite, and with the usual modification for $q=\infty$.
On the other hand, we let $\bar{X}_{\bar{\theta}, q ; J}=\bar{X}_{\left(\theta_{1}, \theta_{2}\right), q ; J}$ be the space of all those elements $x \in X_{0}+X_{1}+X_{2}$ which can be represented in the form

$$
\begin{equation*}
x=\int_{0}^{\infty} \int_{0}^{\infty} u\left(t_{1}, t_{2}\right) \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \quad\left(\text { convergence in } X_{0}+X_{1}+X_{2}\right), \tag{1.2}
\end{equation*}
$$

where $u\left(t_{1}, t_{2}\right)$ is a strongly measurable $X_{0} \cap X_{1} \cap X_{2}$-valued function and satisfies

$$
\begin{equation*}
\left(\int_{0}^{\infty} \int_{0}^{\infty}\left(t_{1}^{-\theta_{1}} t_{2}^{-\theta_{2}} J\left(t_{1}, t_{2}, u\left(t_{1}, t_{2}\right) ; \bar{X}\right)\right)^{q} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}}\right)^{1 / q}<\infty \tag{1.3}
\end{equation*}
$$

with $J\left(t_{1}, t_{2}, u ; \bar{X}\right)=\max \left(\|u\|_{X_{0}}, t_{1}\|u\|_{X_{1}}, t_{2}\|u\|_{X_{2}}\right), u \in X_{0} \cap X_{1} \cap X_{2}$.
The norm $\|x\|_{\bar{\theta}, q ; J}$ in $\bar{X}_{\bar{\theta}, q ; J}$ is the infimum of the values of the integral (1.3) over all such representations (1.2) of $x$.

Concerning $K$ - and $J$-interpolation methods between two Banach or quasi-Banach spaces we refer to the books $[\mathrm{BL}],[\mathrm{BK}]$ and $[\mathrm{KPS}]$, and for $K$ - and $J$-interpolation methods between three or more spaces to $[\mathrm{S}]$, $[\mathrm{AK}]$ and $[E]$.

We only mention here that in contrast to the classical case of Banach or quasi-Banach couples, where $K$ - and $J$-methods coincide to within equivalence of quasi-norms, it is not true in general that $\bar{X}_{\bar{\theta}, q ; K}$ coincides with $\bar{X}_{\bar{\theta}, q ; J}$ for more than two spaces.

Let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space. A Banach or quasi-Banach function lattice on $(\Omega, \mu)$ [also known as a Banach or quasi-Banach ideal space on $(\Omega, \mu)$, sometimes also called a Banach or quasi-Banach function space on $(\Omega, \mu)]$ will mean a Banach or quasi-Banach subspace $X=(X,\|\cdot\|)$ of $L^{0}$ (the space of classes of real or complex measurable functions defined on the measure space $(\Omega, \Sigma, \mu))$ which is an ideal, i.e., if $y \in X, x \in L^{0}$ and $|x| \leq|y| \mu$-a.e. on $\Omega$, then $x \in X$ and $\|x\| \leq\|y\|$.

A couple (or triple) of Banach or quasi-Banach function lattices on $\Omega$ will mean two (or three) Banach or quasi-Banach function lattices on $(\Omega, \mu)$, respectively.

Let $w$ be a fixed weight function on $\Omega$, i.e., a positive measurable function on $\Omega$. For $\sigma \in \mathbb{R}$ and $0<p \leq \infty$ we consider the family of quasi-Banach
function lattices $L_{p}^{\sigma}=L_{p}\left(w^{\sigma}\right)$ defined by the finiteness of the quasi-norms

$$
\begin{equation*}
\|f\|_{L_{p}^{\sigma}}=\left(\int_{\Omega}\left|f(x) w(x)^{\sigma}\right|^{p} d \mu\right)^{1 / p} \tag{1.4}
\end{equation*}
$$

with the usual (supremum) interpretation for $p=\infty$. The importance of this particular family of Banach (quasi-Banach in the case $p<1$ ) function lattices on $\Omega$ is that the Besov spaces $B_{p}^{\sigma}$ can be represented in terms of wavelets as a special case of such spaces (see our Section 5).

The weighted Lorentz spaces $L_{p, q}(w, \mu)$ on $\Omega$ (for $0<p, q \leq \infty$ and with the convention that $q=\infty$ when $p=\infty$ ) are determined by the quasi-norm

$$
\|f\|_{L_{p, q}(w, \mu)}=\left(\int_{0}^{\infty}\left(t^{1 / p}(f \cdot w)_{\mu}^{*}(t)\right)^{q} \frac{d t}{t}\right)^{1 / q}
$$

with the usual supremum modification for $q=\infty$. Here by $g_{\mu}^{*}$ we denote the decreasing rearrangement of the function $g$ on $\Omega$ with respect to the measure $\mu$.
2. On the Lions-Peetre reiteration formula for triples. In 1964 Lions and Peetre [LP] proved one of the most important theoretical result in interpolation theory, the so-called reiteration formula for couples of Banach spaces:

$$
\begin{equation*}
\left(\bar{X}_{\theta_{0}, q_{0}}, \bar{X}_{\theta_{1}, q_{1}}\right)_{\lambda, q}=\bar{X}_{\theta, q}, \quad \theta=(1-\lambda) \theta_{0}+\lambda \theta_{1} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{0} \neq \theta_{1} \tag{2.2}
\end{equation*}
$$

This formula also holds for quasi-Banach spaces (cf. [BL], Th. 3.11.5). It shows not only the stability of the spaces $\bar{X}_{\theta, q}$ but it also gives a possibility to calculate the interpolation spaces for rather complicated couples $\left(\bar{X}_{\theta_{0}, q_{0}}, \bar{X}_{\theta_{1}, q_{1}}\right)$ by using a simpler initial couple $\bar{X}=\left(X_{0}, X_{1}\right)$ and the result does not depend on the parameters $q_{0}$ and $q_{1}$.

The classical proof of the formula (2.1) is based on the so-called equivalence theorem for the $K$ - and $J$-methods:

$$
\begin{equation*}
\bar{X}_{\theta, q ; K}=\bar{X}_{\theta, q ; J} \tag{2.3}
\end{equation*}
$$

which is valid for any couple $\bar{X}=\left(X_{0}, X_{1}\right)$ of quasi-Banach spaces (cf. [BL], Th. 3.11.3). Sparr (1974) defined the $K$-, $J$-functionals and the corresponding interpolation spaces for $(n+1)$-tuples $\bar{X}=\left(X_{0}, X_{1}, \ldots, X_{n}\right), n \geq 1$, of Banach spaces which were analogous to the case of couples and showed that we always have the imbedding

$$
\bar{X}_{\bar{\theta}, q ; J} \subset \bar{X}_{\bar{\theta}, q ; K}
$$

Moreover, Sparr $[\mathrm{S}]$ tried to extend the reiteration formula $(2.1)$ to $(n+1)$ tuples and he showed that if an analogue of the equivalence theorem is
valid for a triple $\bar{X}=\left(X_{0}, X_{1}, X_{2}\right)$, then an analogue of the Lions-Peetre reiteration formula is also true. But there are troubles with the equivalence theorem for $n>1$. We should mention that earlier Yoshikawa (1970) considered the spaces of means for $n$-tuples. Yoshikawa (1970) and Sparr (1974) gave counterexamples to the equivalence theorem which means in fact that the above imbedding is strict for $n>1$. Their counterexample could be considered somewhat "artificial" since it has the property that the intersection of the spaces is equal to $\{0\}$. In 1987 Cwikel and Janson [CJ] constructed a "non-degenerate" 3-tuple $\bar{H}=\left(H_{0}, H_{1}, H_{2}\right)$ of Hilbert spaces with the intersection $H_{0} \cap H_{1} \cap H_{2}$ dense in each $H_{i}$ and such that the imbedding $\bar{H}_{\bar{\theta}, 2 ; J} \subset \bar{H}_{\bar{\theta}, 2 ; K}$ is strict, i.e., the equivalence theorem is not valid. Thus we conclude that even for a good triple, such as a triple of Hilbert spaces, the classical method of proving the reiteration theorem does not work.

There was another way to prove the Lions-Peetre reiteration formula based on the $K$-divisibility property of couples (cf. [BK], Th. 3.3.11). The well known Brudny̆̌-Krugljak result from 1981 states that any Banach or quasi-Banach couple is $K$-divisible but as observed by Asekritova [A] in 1988 the $K$-divisibility property is not valid for triples, even for simple triples such as $\left(L_{1}, L_{1}\left(1 / t_{1}\right), L_{1}\left(1 / t_{2}\right)\right)$.

These examples gave an impression that an analogue of the reiteration theorem for triples was valid only for a very narrow class of triples, and even for simple triples such as weighted $L_{p}$-spaces ( $L_{p_{0}}\left(w_{0} d \mu\right), L_{p_{1}}\left(w_{1} d \mu\right)$, $\left.L_{p_{2}}\left(w_{2} d \mu\right)\right)$ it was not clear if it was true or not. This unclear situation and absence of genuine applications has made people rather pessimistic about real interpolation of several spaces.

In this situation it was natural to try to prove that the reiteration theorem can be valid for wide and important classes of triples and to find interesting applications.

In 1997 Asekritova and Krugljak [AK] showed that the equivalence theorem is in fact valid for any $n$-tuple of Banach function lattices on $\Omega$. In particular, it holds for triples $\left(L_{p_{0}}\left(w_{0} d \mu\right), L_{p_{1}}\left(w_{1} d \mu\right), L_{p_{2}}\left(w_{2} d \mu\right)\right)$ of weighted $L_{p}$-spaces.

The proof of Asekritova-Krugljak's result is rather complicated and it uses significantly the structure of Banach function lattices on $\Omega$. Their theorem for triples ( $X_{0}, X_{1}, X_{2}$ ) of Banach function lattices on $\Omega$, together with Sparr's theorem ([S], Th. 9.1, p. 285) for $n=2$ give the reiteration theorem in the case of Banach function lattices. Moreover, from these investigations it can be seen that it is enough to require that $X_{i}, i=0,1,2$, are quasi-Banach function lattices on $\Omega$ so from $[\mathrm{AK}]$ and $[\mathrm{S}]$ we can derive the following first reiteration theorem (this theorem is valid even for $n$-tuples but for our purpose it is enough to have the simplest case of triples):

Theorem 2.1 (First Reiteration Theorem). Let $\bar{X}=\left(X_{0}, X_{1}, X_{2}\right)$ be a triple of Banach or quasi-Banach function lattices on $\Omega$ and let $\bar{\lambda}=$ $\left(\lambda_{1}, \lambda_{2}\right) \in H, \bar{\theta}_{i}=\left(\theta_{1}^{i}, \theta_{2}^{i}\right) \in H, i=0,1,2$. Then

$$
\begin{equation*}
\left(\bar{X}_{\bar{\theta}_{0}, q_{0}}, \bar{X}_{\bar{\theta}_{1}, q_{1}}, \bar{X}_{\bar{\theta}_{2}, q_{2}}\right)_{\bar{\lambda}, q}=\bar{X}_{\bar{\theta}, q}, \quad \bar{\theta}=\left(1-\lambda_{1}-\lambda_{2}\right) \bar{\theta}_{0}+\lambda_{1} \bar{\theta}_{1}+\lambda_{2} \bar{\theta}_{2} \tag{2.4}
\end{equation*}
$$ whenever the vectors $\bar{\theta}_{0}, \bar{\theta}_{1}, \bar{\theta}_{2}$ are not collinear.



Fig. 1
The formula (2.4) has a simple geometrical interpretation. Let us draw a triangle $\Delta$ in the plane (see the outer triangle in Figure 1) corresponding to the triple $\bar{X}=\left(X_{0}, X_{1}, X_{2}\right)$. Identify the space $\bar{X}_{\left(\theta_{1}, \theta_{2}\right), q}$ with the point of $\Delta$ with barycentric coordinates $\left(1-\theta_{1}-\theta_{2}, \theta_{1}, \theta_{2}\right)$. Then the triple $\left(\bar{X}_{\bar{\theta}_{0}, q_{0}}, \bar{X}_{\bar{\theta}_{1}, q_{1}}, \bar{X}_{\bar{\theta}_{2}, q_{2}}\right)$ corresponds to a triangle $\Delta^{\prime}$ inside $\Delta$. If $B$ is a fixed point in $\Delta^{\prime}$, then the following two spaces correspond to it:

$$
\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), q} \quad \text { from the initial triple }\left(X_{0}, X_{1}, X_{2}\right)
$$

and

$$
\begin{aligned}
& \left(\bar{X}_{\bar{\theta}_{0}, q_{0}}, \bar{X}_{\bar{\theta}_{1}, q_{1}}, \bar{X}_{\bar{\theta}_{2}, q_{2}}\right)_{\left(\lambda_{1}, \lambda_{2}\right), q} \\
& \quad \text { from the other triple }\left(\bar{X}_{\bar{\theta}_{0}, q_{0}}, \bar{X}_{\bar{\theta}_{1}, q_{1}}, \bar{X}_{\bar{\theta}_{2}, q_{2}}\right)
\end{aligned}
$$

The First Reiteration Theorem states that these two spaces coincide and the parameters are connected by the usual geometrical relations for barycentric coordinates.

Remark 2.2. (a) The condition (2.5) is just the analogue of the necessary condition $\theta_{0} \neq \theta_{1}$ for the reiteration formula (2.1) for couples to hold and it means that the vertices of the triangle $\Delta^{\prime}$ are not collinear.
(b) In the definition of the spaces $\bar{X}_{\left(\theta_{1}, \theta_{2}\right), q}$ we supposed that $\theta_{0}, \theta_{1}>0$ and $\theta_{0}+\theta_{1}<1$. It is possible to give a meaning to these spaces also for $\theta_{0}, \theta_{1} \geq 0, \theta_{0}+\theta_{1} \leq 1$ and then the reiteration formula (2.4) will be valid even in such cases (see [S] and [AK]).

We will also need the following theorem which shows that in some cases the space obtained by successive interpolation of couples can be obtained by interpolation of triples. We will call this theorem the second reiteration theorem.

Theorem 2.3 (Second Reiteration Theorem). Let $\left(X_{0}, X_{1}, X_{2}\right)$ be a triple of Banach or quasi-Banach function lattices on $\Omega$. If $0<q_{0}, q_{1}, q<\infty$ and $1 / q=(1-\mu) / q_{0}+\mu / q_{1}$, then

$$
\begin{equation*}
\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}},\left(X_{1}, X_{2}\right)_{\alpha_{1}, q_{1}}\right)_{\mu, q}=\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), q} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{1}=\left(1-\alpha_{1}\right) \mu, \quad \theta_{2}=\alpha_{0}(1-\mu)+\alpha_{1} \mu \tag{2.7}
\end{equation*}
$$



Fig. 2
The proof of Theorem 2.3 is rather long and it will be given, for the convenience of the reader, in Appendix 7.

REmark 2.4. For the case of $q_{0}=q_{1}, \alpha_{0}=\alpha_{1}$ and for a triple of Banach spaces for which the equivalence theorem holds, the result of Theorem 2.3 was also pointed out by Yoshikawa [Y], Prop. 4.1, 4.2 (see also Sparr [S], Th. 9.3, p. 292, and in the particular case $n=2, m=1$, p. 291).

REmark 2.5. In the case when $\alpha_{1}=0$, i.e., when instead of the space $\left(X_{1}, X_{2}\right)_{\alpha_{1}, q_{1}}$ we have the space $X_{1}$, then the formula (2.6) is not true in general. In fact, in Example 4.6 we will consider the triple of weighted $L_{p^{-}}$ spaces for weighted spaces $X_{0}, X_{1}, X_{2}$ such that

$$
\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}}, X_{1}\right)_{\mu, q} \neq\left(X_{0}, X_{1}, X_{2}\right)_{\left(\mu, \alpha_{0}(1-\mu)\right), q} .
$$

Note that in Theorem 2.3 the second space in the couples $\left(X_{0}, X_{2}\right)$ and ( $X_{1}, X_{2}$ ) is the same space, and this is essential since the formula

$$
\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}},\left(X_{1}, X_{3}\right)_{\alpha_{1}, q_{1}}\right)_{\mu, q}=\left(X_{0}, X_{1}, X_{2}, X_{3}\right)_{\left(\left(1-\alpha_{1}\right) \mu, \alpha_{0}(1-\mu), \alpha_{1} \mu\right), q}
$$

is not true in general (the definition of real interpolation spaces between four spaces is similar to that for three spaces, see e.g. Sparr [S]). Indeed, if
we take $X_{1}=X_{3}$, then

$$
\left(X_{0}, X_{1}, X_{2}, X_{3}\right)_{\left(\left(1-\alpha_{1}\right) \mu, \alpha_{0}(1-\mu), \alpha_{1} \mu\right), q}=\left(X_{0}, X_{1}, X_{2}\right)_{\left(\mu, \alpha_{0}(1-\mu)\right), q}
$$

and, as noted before, this is different from

$$
\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}}, X_{1}\right)_{\mu, q}=\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}},\left(X_{1}, X_{3}\right)_{\alpha_{1}, q_{1}}\right)_{\mu, q}
$$

Theorem 2.3 also gives the possibility to calculate $\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), q}$ if we can calculate the interpolation spaces for some couples.

Corollary 2.6. Let $\left(X_{0}, X_{1}, X_{2}\right)$ be a triple of Banach or quasiBanach function lattices on $\Omega$ and $0<q<\infty$. Then

$$
\begin{equation*}
\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=\left(\left(X_{0}, X_{2}\right)_{\theta_{2}, q},\left(X_{1}, X_{2}\right)_{\theta_{2}, q}\right)_{\theta, q} \tag{2.8}
\end{equation*}
$$

where $\theta=\theta_{1} /\left(1-\theta_{2}\right)$.
This follows immediately from Theorem 2.3 by putting $\alpha_{0}=\alpha_{1}=\theta_{2}$, $q_{1}=q_{2}=q$ and $\mu=\theta_{1} /\left(1-\theta_{2}\right)$.

We finish this section with an example which shows that even for rather simple and important triples the reiteration theorems above are not valid in general.

Example 2.7. Let us call a triple $\left(X_{0}, X_{1}, X_{2}\right)$ "good" if both our reiteration theorems (the first and second) are true for it. Then the triple $\left({ }^{\circ}{ }_{2}^{1}, W_{2}^{1}, L_{2}\right)$ is not good, where all spaces consist of functions on the disc $D=\left\{(x, y): x^{2}+y^{2}<1\right\}$ and $\stackrel{\circ}{2}_{2}^{1}$ is the closure in $W_{2}^{1}$ of the $C^{\infty}$ functions with a compact support.

Indeed, the proof of statement (a) of Theorem 3 in [AK] shows that if the triple ( $X_{0}, X_{1}, X_{2}$ ) is good and the equality

$$
\left(X_{0}, X_{2}\right)_{\theta, q}=\left(X_{1}, X_{2}\right)_{\theta, q}
$$

holds for some parameters $\theta, q$, then it holds for all $\theta, q$. However, according to a result of Lions-Magenes (see [LM], Th. 11.1, p. 55) we have

$$
\left(\stackrel{\circ}{W}_{2}^{1}, L_{2}\right)_{\theta, 2}=\left(W_{2}^{1}, L_{2}\right)_{\theta, 2} \quad \text { for } 1 / 2<\theta<1
$$

but

$$
\left(\stackrel{\circ}{W}_{2}^{1}, L_{2}\right)_{\theta, 2} \neq\left(W_{2}^{1}, L_{2}\right)_{\theta, 2} \quad \text { for } 0<\theta \leq 1 / 2
$$

which shows that the triple $\left(W_{2}^{1}, W_{2}^{1}, L_{2}\right)$ is not good.
This example once again shows the importance of a common order structure of the spaces. This situation was also observed, for example, by Maligranda $[\mathrm{M}]$ who showed that the equality

$$
\left(X_{0}, X_{1} \cap X_{2}\right)_{\theta, q}=\left(X_{0}, X_{1}\right)_{\theta, q} \cap\left(X_{0}, X_{2}\right)_{\theta, q}
$$

is true for Banach function lattices but, as was known from counterexamples, not for general Banach spaces.
3. Interpolation of a family of block-Lorentz spaces. Let $w$ be a fixed weight function on $\Omega$ and consider the weighted spaces $L_{p}^{\sigma}=L_{p}\left(w^{\sigma}\right)$, for $\sigma \in \mathbb{R}$ and $0<p \leq \infty$, on $\Omega$ defined by the finiteness of the quasi-norms (1.4). Then, according to the Stein-Weiss interpolation theorem (see [BL], Th. 5.5.1), in the diagonal case, i.e., when $1 / p=(1-\theta) / p_{0}+\theta / p_{1}$, we have

$$
\begin{equation*}
\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\theta, p}=L_{p}^{\sigma}, \quad \sigma=(1-\theta) \sigma_{0}+\theta \sigma_{1} \tag{3.1}
\end{equation*}
$$

If we now identify the spaces $L_{p_{i}}^{\sigma_{i}}$ with the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1$, in the upper half-plane, then the interpolation space $L_{p}^{\sigma}$ will be identified with the point $(\sigma, 1 / p)$ on the straight line between $\left(\sigma_{0}, 1 / p_{0}\right)$ and $\left(\sigma_{1}, 1 / p_{1}\right)$.

Let us now introduce the sets

$$
\begin{equation*}
\Omega_{k}=\Omega_{k}(w)=\left\{x \in \Omega: 2^{k} \leq w(x)<2^{k+1}\right\}, \quad k \in \mathbb{Z} \tag{3.2}
\end{equation*}
$$

and define, for $\sigma \in \mathbb{R}$ and $0<p, q, r \leq \infty$, the block-Lorentz spaces $L_{p, r}^{\sigma, q}=$ $L_{p, r}^{\sigma, q}(w)$ by the finiteness of the quasi-norm

$$
\|f\|_{L_{p, r}^{\sigma, q}}=\left(\sum_{k \in \mathbb{Z}}\left(\left\|f w^{\sigma} \chi_{\Omega_{k}}\right\|_{L_{p, r}}\right)^{q}\right)^{1 / q}
$$

with the standard modification for $q=\infty$. Here, $L_{p, r}$ denotes the usual Lorentz spaces (with the convention that $r=\infty$ when $p=\infty$ ). It is clear that $L_{p, p}^{\sigma, p}=L_{p}^{\sigma}$ and in what follows we also use the notation $L_{p}^{\sigma, q}:=L_{p, p}^{\sigma, q}$.

In the case when $r=p$ and $w(x)=|x|$ on $\mathbb{R}^{n} \backslash\{0\}$, the spaces $L_{p, r}^{\sigma, q}$ are the so-called homogeneous Herz spaces $K_{p}^{\sigma, q}$ (cf. Herz [H] and BaernsteinSawyer [BS]).

According to the next lemma (due to Gilbert [G], Th. 3.7), for $p_{0}=$ $p_{1}=p$ we can calculate the interpolation spaces $\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\theta, q}$ even in the non-diagonal case.

Lemma 3.1. If $\sigma_{0} \neq \sigma_{1}$, then

$$
\left(L_{p}^{\sigma_{0}}, L_{p}^{\sigma_{1}}\right)_{\theta, q}=L_{p}^{\sigma, q}, \quad \text { where } \sigma=(1-\theta) \sigma_{0}+\theta \sigma_{1}
$$

Proof. For the reader's convenience we give another and, in our opinion, clearer proof than that in [G]. It is enough to consider the case $\sigma_{1}>\sigma_{0}$. The other case is obtained by just interchanging the spaces.

Set

$$
a_{k}=\left(\int_{\Omega_{k}}\left|f(x) w(x)^{\sigma_{0}}\right|^{p} d \mu\right)^{1 / p}, \quad k \in \mathbb{Z}
$$

According to the definition of $\Omega_{k}$ we have the equivalence

$$
\begin{equation*}
w(x)^{\sigma_{1}-\sigma_{0}} \approx 2^{k\left(\sigma_{1}-\sigma_{0}\right)} \quad \text { for } x \in \Omega_{k} \tag{3.3}
\end{equation*}
$$

or more precisely the estimates

$$
2^{k\left(\sigma_{1}-\sigma_{0}\right)} \leq w(x)^{\sigma_{1}-\sigma_{0}} \leq 2^{(k+1)\left(\sigma_{1}-\sigma_{0}\right)} \quad \text { for } x \in \Omega_{k}
$$

By using these estimates we find that

$$
\begin{aligned}
\|f\|_{L_{p}^{\sigma_{1}}} & =\left(\sum_{k \in \mathbb{Z}} \int_{\Omega_{k}}\left|f(x) w(x)^{\sigma_{0}}\right|^{p} w(x)^{\left(\sigma_{1}-\sigma_{0}\right) p} d \mu\right)^{1 / p} \\
& \geq\left(\sum_{k \in \mathbb{Z}}\left(2^{k\left(\sigma_{1}-\sigma_{0}\right)} a_{k}\right)^{p}\right)^{1 / p}=\left\|\left\{a_{k}\right\}\right\|_{l_{p}^{\sigma_{1}-\sigma_{0}}}
\end{aligned}
$$

and

$$
\|f\|_{L_{p}^{\sigma_{1}}} \leq 2^{\sigma_{1}-\sigma_{0}}\left\|\left\{a_{k}\right\}\right\|_{l_{p}^{\sigma_{1}-\sigma_{0}}}
$$

where

$$
\left\|\left\{a_{k}\right\}\right\|_{l_{p}^{s}}:=\left(\sum_{k \in \mathbb{Z}}\left(2^{k s}\left|a_{k}\right|\right)^{p}\right)^{1 / p} \quad \text { for } s \in \mathbb{R} \text { and } 0<p \leq \infty
$$

The above estimates give

$$
\begin{equation*}
K\left(t, f ; L_{p}^{\sigma_{0}}, L_{p}^{\sigma_{1}}\right) \approx K\left(t,\left\{a_{k}\right\} ; l_{p}, l_{p}^{\sigma_{1}-\sigma_{0}}\right) \tag{3.4}
\end{equation*}
$$

In fact, if $f=f_{0}+f_{1}$ with $f_{i} \in L_{p}^{\sigma_{i}}(i=0,1)$, then for

$$
a_{k, i}=\left(\int_{\Omega_{k}}\left|f_{i}(x) w(x)^{\sigma_{0}}\right|^{p} d \mu\right)^{1 / p}
$$

we have $\left\{a_{k, 0}\right\} \in l_{p},\left\{a_{k, 1}\right\} \in l_{p}^{\sigma_{1}-\sigma_{0}}$ and $a_{k} \leq 2^{\max (0,1 / p-1)}\left(a_{k, 0}+a_{k, 1}\right)$ for all $k \in \mathbb{Z}$. Hence

$$
\begin{aligned}
K\left(t,\left\{a_{k}\right\} ; l_{p}, l_{p}^{\sigma_{1}-\sigma_{0}}\right) & \leq 2^{\max (0,1 / p-1)}\left(\left\|\left\{a_{k, 0}\right\}\right\|_{l_{p}}+t\left\|\left\{a_{k, 1}\right\}\right\|_{l_{p}^{\sigma_{1}-\sigma_{0}}}\right) \\
& \leq 2^{\max (0,1 / p-1)}\left(\left\|f_{0}\right\|_{L_{p}^{\sigma_{0}}}+t\left\|f_{1}\right\|_{L_{p}^{\sigma_{1}}}\right)
\end{aligned}
$$

and so

$$
K\left(t,\left\{a_{k}\right\} ; l_{p}, l_{p}^{\sigma_{1}-\sigma_{0}}\right) \leq 2^{\max (0,1 / p-1)} K\left(t, f ; L_{p}^{\sigma_{0}}, L_{p}^{\sigma_{1}}\right)
$$

On the other hand, if $a_{k}=b_{k}+c_{k}$ with $\left\{b_{k}\right\} \in l_{p}$ and $\left\{c_{k}\right\} \in l_{p}^{\sigma_{1}-\sigma_{0}}$, then by putting

$$
f \chi_{\Omega_{k}}=f \chi_{\Omega_{k}} \frac{b_{k}}{a_{k}}+f \chi_{\Omega_{k}} \frac{c_{k}}{a_{k}} \quad \text { when } a_{k} \neq 0
$$

we obtain

$$
\begin{aligned}
K\left(t, f ; L_{p}^{\sigma_{0}}, L_{p}^{\sigma_{1}}\right) & \leq\left\|\sum_{k \in \mathbb{Z}} f \chi_{\Omega_{k}} \frac{b_{k}}{a_{k}}\right\|_{L_{p}^{\sigma_{0}}}+t\left\|\sum_{k \in \mathbb{Z}} f \chi_{\Omega_{k}} \frac{c_{k}}{a_{k}}\right\|_{L_{p}^{\sigma_{1}}} \\
& =\left(\sum_{k \in \mathbb{Z}} \int_{\Omega_{k}}\left(\left|\frac{b_{k}}{a_{k}} f(x) w(x)^{\sigma_{0}}\right|\right)^{p} d \mu\right)^{1 / p}
\end{aligned}
$$

$$
\begin{aligned}
& +t\left(\sum_{k \in \mathbb{Z}} \int_{\Omega_{k}}\left(\left|\frac{c_{k}}{a_{k}} f(x) w(x)^{\sigma_{1}}\right|\right)^{p} d \mu\right)^{1 / p} \\
\leq & \left\|\left\{b_{k}\right\}\right\|_{l_{p}}+t\left(\sum_{k \in \mathbb{Z}} \int_{\Omega_{k}}\left(\left|\frac{c_{k}}{a_{k}} f(x) w(x)^{\sigma_{0}} 2^{(k+1)\left(\sigma_{1}-\sigma_{0}\right)}\right|\right)^{p} d \mu\right)^{1 / p} \\
= & \left\|\left\{b_{k}\right\}\right\|_{l_{p}}+t 2^{\sigma_{1}-\sigma_{0}}\left\|\left\{2^{k\left(\sigma_{1}-\sigma_{0}\right)} c_{k}\right\}\right\|_{l_{p}}
\end{aligned}
$$

or

$$
K\left(t, f ; L_{p}^{\sigma_{0}}, L_{p}^{\sigma_{1}}\right) \leq 2^{\sigma_{1}-\sigma_{0}} K\left(t,\left\{a_{k}\right\} ; l_{p}, l_{p}^{\sigma_{1}-\sigma_{0}}\right)
$$

The equivalence (3.4) and the well known interpolation formula

$$
\left(l_{p}, l_{p}^{\sigma_{1}-\sigma_{0}}\right)_{\theta, q}=l_{q}^{\theta\left(\sigma_{1}-\sigma_{0}\right)}
$$

(see e.g. [BL], Th. 5.6.1) give

$$
\|f\|_{\left(L_{p}^{\sigma_{0}}, L_{p}^{\sigma_{1}}\right)_{\theta, q}} \approx\left\|\left\{a_{k}\right\}\right\|_{l_{q}^{\theta\left(\sigma_{1}-\sigma_{0}\right)},}
$$

and going back from the sequence $\left\{a_{k}\right\}$ to the function $f$ we obtain

$$
\begin{aligned}
\left\|\left\{a_{k}\right\}\right\|_{l_{q}^{\theta\left(\sigma_{1}-\sigma_{0}\right)}} & =\left(\sum_{k \in \mathbb{Z}}\left(2^{k \theta\left(\sigma_{1}-\sigma_{0}\right)} a_{k}\right)^{q}\right)^{1 / q} \\
& =\left(\sum_{k \in \mathbb{Z}} 2^{k q \theta\left(\sigma_{1}-\sigma_{0}\right)}\left(\int_{\Omega_{k}}\left|f(x) w(x)^{\sigma_{0}}\right|^{p} d \mu\right)^{q / p}\right)^{1 / q} \\
& \geq 2^{\sigma_{0}-\sigma_{1}}\left(\sum_{k \in \mathbb{Z}}\left(\int_{\Omega_{k}}\left|w(x)^{\theta\left(\sigma_{1}-\sigma_{0}\right)} f(x) w(x)^{\sigma_{0}}\right|^{p} d \mu\right)^{q / p}\right)^{1 / q} \\
& =2^{\sigma_{0}-\sigma_{1}}\|f\|_{L_{p}^{\sigma, q}}
\end{aligned}
$$

and, similarly,

$$
\left\|\left\{a_{k}\right\}\right\|_{l_{q}^{\theta\left(\sigma_{1}-\sigma_{0}\right)}} \leq\|f\|_{L_{p}^{\sigma, q}}
$$

which means that

$$
\left(L_{p}^{\sigma_{0}}, L_{p}^{\sigma_{1}}\right)_{\theta, q}=L_{p}^{\sigma, q}
$$

with equivalent norms. The proof is complete.
Next we prove that if $p_{0} \neq p_{1}$, then the spaces $L_{p, r}^{\sigma, q}$ are stable under diagonal interpolation.

Lemma 3.2. If $p_{0} \neq p_{1}, 0<q_{0}, q_{1}<\infty$ and $1 / q=(1-\theta) / q_{0}+\theta / q_{1}$, then

$$
\begin{equation*}
\left(L_{p_{0}, r_{0}}^{\sigma_{0}, q_{0}}, L_{p_{1}, r_{1}}^{\sigma_{1}, q_{1}}\right)_{\theta, q}=L_{p, q}^{\sigma, q} \tag{3.5}
\end{equation*}
$$

where $\sigma=(1-\theta) \sigma_{0}+\theta \sigma_{1}$ and $1 / p=(1-\theta) / p_{0}+\theta / p_{1}$.
Proof. Denote the interpolation space $\left(L_{p_{0}, r_{0}}^{\sigma_{0}, q_{0}}, L_{p_{1}, r_{1}}^{\sigma_{1}, q_{1}}\right)_{\theta, q}$ by $L$ and let $g_{k}(x)=f(x) w(x)^{\sigma_{0}} \chi_{\Omega_{k}}(x), \quad$ where $\Omega_{k}, k \in \mathbb{Z}$, are defined by (3.2).

Then, as $q_{0}, q_{1}<\infty$, we can use the power theorem (see e.g. [BL], Th. 3.11.6) to obtain

$$
\begin{equation*}
L^{q}=\left(\left(L_{p_{0}, r_{0}}^{\sigma_{0}, q_{0}}\right)^{q_{0}},\left(L_{p_{1}, r_{1}}^{\sigma_{1}, q_{1}}\right)_{\eta, 1}^{q_{1}}, \quad \text { where } \quad \eta=\theta q / q_{1} .\right. \tag{3.6}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left(\|f\|_{L_{p_{0}, r_{0}}^{\sigma_{0}, q_{0}}}\right)^{q_{0}}=\sum_{k \in \mathbb{Z}}\left(\left\|f w^{\sigma_{0}} \chi_{\Omega_{k}}\right\|_{L_{p_{0}, r_{0}}}\right)^{q_{0}}=\sum_{k \in \mathbb{Z}}\left(\left\|g_{k}\right\|_{L_{p_{0}, r_{0}}}\right)^{q_{0}} \tag{3.7}
\end{equation*}
$$

and, according to (3.3),

$$
\begin{align*}
\left(\|f\|_{L_{p_{1}, r_{1}}^{\sigma_{1}}}\right)^{q_{1}} & =\sum_{k \in \mathbb{Z}}\left(\left\|f w^{\sigma_{1}} \chi \Omega_{k}\right\|_{L_{p_{1}, r_{1}}}\right)^{q_{1}}  \tag{3.8}\\
& =\sum_{k \in \mathbb{Z}}\left(\left\|w^{\sigma_{1}-\sigma_{0}} f w^{\sigma_{0}} \chi_{\Omega_{k}}\right\|_{L_{p_{1}, r_{1}}}\right)^{q_{1}} \\
& =\sum_{k \in \mathbb{Z}} 2^{k\left(\sigma_{1}-\sigma_{0}\right) q_{1}}\left(\left\|g_{k}\right\|_{L_{p_{1}, r_{1}}}\right)^{q_{1}} .
\end{align*}
$$

Note that the family $\left\{\Omega_{k}\right\}$ covers $\Omega$ and that $\Omega_{k}$ are not overlapping. Therefore, by using (3.7) and (3.8), we see that

$$
K\left(t, f ;\left(L_{p_{0}, r_{0}}^{\sigma_{0}, q_{0}}\right)^{q_{0}},\left(L_{p_{1}, r_{1}}^{\sigma_{1}, q_{1}}\right)^{q_{1}}\right) \approx \sum_{k \in \mathbb{Z}} K\left(t, g_{k} ;\left(L_{p_{0}, r_{0}}\right)^{q_{0}},\left(2^{k\left(\sigma_{1}-\sigma_{0}\right)} L_{p_{1}, r_{1}}\right)^{q_{1}}\right) .
$$

In view of (3.6) and the additivity of the integral it follows that
(3.9) $\|f\|_{L}^{q} \approx \sum_{k \in \mathbb{Z}}\left\|g_{k}\right\|_{L_{k}}$, where $L_{k}:=\left(\left(L_{p_{0}, r_{0}}\right)^{q_{0}},\left(2^{k\left(\sigma_{1}-\sigma_{0}\right)} L_{p_{1}, r_{1}}\right)^{q_{1}}\right)_{\eta, 1}$.

By using the power theorem once more we find that

$$
\begin{equation*}
\left(\left(L_{p_{0}, r_{0}}\right)^{q_{0}},\left(2^{k\left(\sigma_{1}-\sigma_{0}\right)} L_{p_{1}, r_{1}}\right)^{q_{1}}\right)_{\eta, 1}=\left(\left(L_{p_{0}, r_{0}}, 2^{k\left(\sigma_{1}-\sigma_{0}\right)} L_{\left.p_{1}, r_{1}\right)}\right)_{\theta, q}\right)^{q} . \tag{3.10}
\end{equation*}
$$

Next we recall that for any quasi-Banach couple,

$$
\|x\|_{\left(X_{0}, c X_{1}\right)_{\theta, q}}=c^{\theta}\|x\|_{\left(X_{0}, X_{1}\right)_{\theta, q}} \quad \text { for any } c>0,
$$

and therefore by the well known result on interpolation of Lorentz spaces for $p_{0} \neq p_{1}$ (see [BL], Th. 5.3.1) we see that

$$
\left(L_{p_{0}, r_{0}}, 2^{k\left(\sigma_{1}-\sigma_{0}\right)} L_{p_{1}, r_{1}}\right)_{\theta, q}=2^{k \theta\left(\sigma_{1}-\sigma_{0}\right)} L_{p, q} .
$$

Hence, by using (3.3), (3.9), (3.10), we find that

$$
\begin{aligned}
\|f\|_{L}^{q} & =\sum_{k \in \mathbb{Z}}\left(\left\|f w^{\sigma_{0}} \chi_{\Omega_{k}}\right\|_{2^{k \theta\left(\sigma_{1}-\sigma_{0}\right)} L_{p, q}}\right)^{q} \\
& \approx \sum_{k \in \mathbb{Z}}\left(\left\|f w^{\sigma_{0}} w^{\theta\left(\sigma_{1}-\sigma_{0}\right)} \chi_{\Omega_{k}}\right\|_{L_{p, q}}\right)^{q} \\
& =\sum_{k \in \mathbb{Z}}\left(\left\|f w^{\sigma} \chi_{\Omega_{k}}\right\|_{L_{p, q}}\right)^{q}=\left(\|f\|_{\left.L_{p, q}^{\sigma}\right)^{\sigma}}^{q}\right.
\end{aligned}
$$

and (3.5) is proved.

Remark 3.3. By analyzing the proof of Lemma 3.2 we find that the formula (3.5) is true also for the case $p_{0}=p_{1}$ if we impose the additional condition

$$
1 / q=(1-\theta) / r_{0}+\theta / r_{1}
$$

The following example will show that in the off-diagonal case, i.e., when $1 / q \neq(1-\theta) / p_{0}+\theta / p_{1}$, the spaces $\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\theta, q}$ do not belong in general to the scale of $L_{p, r}^{\sigma, q}$-spaces. This example will be used later on in the construction of counterexamples.

ExAMPLE 3.4. Let $\Omega$ be the set of natural numbers with the measure $\mu(\{n\})=1$ and let the weight function $w$ be defined by $w(n)=2^{n}$. If $p_{0} \neq p_{1}$ and $\sigma_{0}=\sigma_{1}=\sigma$, then we have the usual weighted Lorentz spaces

$$
\left(L_{p_{0}}^{\sigma}, L_{p_{1}}^{\sigma}\right)_{\theta, q}=L_{p, q}\left(w^{\sigma}\right), \quad 1 / p=(1-\theta) / p_{0}+\theta / p_{1}
$$

and

$$
\begin{equation*}
\|f\|_{L_{p, q}\left(w^{\sigma}\right)}=\left\|\left\{2^{n \sigma} f(n)\right\}\right\|_{l_{p, q}} \tag{3.11}
\end{equation*}
$$

On the other hand, as $\Omega_{k}=\{k\}$,

$$
\begin{align*}
\|f\|_{L_{p_{0}, r_{0}}^{\sigma_{0}, q_{0}}} & =\left(\sum_{k \in \mathbb{Z}}\left(\left\|f w^{\sigma_{0}} \chi_{\Omega_{k}}\right\|_{L_{p_{0}, r_{0}}}\right)^{q_{0}}\right)^{1 / q_{0}}  \tag{3.12}\\
& =\left(\sum_{k \in \mathbb{N}}\left(\int_{0}^{1}\left[t^{1 / p_{0}}|f(k)| 2^{k \sigma_{0}}\right]^{r_{0}} \frac{d t}{t}\right)^{q_{0} / r_{0}}\right)^{1 / q_{0}} \\
& =c\left(\sum_{k \in \mathbb{N}}\left(|f(k)| 2^{k \sigma_{0}}\right)^{q_{0}}\right)^{1 / q_{0}}
\end{align*}
$$

If the norms (3.11) and (3.12) are equivalent, then we must have $\sigma_{0}=\sigma$, and thus the second norm can be written as

$$
\|f\|_{L_{p_{0}, r_{0}}^{\sigma_{0}, q_{0}}}=c\left(\sum_{k \in \mathbb{N}}\left(|f(k)| 2^{k \sigma}\right)^{q_{0}}\right)^{1 / q_{0}}
$$

Hence, by setting $b_{k}=|f(k)| 2^{k \sigma}$, we find that

$$
\left\|\left\{b_{n}\right\}\right\|_{l_{p, q}} \approx\left\|\left\{b_{n}\right\}\right\|_{l_{q_{0}}}
$$

which is possible only when $p=q=q_{0}$, but this is not the case when $q \neq p$. This contradiction shows that the norms in (3.11) and (3.12) are not equivalent, i.e. $\left(L_{p_{0}}^{\sigma}, L_{p_{1}}^{\sigma}\right)_{\theta, q} \neq L_{p_{0}, r_{0}}^{\sigma_{0},}$
4. Interpolation of triples of weighted $L_{p}$-spaces. We first recall that it was shown in Example 3.4 that in the off-diagonal case the spaces $\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\theta, q}$ do not in general belong to the scale of $L_{p, r}^{\sigma, q}$-spaces. According to the main result of this section (Theorem 4.1), the situation is completely different when we interpolate triples $\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)$ of weighted $L_{p^{\prime}}$-spaces.

Theorem 4.1. Let $0<q<\infty$. If the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, are not collinear, then

$$
\begin{equation*}
\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=L_{p, q}^{\sigma, q}, \tag{4.1}
\end{equation*}
$$

where

$$
(\sigma, 1 / p)=\left(1-\theta_{1}-\theta_{2}\right)\left(\sigma_{0}, 1 / p_{0}\right)+\theta_{1}\left(\sigma_{1}, 1 / p_{1}\right)+\theta_{2}\left(\sigma_{2}, 1 / p_{2}\right)
$$

The description (4.1) also holds for the case $q=\infty$ if we impose the additional assumption that $p_{0}, p_{1}, p_{2} \geq 1$.

Remark 4.2. Let us mention that in Theorem 4.1 we have implicitly assumed that $0<p<\infty$ because if $p=\infty$, then $p_{0}=p_{1}=p_{2}=\infty$ and the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, are on the same line, which contradicts the assumption.

REMARK 4.3. In the case when the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, lie on the same line, Theorem 4.1 is not true in general. Let, for example, $p_{1}<p_{2}<p_{0}$. Then there exists $\lambda \in(0,1)$ such that

$$
1 / p_{2}=(1-\lambda) / p_{0}+\lambda / p_{1} \quad \text { and } \quad \sigma_{2}=(1-\lambda) \sigma_{0}+\lambda \sigma_{1}
$$

and from the Stein-Weiss theorem (see [BL], Th. 5.5.1) we have $L_{p_{2}}^{\sigma_{2}}=$ $\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\lambda, p_{2}}$. Then, in view of Theorem 9.1 of Sparr [S], we have

$$
\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\mu, q}
$$

with $\mu=\theta_{1}+\lambda \theta_{2}$ and $1 \leq q \leq \infty$. For $0<q<\infty$ this can also be shown from our Corollary 2.6 and the reiteration theorem for couples:

$$
\begin{aligned}
& \left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q} \\
& \quad=\left(\left(L_{p_{0}}^{\sigma_{0}},\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\lambda, p_{2}}\right)_{\theta_{2}, q},\left(L_{p_{1}}^{\sigma_{1}},\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\lambda, p_{2}}\right)_{\theta_{2}, q}\right)_{\theta_{1} /\left(1-\theta_{2}\right), q} \\
& \quad=\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\mu, q}
\end{aligned}
$$

In the case when $q$ is non-diagonal, i.e.,

$$
1 / q \neq(1-\mu) / p_{0}+\mu / p_{1}=\left(1-\theta_{1}-\theta_{2}\right) / p_{0}+\theta_{1} / p_{1}+\theta_{2} / p_{2}
$$

the space $\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}\right)_{\mu, q}$ is different from $L_{p, q}^{\sigma, q}$ so Theorem 4.1 is not true.
For the proof of Theorem 4.1 we need two lemmas.
Lemma 4.4. If $q$ is diagonal, i.e., when $1 / q=1 / p=\left(1-\theta_{1}-\theta_{2}\right) / p_{0}+$ $\theta_{1} / p_{1}+\theta_{2} / p_{2}$, then the formula (4.1) holds even without the restriction that the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, are not collinear.

Proof. From Sparr's result [S, Th. 8.1] it follows that the right hand side of (4.1) is equal to $L_{p}^{\sigma}$. Since $q=p$ it follows that $L_{p}^{\sigma}=L_{p, q}^{\sigma, q}$.

In the next lemma we consider two triples $\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right),\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{1}}^{\alpha_{1}}, L_{r_{2}}^{\alpha_{2}}\right)$ and the set of parameters from $H$ given by (1.1).

Lemma 4.5. Assume that the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, are not collinear and also the points $\left(\alpha_{i}, 1 / r_{i}\right), i=0,1,2$, are not collinear. If $\left(\theta_{1}, \theta_{2}\right)$, $\left(\lambda_{1}, \lambda_{2}\right) \in H$ and

$$
\begin{align*}
& \left(1-\theta_{1}-\theta_{2}\right)\left(\sigma_{0}, 1 / p_{0}\right)+\theta_{1}\left(\sigma_{1}, 1 / p_{1}\right)+\theta_{2}\left(\sigma_{2}, 1 / p_{2}\right)  \tag{4.2}\\
& \quad=\left(1-\lambda_{1}-\lambda_{2}\right)\left(\alpha_{0}, 1 / r_{0}\right)+\lambda_{1}\left(\alpha_{1}, 1 / r_{1}\right)+\lambda_{2}\left(\alpha_{2}, 1 / r_{2}\right)
\end{align*}
$$

then

$$
\begin{equation*}
\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{1}}^{\alpha_{1}}, L_{r_{2}}^{\alpha_{2}}\right)_{\left(\lambda_{1}, \lambda_{2}\right), q} \tag{4.3}
\end{equation*}
$$

Proof. Denote by $\Delta$ the triangle with vertices $\left(\sigma_{i}, 1 / p_{i}\right)$ and by $\Delta^{\prime}$ the triangle with vertices $\left(\alpha_{i}, 1 / r_{i}\right), i=0,1,2$. Then (4.2) and the assumption $\left(\theta_{1}, \theta_{2}\right),\left(\lambda_{1}, \lambda_{2}\right) \in H$ mean that the point

$$
\begin{aligned}
x^{*} & :=\left(1-\theta_{1}-\theta_{2}\right)\left(\sigma_{0}, 1 / p_{0}\right)+\theta_{1}\left(\sigma_{1}, 1 / p_{1}\right)+\theta_{2}\left(\sigma_{2}, 1 / p_{2}\right) \\
& =\left(1-\lambda_{1}-\lambda_{2}\right)\left(\alpha_{0}, 1 / r_{0}\right)+\lambda_{1}\left(\alpha_{1}, 1 / r_{1}\right)+\lambda_{2}\left(\alpha_{2}, 1 / r_{2}\right)
\end{aligned}
$$

belongs to the interior of both $\Delta$ and $\Delta^{\prime}$. In the interior of $\Delta \cap \Delta^{\prime}$, take three points $\left(\delta_{i}, 1 / q_{i}\right), i=0,1,2$, such that $x^{*}$ belongs to the interior of the triangle with these vertices. Thus, there are strictly positive numbers $\eta_{0}, \eta_{1}$ and $\eta_{2}$ such that $\eta_{0}+\eta_{1}+\eta_{2}=1$ and

$$
x^{*}:=\eta_{0}\left(\delta_{0}, 1 / q_{0}\right)+\eta_{1}\left(\delta_{1}, 1 / q_{1}\right)+\eta_{2}\left(\delta_{2}, 1 / q_{2}\right)
$$

Moreover, since the points $\left(\delta_{i}, 1 / q_{i}\right)$ belong to the interior of both $\Delta$ and $\Delta^{\prime}$, there exist vectors $\left(\theta_{1}^{i}, \theta_{2}^{i}\right),\left(\lambda_{1}^{i}, \lambda_{2}^{i}\right) \in H, i=0,1,2$, such that

$$
\begin{aligned}
\left(\delta_{i}, 1 / q_{i}\right) & =\left(1-\theta_{1}^{i}-\theta_{2}^{i}\right)\left(\sigma_{0}, 1 / p_{0}\right)+\theta_{1}^{i}\left(\sigma_{1}, 1 / p_{1}\right)+\theta_{2}^{i}\left(\sigma_{2}, 1 / p_{2}\right) \\
& =\left(1-\lambda_{1}^{i}-\lambda_{2}^{i}\right)\left(\alpha_{0}, 1 / r_{0}\right)+\lambda_{1}^{i}\left(\alpha_{1}, 1 / r_{1}\right)+\lambda_{2}^{i}\left(\alpha_{2}, 1 / r_{2}\right), \quad i=0,1,2
\end{aligned}
$$

According to our reiteration Theorem 2.1 we have

$$
\begin{equation*}
\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=\left(X_{0}, X_{1}, X_{2}\right)_{\left(\eta_{1}, \eta_{2}\right), q} \tag{4.4}
\end{equation*}
$$

where

$$
X_{i}=\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}^{i}, \theta_{2}^{i}\right), q_{i}}, \quad i=0,1,2
$$

and also

$$
\begin{equation*}
\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{1}}^{\alpha_{1}}, L_{r_{2}}^{\alpha_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=\left(Y_{0}, Y_{1}, Y_{2}\right)_{\left(\eta_{1}, \eta_{2}\right), q} \tag{4.5}
\end{equation*}
$$

where

$$
Y_{i}=\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{1}}^{\alpha_{1}}, L_{r_{2}}^{\alpha_{2}}\right)_{\left(\lambda_{1}^{i}, \lambda_{2}^{i}\right), q_{i}}, \quad i=0,1,2
$$

The desired relation (4.3) follows by comparing (4.4) with (4.5) and using our Lemma 4.4 to conclude that $X_{i}=Y_{i}=L_{q_{i}}^{\delta_{i}}=L_{q_{i}, q_{i}}^{\delta_{i}, q_{i}}, i=0,1,2$. The proof is complete.

We are now ready to present the proof of Theorem 4.1.
Proof of Theorem 4.1. (a) The case $q<\infty$. When $q=p$ the result holds according to Lemma 4.4 so we assume that $q \neq p$.

From Lemma 4.5 it follows that it is sufficient to find points ( $\alpha_{i}, 1 / r_{i}$ ), $i=0,1,2$, such that

$$
\begin{equation*}
(\sigma, 1 / p)=\left(1-\lambda_{1}-\lambda_{2}\right)\left(\alpha_{0}, 1 / r_{0}\right)+\lambda_{1}\left(\alpha_{1}, 1 / r_{1}\right)+\lambda_{2}\left(\alpha_{2}, 1 / r_{2}\right) \tag{4.6}
\end{equation*}
$$

and for which

$$
\begin{equation*}
\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{1}}^{\alpha_{1}}, L_{r_{2}}^{\alpha_{2}}\right)_{\left(\lambda_{1}, \lambda_{2}\right), q}=L_{p, q}^{\sigma, q} . \tag{4.7}
\end{equation*}
$$

We construct them in the following way: first take $M=(\sigma / 2,1 / q)$ (see Figure 3). Since $q<\infty$ we can find points ( $\alpha_{0}, 1 / r_{0}$ ) and ( $\alpha_{2}, 1 / r_{2}$ ) such that $\alpha_{0}=\alpha_{2}=\sigma / 2$ and as $0<p<\infty$ (cf. Remark 4.2),

$$
1 / r_{0}<\min (1 / p, 1 / q) \leq \max (1 / p, 1 / q)<1 / r_{2} .
$$



Fig. 3
Then, according to (3.1) we have

$$
\begin{equation*}
\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{2}}^{\alpha_{2}}\right)_{\lambda, q}=\left(L_{r_{0}}^{\sigma / 2}, L_{r_{2}}^{\sigma / 2}\right)_{\lambda, q}=L_{q}^{\sigma / 2} \tag{4.8}
\end{equation*}
$$

provided

$$
\begin{equation*}
(1-\lambda) / r_{0}+\lambda / r_{2}=1 / q, \quad \text { i.e., } \quad \lambda=\left(1 / q-1 / r_{0}\right) /\left(1 / r_{2}-1 / r_{0}\right) . \tag{4.9}
\end{equation*}
$$

Now consider the straight line $L$ through $M$ and $(\sigma, 1 / p)$. Moreover, we denote by $N$ the point of intersection of $L$ and the horizontal line through $\left(1 / r_{2}, \sigma / 2\right)$ if $1 / p>1 / q$, and through $\left(1 / r_{0}, \sigma / 2\right)$ if $1 / p<1 / q$ (see Figure 3).

It is sufficient to consider the first case because the second can be dealt with in an analogous way. The first coordinate $\sigma^{*}$ of the point $N=\left(\sigma^{*}, 1 / r_{2}\right)$ can easily be calculated by using the obvious symmetry of triangles:

$$
\begin{equation*}
\frac{\sigma^{*}-\sigma}{\sigma^{*}-\sigma / 2}=\frac{1 / r_{2}-1 / p}{1 / r_{2}-1 / q} . \tag{4.10}
\end{equation*}
$$

We also consider the line $L^{\prime}$, parallel to $L$ and passing through $\left(\sigma / 2,1 / r_{0}\right)$. The intersection of $L^{\prime}$ and the horizontal line through $\left(\sigma / 2,1 / r_{2}\right)$ and $N$ will be our third required point $\left(\alpha_{1}, 1 / r_{1}\right)$, and so we have

$$
\begin{equation*}
1 / r_{1}=1 / r_{2} \quad \text { and } \quad(1-\lambda) \alpha_{1}+\lambda \sigma / 2=\sigma^{*} \tag{4.11}
\end{equation*}
$$

with the same $\lambda$ as in (4.9) (because $L^{\prime}$ is parallel to $L$ ). Since $r_{1}=r_{2}$ it follows from Lemma 3.1 and (4.11) that

$$
\begin{equation*}
\left(L_{r_{1}}^{\alpha_{1}}, L_{r_{2}}^{\alpha_{2}}\right)_{\lambda, q}=\left(L_{r_{2}}^{\alpha_{1}}, L_{r_{2}}^{\sigma / 2}\right)_{\lambda, q}=L_{r_{2}}^{(1-\lambda) \alpha_{1}+\lambda \sigma / 2, q}=L_{r_{2}}^{\sigma^{*}, q} \tag{4.12}
\end{equation*}
$$

where $\sigma^{*}$ is the first coordinate of $N$ (see (4.10)).
If we take $\eta$ such that

$$
(1-\eta) \sigma / 2+\eta \sigma^{*}=\sigma
$$

then as the points $(\sigma / 2,1 / q),(\sigma, 1 / p)$ and $\left(\sigma^{*}, 1 / r_{2}\right)$ lie on the same line $L$ we have

$$
(1-\eta) / q+\eta / r_{2}=1 / p
$$

and Lemma 3.2 shows that

$$
\begin{equation*}
\left(L_{q}^{\sigma / 2}, L_{r_{2}}^{\sigma^{*}, q}\right)_{\eta, q}=L_{p, q}^{\sigma, q} . \tag{4.13}
\end{equation*}
$$

Thus, according to (4.13), (4.8) and (4.12), we have

$$
\begin{equation*}
L_{p, q}^{\sigma, q}=\left(L_{q}^{\sigma / 2}, L_{r_{2}}^{\sigma^{*}, q}\right)_{\eta, q}=\left(\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{2}}^{\alpha_{2}}\right)_{\lambda, q},\left(L_{r_{2}}^{\alpha_{1}}, L_{r_{2}}^{\sigma / 2}\right)_{\lambda, q}\right)_{\eta, q} \tag{4.14}
\end{equation*}
$$

We now put $\lambda_{1}=(1-\lambda) \eta$ and $\lambda_{2}=\lambda$ and use (4.14) and our Corollary 2.6 to conclude that

$$
L_{p, q}^{\sigma, q}=\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{1}}^{\alpha_{1}}, L_{r_{2}}^{\alpha_{2}}\right)_{\left(\lambda_{1}, \lambda_{2}\right), q}
$$

and thus, according to Lemma 4.5, we see that (4.1) holds and the proof of the case $q<\infty$ is complete.
(b) The case $q=\infty$ with the additional assumption $p_{0}, p_{1}, p_{2}>1$. In this case we can use the well known duality

$$
\left(L_{q_{i}}^{-\sigma_{i}}\right)^{*}=L_{p_{i}}^{\sigma_{i}}, \quad 1 / q_{i}+1 / p_{i}=1, i=0,1,2
$$

For $q=1$ we have proved above that

$$
\left(L_{q_{0}}^{-\sigma_{0}}, L_{q_{1}}^{-\sigma_{1}}, L_{q_{2}}^{-\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), 1}=L_{q, 1}^{-\sigma, 1}
$$

where $(\sigma, 1 / q)=\left(1-\theta_{0}-\theta_{1}\right)\left(\sigma_{0}, 1 / q_{0}\right)+\theta_{1}\left(\sigma_{1}, 1 / q_{1}\right)+\theta_{2}\left(\sigma_{2}, 1 / q_{2}\right)$. Therefore by using the duality of $K$ - and $J$-methods (see [CFMR], Th. 3.4) and the equivalence of $K$ - and $J$-methods for Banach function lattices on $\Omega$ (see [AK], Th. 1) we obtain

$$
\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), \infty}=\left(\left(L_{q_{0}}^{-\sigma_{0}}, L_{q_{1}}^{-\sigma_{1}}, L_{q_{2}}^{-\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), 1}\right)^{*}=\left(L_{q, 1}^{-\sigma, 1}\right)^{*} .
$$

It only remains to prove that

$$
\left(L_{q, 1}^{-\sigma, 1}\right)^{*}=L_{p, \infty}^{\sigma, \infty}, \quad 1 / p+1 / q=1
$$

but this formula follows at once from the well known duality of Lorentz spaces $\left[L_{q, 1}\left(w^{-\sigma}\right)\right]^{*}=L_{p, \infty}\left(w^{\sigma}\right)$ and the definition of the spaces $L_{q, 1}^{-\sigma, 1}$. Indeed, $L_{q, 1}^{-\sigma, 1}=l_{1}\left[L_{q, 1}\left(w^{-\sigma}\right)\right]$ in the sense that

$$
\|f\|_{L_{q, 1}^{-\sigma, 1}}=\sum_{k \in \mathbb{Z}}\left\|f w^{-\sigma} \chi_{\Omega_{k}}\right\|_{L_{q, 1}}=\sum_{k \in \mathbb{Z}}\left\|a_{k}\right\|_{L_{q, 1}\left(w^{-\sigma}\right)}, \quad a_{k}=f \chi_{\Omega_{k}}
$$

The sets $\Omega_{k}$ do not intersect and therefore

$$
\left(L_{q, 1}^{-\sigma, 1}\right)^{*}=\left\{l_{1}\left[L_{q, 1}\left(w^{-\sigma}\right)\right]\right\}^{*}=l_{\infty}\left[\left\{L_{q, 1}\left(w^{-\sigma}\right)\right\}^{*}\right]=l_{\infty}\left[L_{p, \infty}\left(w^{\sigma}\right)\right]=L_{p, \infty}^{\sigma, \infty}
$$

(c) The case where $q=\infty$ and at least one of $p_{0}, p_{1}$ and $p_{2}$ is equal to 1 . The case $p_{0}=p_{1}=p_{2}=1$ is not possible since our points are then on one line. In the case when some $p_{i}>1(i=0,1,2)$ we consider the triangle $\Delta$ with vertices $\left(\sigma_{i}, 1 / p_{i}\right)$ and take the points $\left(\alpha_{i}, 1 / r_{i}\right)$ in its interior. Then from Lemma 4.5 it follows that it is enough to calculate the interpolation spaces for the triple $\left(L_{r_{0}}^{\alpha_{0}}, L_{r_{1}}^{\alpha_{1}}, L_{r_{2}}^{\alpha_{2}}\right)$ with $r_{i}>1, i=0,1,2$, which was already done before.

We finish this part by using Theorem 4.1 for calculations which will show that the restrictions in the Second Reiteration Theorem are essential (cf. Remark 2.5).

Example 4.6. Let $X_{0}=L_{p_{0}}^{\sigma_{0}}, X_{1}=L_{p_{1}}^{\sigma_{1}}$ and $X_{2}=L_{p_{0}}^{\sigma_{2}}$ with $\sigma_{1}=$ $\left(1-\alpha_{0}\right) \sigma_{0}+\alpha_{0} \sigma_{2}$. Then

$$
\left(X_{0}, X_{2}\right)_{\alpha_{0}, p_{0}}=\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{0}}^{\sigma_{2}}\right)_{\alpha_{0}, p_{0}}=L_{p_{0}}^{\sigma_{1}}
$$

and so

$$
\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, p_{0}}, X_{1}\right)_{\mu, q}=\left(L_{p_{0}}^{\sigma_{1}}, L_{p_{1}}^{\sigma_{1}}\right)_{\mu, q}=L_{p, q}\left(w^{\sigma_{1}}\right)
$$

with $1 / p=(1-\mu) / p_{0}+\mu / p_{1}$. On the other hand, from Theorem 4.1 it follows that

$$
\left(X_{0}, X_{1}, X_{2}\right)_{\left(\mu, \alpha_{0}(1-\mu)\right), q}=\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{0}}^{\sigma_{2}}\right)_{\left(\mu, \alpha_{0}(1-\mu)\right), q}=L_{p, q}^{\sigma_{1}, q},
$$

but the last block-Lorentz space $L_{p, q}^{\sigma_{1}, q}$ is different in general from the weighted Lorentz spaces $L_{p, q}\left(w^{\sigma_{1}}\right)$ (cf. Example 3.4) and so

$$
\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, p_{0}}, X_{1}\right)_{\mu, q} \neq\left(X_{0}, X_{1}, X_{2}\right)_{\left(\mu, \alpha_{0}(1-\mu)\right), q}
$$

5. Wavelets and stability of smooth function spaces. It is known that the norms in the Besov spaces $B_{p}^{\sigma}$ can be expressed in terms of the wavelet coefficients of the function (see [Me], $[\mathrm{Ky}],[\mathrm{JM}]$ ). For simplicity we first consider the case when the spaces considered are homogeneous and we denote them by $\dot{B}_{p}^{\sigma}$.

Let $\left\{\Psi_{I}^{i}\right\}$ ( $I$ is a dyadic cube in $\mathbb{R}^{d}, i=1, \ldots, 2^{d-1}$ ) be an orthonormal wavelet basis. Then (see [HJLY], p. 431)

$$
\|f\|_{\dot{B}_{p}^{\sigma}} \approx\left(\sum_{i, I}\left(\frac{\left\langle f, \Psi_{I}^{i}\right\rangle}{|I|^{\sigma / d+1 / 2-1 / p}}\right)^{p}\right)^{1 / p}
$$

where $|I|$ denotes the volume of $I$ and $\left\langle f, \Psi_{I}^{i}\right\rangle$ are the wavelet coefficients of $f$. For our purposes it is useful to rewrite this representation as

$$
\|f\|_{\dot{B}_{p}^{\sigma}} \approx\left(\sum_{i, I}\left(\frac{\left\langle f, \Psi_{I}^{i}\right\rangle|I|^{-\sigma / d}}{|I|^{1 / 2}}\right)^{p}|I|\right)^{1 / p}
$$

Moreover, we denote by $\Omega$ the discrete set of pairs $(I, i)$ and introduce a measure $\mu$ on it by putting $\mu(I, i)=|I|$. We also consider the weight $w: \Omega \rightarrow \mathbb{R}_{+}$given by $w(I, i)=|I|^{-1 / d}$. Thus we have

$$
\begin{equation*}
\|f\|_{\dot{B}_{p}^{\sigma}} \approx\left(\sum_{i, I}\left(\frac{\left\langle f, \Psi_{I}^{i}\right\rangle}{|I|^{1 / 2}} w(I, i)^{\sigma}\right)^{p} d \mu(I, i)\right)^{1 / p} \tag{5.1}
\end{equation*}
$$

Therefore the operator $S$ defined by

$$
S f(I, i)=\left\langle f, \Psi_{I}^{i}\right\rangle|I|^{-1 / 2}
$$

is a linear isomorphism between the spaces $\dot{B}_{p}^{\sigma}$ and $L_{p}^{\sigma}=L_{p}\left(\Omega, w^{\sigma} d \mu\right)$ on $\Omega$ with $\mu(I, i)=|I|$ and the weight $w(I, i)=|I|^{-1 / d}$. We remark that a similar representation also holds in the non-homogeneous case, only the set $\Omega$ must be a little different (see [Me]). We denote this set by $\Omega^{\prime}$ and the corresponding operator by $S^{\prime}$. Thus $S^{\prime}$ is a linear isomorphism between $B_{p}^{\sigma}$ and $L_{p}^{\sigma}$ on $\Omega^{\prime}$.

Definition 5.1. Let $X$ be a Banach or quasi-Banach space on $\mathbb{R}^{d}$. We say that $X$ has smoothness index $\sigma$ and integration exponent $p(\sigma \in \mathbb{R}, 0<$ $p \leq \infty)$ if we have continuous imbeddings

$$
B_{p, 1}^{\sigma, 1} \subset X \subset B_{p, \infty}^{\sigma, \infty}
$$

The class of all such spaces will be denoted $C(\sigma, p)$.
Here and in what follows, $B_{p, r}^{\sigma, q}:=B^{\sigma, q}\left(L_{p, r}\right)$ is a generalized Besov space based on the Lorentz spaces $L_{p, r}$ (which Peetre even calls the Lorentz-Besov spaces-cf. [P], pp. 57-58).

We note that the Besov spaces $B_{p}^{\sigma, q}$ and the Sobolev spaces $W_{p}^{k}$ belong to the classes $C(\sigma, p)$ and $C(k, p)$, respectively, since

$$
B_{p, 1}^{\sigma, 1} \subset B_{p}^{\sigma, 1} \subset B_{p}^{\sigma, q} \subset B_{p}^{\sigma, \infty} \subset B_{p, \infty}^{\sigma, \infty}
$$

and

$$
B_{p, 1}^{k, 1} \subset B_{p}^{k, 1} \subset W_{p}^{k} \subset B_{p}^{k, \infty} \subset B_{p, \infty}^{k, \infty}
$$

The main result of this section reads:

Theorem 5.2. Let $X_{i}$ be Banach or quasi-Banach function spaces on $\mathbb{R}^{d}$ such that $X_{i} \in C\left(\sigma_{i}, p_{i}\right), i=0,1,2$, and assume that the points $\left(\sigma_{i}, 1 / p_{i}\right)$, $i=0,1,2$, are not collinear. If $0<q \leq \infty$ and $1<p_{0}, p_{1}, p_{2}<\infty$, then

$$
\begin{equation*}
\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=B_{p, q}^{\sigma, q} \tag{5.2}
\end{equation*}
$$

where

$$
(\sigma, 1 / p)=\left(1-\theta_{1}-\theta_{2}\right)\left(\sigma_{0}, 1 / p_{0}\right)+\theta_{1}\left(\sigma_{1}, 1 / p_{1}\right)+\theta_{2}\left(\sigma_{2}, 1 / p_{2}\right)
$$

Remark 5.3. The assumption that the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, do not lie on the same line is essential. Indeed, from Remark 4.3 and the fact that $S^{\prime}$ is an isomorphism between $B_{p}^{\sigma}$ and $L_{p}^{\sigma}$ it follows that in this case the space $\left(B_{p_{0}}^{\sigma_{0}}, B_{p_{1}}^{\sigma_{1}}, B_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}$ coincides with some space of the form $\left(B_{q_{0}}^{\delta_{0}}, B_{q_{1}}^{\delta_{1}}\right)_{\mu, q}$ and it is known that for $q_{0} \neq q_{1}$ and $q$ non-diagonal this space is not in the scale of Besov spaces.

The proof of Theorem 5.2 is based on the following proposition.
Proposition 5.4. Assume that the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, are not collinear. If $0<q \leq \infty$ and $1 \leq p_{0}, p_{1}, p_{2} \leq \infty$, then

$$
\begin{equation*}
\left(B_{p_{0}}^{\sigma_{0}}, B_{p_{1}}^{\sigma_{1}}, B_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=B_{p, q}^{\sigma, q} \tag{5.3}
\end{equation*}
$$

where

$$
(\sigma, 1 / p)=\left(1-\theta_{1}-\theta_{2}\right)\left(\sigma_{0}, 1 / p_{0}\right)+\theta_{1}\left(\sigma_{1}, 1 / p_{1}\right)+\theta_{2}\left(\sigma_{2}, 1 / p_{2}\right)
$$

Proof. Since $S^{\prime}$ is a linear isomorphism between $B_{p}^{\sigma}$ and $L_{p}^{\sigma}$ it follows that $S^{\prime}$ is also a linear isomorphism between $\left(B_{p_{0}}^{\sigma_{0}}, B_{p_{1}}^{\sigma_{1}}, B_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}$ and $\left(L_{p_{0}}^{\sigma_{0}}, L_{p_{1}}^{\sigma_{1}}, L_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}$. Moreover, according to Theorem 4.1, the last space coincide with $L_{p, q}^{\sigma, q}$, and thus it remains to prove that $S^{\prime}$ is a linear isomorphism between $B_{p, q}^{\sigma, q}$ and $L_{p, q}^{\sigma, q}$.

First of all note that from the assumptions $1 / p=\left(1-\theta_{1}-\theta_{2}\right) / p_{0}+$ $\theta_{1} / p_{1}+\theta_{2} / p_{2}$ and $1 \leq p_{0}, p_{1}, p_{2} \leq \infty$ it follows that $1 \leq p \leq \infty$. Moreover, since the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, do not lie on one straight line, not all $p_{i}$ are 1 and not all $p_{i}$ are $\infty$, and it follows that $1<p<\infty$.

Let us now prove that $S^{\prime}$ is a linear isomorphism between $B_{p, q}^{\sigma, q}$ and $L_{p, q}^{\sigma, q}$. We first note that from the well known equality (see [BL], Th. 6.4.5, (1))

$$
\left(B_{r}^{\alpha_{0}}, B_{r}^{\alpha_{1}}\right)_{\theta, q}=B_{r}^{\alpha, q}, \quad \alpha=(1-\theta) \alpha_{0}+\theta \alpha_{1}
$$

and Lemma 3.1:

$$
\left(L_{r}^{\alpha_{0}}, L_{r}^{\alpha_{1}}\right)_{\theta, q}=L_{r}^{\alpha, q}, \quad \alpha=(1-\theta) \alpha_{0}+\theta \alpha_{1}
$$

it follows that $S^{\prime}$ is an isomorphism between $B_{r}^{\alpha, q}$ and $L_{r}^{\alpha, q}$.
Now, we choose $\beta_{0}, \beta_{1}, r \geq 1$ and $\eta \in(0,1)$ such that

$$
(1-\eta) \beta_{0}+\eta \beta_{1}=\sigma \quad \text { and } \quad(1-\eta) / q+\eta / r=1 / p
$$

(the last equality is possible because $1<p<\infty$ ). Then, according to a result of Peetre (see [P], Th. 6, p. 106, equality (6))

$$
\left(B_{q}^{\beta_{0}}, B_{r}^{\beta_{1}, q}\right)_{\eta, q}=B_{p, q}^{\sigma, q},
$$

and since, in view of Lemma 3.2,

$$
\left(L_{q}^{\beta_{0}}, L_{r}^{\beta_{1}, q}\right)_{\eta, q}=L_{p, q}^{\sigma, q},
$$

it follows that $S^{\prime}$ is an isomorphism between $B_{p, q}^{\sigma, q}$ and $L_{p, q}^{\sigma, q}$. The proof is complete.

Proof of Theorem 5.2. Consider the triangle $\Delta$ with vertices $\left(\sigma_{i}, 1 / p_{i}\right)$, $i=0,1,2$. Since $1<p_{0}, p_{1}, p_{2}<\infty$ it follows that there exists a triangle $\Delta^{\prime}$ with vertices $\left(\alpha_{i}, 1 / r_{i}\right), i=0,1,2$, and $1<r_{0}, r_{1}, r_{2}<\infty$ such that $\Delta$ lies in the interior of $\Delta^{\prime}$. Thus Proposition 5.4 yields

$$
B_{p_{i}, q_{i}}^{\sigma_{i}, q_{i}}=\left(B_{r_{0}}^{\alpha_{0}}, B_{r_{1}}^{\alpha_{1}}, B_{r_{2}}^{\alpha_{2}}\right)_{\left(\lambda_{1}^{i}, \lambda_{2}^{i}\right), q_{i}}, \quad B_{p_{i}}^{\sigma_{i}}=\left(B_{r_{0}}^{\alpha_{0}}, B_{r_{1}}^{\alpha_{1}}, B_{r_{2}}^{\alpha_{2}}\right)_{\left(\lambda_{1}^{i}, \lambda_{2}^{i}\right), p_{i}}
$$

for some parameters $\left(\lambda_{1}^{i}, \lambda_{2}^{i}\right) \in H, i=0,1,2$. Therefore, by the First Reiteration Theorem, we have

$$
\left(B_{p_{0}, 1}^{\sigma_{0}, 1}, B_{p_{1}, 1}^{\sigma_{1}, 1}, B_{p_{2}, 1}^{\sigma_{2}, 1}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=\left(B_{p_{0}}^{\sigma_{0}}, B_{p_{1}}^{\sigma_{1}}, B_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=B_{p, q}^{\sigma, q}
$$

and

$$
\left(B_{p_{0}, \infty}^{\sigma_{0}, \infty}, B_{p_{1}, \infty}^{\sigma_{1}, \infty}, B_{p_{2}, \infty}^{\sigma_{2}, \infty}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=\left(B_{p_{0}}^{\sigma_{0}}, B_{p_{1}}^{\sigma_{1}}, B_{p_{2}}^{\sigma_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=B_{p, q}^{\sigma, q} .
$$

Since for the spaces $X_{i}$ we have the imbeddings

$$
B_{p_{i}, 1}^{\sigma_{i}, 1} \subset X_{i} \subset B_{p_{i}, \infty}^{\sigma_{i}, \infty}, \quad i=0,1,2
$$

the above equalities imply (5.2) and the proof is complete.
Example 5.5. Assume that the points $\left(\sigma_{i}, 1 / p_{i}\right), i=0,1,2$, are not collinear. If $0<q \leq \infty$ and $1<p_{0}, p_{1}, p_{2}<\infty$, then

$$
\begin{equation*}
\left(B_{p_{0}}^{\sigma_{0}, q_{0}}, B_{p_{1}}^{\sigma_{1}, q_{1}}, B_{p_{2}}^{\sigma_{2}, q_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=B_{p, q}^{\sigma, q} \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(W_{p_{0}}^{k_{0}}, W_{p_{1}}^{k_{1}}, W_{p_{2}}^{k_{2}}\right)_{\left(\theta_{1}, \theta_{2}\right), q}=B_{p, q}^{\sigma, q} \tag{5.5}
\end{equation*}
$$

where $1 / p=\left(1-\theta_{1}-\theta_{2}\right) / p_{0}+\theta_{1} / p_{1}+\theta_{2} / p_{2}$ and $\sigma=\left(1-\theta_{1}-\theta_{2}\right) \sigma_{0}+$ $\theta_{1} \sigma_{1}+\theta_{2} \sigma_{2}$ or $\sigma=\left(1-\theta_{0}-\theta_{1}\right) k_{0}+\theta_{1} k_{1}+\theta_{2} k_{2}$, respectively.

REMARK 5.6. It would be interesting, and seems possible, to extend Theorem 5.2 to the whole range $0<p_{0}, p_{1}, p_{2} \leq \infty$.
6. Stein-Weiss interpolation theorem for Lorentz spaces with change of measures. In 1958 Stein and Weiss [SW] proved a very useful interpolation theorem, which can be written (see also [BL], Th. 5.4.1 and 5.5.1) as

$$
\begin{equation*}
\left(L_{p_{0}}\left(w_{0} d \mu\right), L_{p_{1}}\left(w_{1} d \mu\right)\right)_{\theta, p}=L_{p}(w d \mu) \tag{6.1}
\end{equation*}
$$

where $0<p_{0}, p_{1}<\infty, 0<\theta<1$ and

$$
1 / p=(1-\theta) / p_{0}+\theta / p_{1} \quad \text { and } \quad w=w_{0}^{(1-\theta) p / p_{0}} w_{1}^{\theta p / p_{1}}
$$

In this connection it is natural to ask for an analogue of formula (6.1) if we replace $L_{p}$-spaces by Lorentz $L_{p, q}$-spaces. However the "natural" formula

$$
\begin{gather*}
\left(L_{p_{0}, q_{0}}\left(w_{0} d \mu\right), L_{p_{1}, q_{1}}\left(w_{1} d \mu\right)\right)_{\theta, q}=L_{p, q}(w d \mu)  \tag{6.2}\\
1 / q=(1-\theta) / q_{0}+\theta / q_{1}
\end{gather*}
$$

is not true in general (cf. Example 6.3).
We are interested in describing the space

$$
\begin{equation*}
L=\left(L_{p_{0}, q_{0}}\left(w_{0} d \mu\right), L_{p_{1}, q_{1}}\left(w_{1} d \mu\right)\right)_{\theta, q} . \tag{6.3}
\end{equation*}
$$

We will obtain the description as a corollary of a more general result. Let $w$ be a weight function on $\Omega$ and the sets $\Omega_{k}$ be defined by

$$
\begin{equation*}
\Omega_{k}=\Omega_{k}(w)=\left\{x \in \Omega: 2^{k} \leq w(x)<2^{k+1}\right\}, \quad k \in \mathbb{Z} \tag{6.4}
\end{equation*}
$$

and let the Lorentz spaces $L_{p, q}\left(w^{\alpha}, w^{\delta} d \mu\right)$ be given as in the Preliminaries with $\alpha$ and $\delta$ some fixed real numbers.

The main result of this part is the theorem below in which we will need the following conditions:

$$
\begin{align*}
& \delta_{0} \neq \delta_{1}, \quad \frac{\alpha_{0}-\alpha_{1}}{\delta_{0}-\delta_{1}} \leq 0, \quad \frac{\alpha_{0}-\alpha_{1}}{\delta_{0}-\delta_{1}} \neq-\frac{1}{p_{0}}, \quad \frac{\alpha_{0}-\alpha_{1}}{\delta_{0}-\delta_{1}} \neq-\frac{1}{p_{1}}  \tag{6.5}\\
& 1 / p=(1-\theta) / p_{0}+\theta / p_{1}, \quad 1 / q=(1-\theta) / q_{0}+\theta / q_{1} \\
& \alpha=(1-\theta) \alpha_{0}+\theta \alpha_{1}, \quad \delta=(1-\theta) \delta_{0} p / p_{0}+\theta \delta_{1} p / p_{1}
\end{align*}
$$

Theorem 6.1. Let $0<p_{0}, p_{1}, q_{0}, q_{1}<\infty, \alpha_{0}, \alpha_{1}, \delta_{0}, \delta_{1} \in \mathbb{R}$ and assume that the conditions (6.5)-(6.7) are satisfied. Then the norm of the interpolation space

$$
L=\left(L_{p_{0}, q_{0}}\left(w^{\alpha_{0}}, w^{\delta_{0}} d \mu\right), L_{p_{1}, q_{1}}\left(w^{\alpha_{1}}, w^{\delta_{1}} d \mu\right)\right)_{\theta, q}
$$

satisfies

$$
\begin{equation*}
\|f\|_{L} \approx\left(\sum_{k \in \mathbb{Z}}\left(\left\|f \chi_{\Omega_{k}}\right\|_{L_{p, q}\left(w^{\alpha}, w^{\delta} d \mu\right)}\right)^{q}\right)^{1 / q} \tag{6.8}
\end{equation*}
$$

where the sets $\Omega_{k}$ are given by (6.4).
Corollary 6.2 (Stein-Weiss interpolation theorem for Lorentz spaces).
Let $0<p_{0}, p_{1}, q_{0}, q_{1}<\infty$. Then the interpolation space

$$
L=\left(L_{p_{0}, q_{0}}\left(w_{0} d \mu\right), L_{p_{1}, q_{1}}\left(w_{1} d \mu\right)\right)_{\theta, q}
$$

is a block-Lorentz space with norm

$$
\|f\|_{L} \approx\left(\sum_{k \in \mathbb{Z}}\left(\left\|f \chi_{\Omega_{k}}\right\|_{L_{p, q}(w d \mu)}\right)^{q}\right)^{1 / q}
$$

where

$$
\Omega_{k}=\Omega_{k}\left(w_{0}, w_{1}\right)=\left\{x \in \Omega: 2^{k} \leq w_{0}(x) / w_{1}(x)<2^{k+1}\right\}, \quad k \in \mathbb{Z}
$$

and the powers and weights are related by $1 / p=(1-\theta) / p_{0}+\theta / p_{1}, 1 / q=$ $(1-\theta) / q_{0}+\theta / q_{1}$ and $w=w_{0}^{(1-\theta) p / p_{0}} w_{1}^{\theta p / p_{1}}$.

Proof. We rewrite the space $L$ in the form

$$
\begin{aligned}
L & =\left(L_{p_{0}, q_{0}}\left(w_{0} d \mu\right), L_{p_{1}, q_{1}}\left(w_{1} d \mu\right)\right)_{\theta, q} \\
& =\left(L_{p_{0}, q_{0}}\left(\frac{w_{0}}{w_{1}} d \nu\right), L_{p_{1}, q_{1}}(d \nu)\right)_{\theta, q}, \quad d \nu=w_{1} d \mu .
\end{aligned}
$$

Now we use Theorem 6.1 with $\alpha_{0}=\alpha_{1}=\delta_{1}=0, \delta_{0}=1, w=w_{0} / w_{1}$ and measure $\nu$ instead of $\mu$, to obtain

$$
\begin{aligned}
\|f\|_{L} & \approx\left(\sum_{k \in \mathbb{Z}}\left(\left\|f \chi_{\Omega_{k}}\right\|_{L_{p, q}\left(\left(w_{0} / w_{1}\right)^{(1-\theta) p / p_{0}} d \nu\right)}\right)^{q}\right)^{1 / q} \\
& =\left(\sum_{k \in \mathbb{Z}}\left(\left\|f \chi_{\Omega_{k}}\right\|_{L_{p, q}(w d \mu)}\right)^{q}\right)^{1 / q}
\end{aligned}
$$

where $\Omega_{k}$ is as in the statement.
Counterexample 6.3. Let us show that in general the formula

$$
\left(L_{p_{0}, q_{0}}\left(w_{0} d \mu\right), L_{p_{1}, q_{1}}\left(w_{1} d \mu\right)\right)_{\theta, q}=L_{p, q}(w d \mu)
$$

is not true. Here $1 / p=(1-\theta) / p_{0}+\theta / p_{1}, 1 / q=(1-\theta) / q_{0}+\theta / q_{1}$ and $w=w_{0}^{(1-\theta) p / p_{0}} w_{1}^{\theta p / p_{1}}$.

For this we consider $\Omega=\mathbb{N}$ with the measure $\mu(\{n\})=1$ and the weights $w_{0}(n)=2^{n \theta p / p_{1}}, w_{1}(n)=2^{-n(1-\theta) p / p_{0}}$. Then $w_{0}(n) / w_{1}(n)=2^{n}$, $w(n)=w_{0}(n)^{(1-\theta) p / p_{0}} w_{1}(n)^{\theta p / p_{1}}=1$ and so $\Omega_{k}=\{k\}$, and $w d \mu=d \mu$. Hence, from Corollary 6.2 it follows that

$$
\begin{aligned}
\|f\|_{\left(L_{p_{0}, q_{0}}\left(w_{0} d \mu\right), L_{p_{1}, q_{1}}\left(w_{1} d \mu\right)\right)_{\theta, q}} & \approx\left(\sum_{k \in \mathbb{Z}}\left(\left\|f \chi_{\Omega_{k}}\right\|_{L_{p, q}(d \mu)}\right)^{q}\right)^{1 / q} \\
& =c\left(\sum_{k \in \mathbb{Z}}|f(k)|^{q}\right)^{1 / q}
\end{aligned}
$$

and since

$$
\|f\|_{L_{p, q}(d \mu)} \approx\|\{f(k)\}\|_{l_{p, q}}
$$

it follows that these norms are not equivalent.
Proof of Theorem 6.1. It is enough to prove the theorem under the additional condition

$$
\begin{equation*}
\alpha_{0}=-\alpha_{1}, \quad \delta_{0}=-\delta_{1} \tag{6.9}
\end{equation*}
$$

To see this, we set

$$
\widetilde{f}=f \cdot w^{\left(\alpha_{0}+\alpha_{1}\right) / 2}, \quad d \widetilde{\mu}=w^{\left(\delta_{0}+\delta_{1}\right) / 2} d \mu
$$

Then for $\tilde{f}$ the condition (6.9) and the conditions of Theorem 6.1 are satisfied. Therefore if Theorem 6.1 is true under the additional condition (6.9), then we can apply it to $\widetilde{f}$ and $\widetilde{\mu}$, and coming back to $f$ and $\mu$ we obtain Theorem 6.1 without the restriction (6.9).

So assume that $\alpha_{0}, \alpha_{1}, \delta_{0}$ and $\delta_{1}$ also satisfy (6.9), so that the assumption (6.5) can be written as

$$
\begin{equation*}
\frac{\alpha_{0}}{\delta_{0}}=\frac{\alpha_{1}}{\delta_{1}} \leq 0 \tag{6.10}
\end{equation*}
$$

Now, we will use the fact that any weighted Lorentz space is an interpolation space between a couple of weighted $L_{p}$-spaces. More precisely, we will find three spaces (on the initial measure space $(\Omega, \mu)$ )

$$
\begin{equation*}
L_{r_{0}}\left(w^{\sigma_{0}}\right), \quad L_{r_{1}}\left(w^{\sigma_{1}}\right), \quad L_{r_{2}} \tag{6.11}
\end{equation*}
$$

such that $r_{0} \neq r_{2}, r_{1} \neq r_{2}$ and

$$
\begin{equation*}
L_{p_{i}, q_{i}}\left(w^{\alpha_{i}}, w^{\delta_{i}} d \mu\right)=\left(L_{r_{i}}\left(w^{\sigma_{i}}\right), L_{r_{2}}\right)_{\lambda, q_{i}}, \quad i=0,1 \tag{6.12}
\end{equation*}
$$

Thus the required space $L$ can be expressed in the form

$$
\begin{equation*}
L=\left(\left(L_{r_{0}}\left(w^{\sigma_{0}}\right), L_{r_{2}}\right)_{\lambda, q_{0}},\left(L_{r_{1}}\left(w^{\sigma_{1}}\right), L_{r_{2}}\right)_{\lambda, q_{1}}\right)_{\theta, q} \tag{6.13}
\end{equation*}
$$

By using Theorem 2.3 we see that

$$
\begin{equation*}
L=\left(L_{r_{0}}\left(w^{\sigma_{0}}\right), L_{r_{1}}\left(w^{\sigma_{1}}\right), L_{r_{2}}\right)_{(\theta(1-\lambda), \lambda), q} \tag{6.14}
\end{equation*}
$$

If we apply the description from Theorem 4.1, then we will obtain the required result. This is the plan of the proof. To fulfil it we need first of all to find a triple (6.11) such that the equalities (6.12) are satisfied.

From the Freitag-Lizorkin formula (see [Fr], Th. 1 and Th. 2; [L1], Th. 2 or [L2], Th. 2) it follows that (6.12) will be satisfied if we can solve the system

$$
\begin{align*}
1 / p_{i} & =(1-\lambda) / r_{i}+\lambda / r_{2}, & & i=0,1,  \tag{6.15}\\
\alpha_{i} & =-\sigma_{i} \frac{r_{i}}{r_{2}-r_{i}}, & & i=0,1,  \tag{6.16}\\
\delta_{i} & =\sigma_{i} r_{2} \frac{r_{i}}{r_{2}-r_{i}}, & & i=0,1, \tag{6.17}
\end{align*}
$$

under the restrictions

$$
\begin{equation*}
\lambda \in(0,1), \quad r_{0} \neq r_{2}, \quad r_{1} \neq r_{2}, \quad r_{0}, r_{1}, r_{2}>0, \quad \sigma_{0}, \sigma_{1} \in \mathbb{R} \tag{6.18}
\end{equation*}
$$

To solve this system we first notice that in view of (6.16) the condition (6.17) is equivalent to

$$
\begin{equation*}
\delta_{i}=-\alpha_{i} r_{2}, \quad i=0,1 \tag{6.19}
\end{equation*}
$$

According to (6.10) we obtain a solution of (6.19) by putting (6.20) $\quad r_{2}=-\frac{\delta_{0}}{\alpha_{0}}=-\frac{\delta_{1}}{\alpha_{1}}>0 \quad\left(\right.$ if $\alpha_{0}=\alpha_{1}=0$, then we put $\left.r_{2}=\infty\right)$
and so (6.17) will follow from (6.16). Moreover, by the assumption (6.5) in Theorem 6.1 and (6.20), we have

$$
\begin{equation*}
r_{2} \neq p_{i}, \quad i=0,1 \tag{6.21}
\end{equation*}
$$

Moreover, if (6.16) holds, then

$$
\begin{equation*}
r_{0} \neq r_{2}, \quad r_{1} \neq r_{2} \tag{6.22}
\end{equation*}
$$

automatically. Thus we only need to solve the system (6.15) and (6.16), where the unknowns are $\lambda \in(0,1), r_{0}, r_{1}>0$ and $\sigma_{0}, \sigma_{1} \in \mathbb{R}$. This system can be easily solved.

In fact, fix $\lambda \in(0,1)$. Then, in view of (6.15),

$$
\begin{equation*}
\frac{1}{r_{i}}=\frac{1}{1-\lambda}\left(\frac{1}{p_{i}}-\frac{\lambda}{r_{2}}\right), \quad i=0,1 \tag{6.23}
\end{equation*}
$$

and the conditions $r_{i}>0(i=0,1)$ will be satisfied if

$$
\begin{equation*}
\lambda<r_{2} / p_{i}, \quad i=0,1 \tag{6.24}
\end{equation*}
$$

Since $p_{0}$ and $p_{1}$ are finite numbers it is enough to take any $\lambda>0$ which is less than $\min \left(1, r_{2} / p_{0}, r_{2} / p_{1}\right)$. Then the equality (6.16) follows immediately if we choose

$$
\begin{equation*}
\sigma_{i}=-\alpha_{i} \frac{r_{2}-r_{i}}{r_{i}}, \quad i=0,1 \tag{6.25}
\end{equation*}
$$

According to (6.15) we have

$$
1 / p_{i}-1 / r_{2}=(1-\lambda)\left(1 / r_{i}-1 / r_{2}\right)
$$

and by using (6.23) we obtain better formulas for $\sigma_{i}$ and $r_{i}$ :

$$
\begin{aligned}
\sigma_{i} & =-\alpha_{i} \frac{r_{2}-r_{i}}{r_{i}}=\frac{\delta_{i}}{r_{2}} \cdot \frac{r_{2}-r_{i}}{r_{i}}=\delta_{i}\left(\frac{1}{r_{i}}-\frac{1}{r_{2}}\right) \\
& =\delta_{i} \frac{1}{1-\lambda}\left(\frac{1}{p_{i}}-\frac{1}{r_{2}}\right), \quad i=0,1, \\
\frac{1}{r_{i}} & =\frac{1}{r_{2}}+\frac{1}{1-\lambda}\left(\frac{1}{p_{i}}-\frac{1}{r_{2}}\right), \quad i=0,1 .
\end{aligned}
$$

Thus, we have found the following solution for the system (6.15)-(6.18):
(6.26) $\quad r_{2}=-\frac{\delta_{0}}{\alpha_{0}}=-\frac{\delta_{1}}{\alpha_{1}}, \quad \lambda$ any number from $\left(0, \min \left(1, r_{2} / p_{0}, r_{2} / p_{1}\right)\right)$,

$$
\begin{equation*}
\frac{1}{r_{i}}=\frac{1}{r_{2}}+\frac{1}{1-\lambda}\left(\frac{1}{p_{i}}-\frac{1}{r_{2}}\right), \quad i=0,1 \tag{6.27}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{i}=\delta_{i} \frac{1}{1-\lambda}\left(\frac{1}{p_{i}}-\frac{1}{r_{2}}\right), \quad i=0,1 \tag{6.28}
\end{equation*}
$$

The next step will be to apply to the right hand side of (6.14) the description from Theorem 4.1. Thus we need to prove that the points $\left(\sigma_{0}, 1 / r_{0}\right)$, $\left(\sigma_{1}, 1 / r_{1}\right),\left(0,1 / r_{2}\right)$ are not collinear. These points lie on one straight line only if (see (6.27))

$$
\begin{equation*}
\frac{\sigma_{0}}{1 / p_{0}-1 / r_{2}}=\frac{\sigma_{1}}{1 / p_{1}-1 / r_{2}} \tag{6.29}
\end{equation*}
$$

but from (6.28) it follows that (6.29) is equivalent to $\delta_{0}=\delta_{1}$, which contradicts the assumption $\delta_{0} \neq \delta_{1}$ in Theorem 6.1.

Therefore we can apply Theorem 4.1 to the right hand side of (6.14) to obtain

$$
\begin{equation*}
\|f\|_{L} \approx\left(\sum_{k \in \mathbb{Z}}\left(\left\|f w^{\sigma} \chi_{\Omega_{k}}\right\|_{L_{r, q}}\right)^{q}\right)^{1 / q} \tag{6.30}
\end{equation*}
$$

where $L_{r, q}$ is the usual Lorentz space on $\Omega$ with initial measure $\mu$,

$$
\begin{aligned}
& \sigma=(1-\theta)(1-\lambda) \sigma_{0}+\theta(1-\lambda) \sigma_{1}+\lambda \cdot 0 \\
& \frac{1}{r}=\frac{(1-\theta)(1-\lambda)}{r_{0}}+\frac{\theta(1-\lambda)}{r_{1}}+\frac{\lambda}{r_{2}}
\end{aligned}
$$

Furthermore, according to (6.28) and (6.26), it follows that

$$
\begin{aligned}
\sigma & =(1-\theta) \delta_{0}\left(\frac{1}{p_{0}}-\frac{1}{r_{2}}\right)+\theta \delta_{1}\left(\frac{1}{p_{1}}-\frac{1}{r_{2}}\right) \\
& =(1-\theta) \frac{\delta_{0}}{p_{0}}+\theta \frac{\delta_{1}}{p_{1}}-\frac{1}{r_{2}}\left((1-\theta) \delta_{0}+\theta \delta_{1}\right) \\
& =(1-\theta) \frac{\delta_{0}}{p_{0}}+\theta \frac{\delta_{1}}{p_{1}}+(1-\theta) \alpha_{0}+\theta \alpha_{1}
\end{aligned}
$$

and, in view of (6.15),

$$
\frac{1}{r}=(1-\theta)\left(\frac{1-\lambda}{r_{0}}+\frac{\lambda}{r_{2}}\right)+\theta\left(\frac{1-\lambda}{r_{1}}+\frac{\lambda}{r_{2}}\right)=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}
$$

Thus we have $r=p$ and $\sigma=\sigma_{\alpha}+\sigma_{\delta}$, where

$$
\begin{equation*}
\sigma_{\alpha}=(1-\theta) \alpha_{0}+\theta \alpha_{1}, \quad \sigma_{\delta}=(1-\theta) \frac{\delta_{0}}{p_{0}}+\theta \frac{\delta_{1}}{p_{1}} \tag{6.31}
\end{equation*}
$$

To finish the proof we also need the following simple lemma:
Lemma 6.4. Let $L_{p, q}(\mu)$ be a Lorentz space on $(\Omega, \mu)$. If $c$ is a constant, then

$$
\begin{equation*}
\|c g\|_{L_{p, q}(\mu)}=\|g\|_{L_{p, q}(\nu)}, \quad \nu=c^{p} \mu \tag{6.32}
\end{equation*}
$$

Proof. Indeed, since $g_{\nu}^{*}(t)=g_{\mu}^{*}\left(t / c^{p}\right)$ it follows that
$\|g\|_{L_{p, q}(\nu)}=\left(\int_{0}^{\infty}\left(t^{1 / p} g_{\nu}^{*}(t)\right)^{q} \frac{d t}{t}\right)^{1 / q}=\left(\int_{0}^{\infty}\left(t^{1 / p} g_{\mu}^{*}\left(t / c^{p}\right)\right)^{q} \frac{d t}{t}\right)^{1 / q}=\|c g\|_{L_{p, q}(\mu)}$
and the proof of the lemma is finished.
We continue the proof of Theorem 6.1. Since $w^{\sigma_{\delta}}$ on $\Omega_{k}$ satisfies the inequalities

$$
2^{k \sigma_{\delta}} \leq w(x)^{\sigma_{\delta}} \leq 2^{(k+1) \sigma_{\delta}}, \quad x \in \Omega_{k}
$$

it follows from Lemma 6.4 that up to the constant $2^{\sigma_{\delta}}$ we have

$$
\left.\left\|f w^{\sigma} \chi_{\Omega_{k}}\right\|_{L_{r, q}}=\left\|f w^{\sigma} \chi_{\Omega_{k}}\right\|_{L_{p, q}} \approx\left\|f \chi_{\Omega_{k}}\right\|_{L_{p, q}\left(w^{\sigma_{\alpha}}, w^{\sigma} \delta^{p}\right.} d \mu\right)
$$

Now using (6.31) and (6.7) we find that

$$
w^{\sigma_{\alpha}}=\left(w^{\alpha_{0}}\right)^{1-\theta}\left(w^{\alpha_{1}}\right)^{\theta}=w^{\alpha} \quad \text { and } \quad w^{\sigma_{\delta} p}=\left[\left(w^{\delta_{0} / p_{0}}\right)^{1-\theta}\left(w^{\delta_{1} / p_{1}}\right)^{\theta}\right]^{p}=w^{\delta}
$$

The proof is complete.
The restrictions (6.5) are due to the technique used in the proof based on the Second Reiteration Theorem and Theorem 4.1. However, it is not clear if they are really necessary.

Problem 6.5. Are the assumptions (6.5) in Theorem 6.1 necessary?
Remark 6.6. Note that in the Stein-Weiss theorem the assumption that $p$ is diagonal is essential: see for example Ferreyra $[\mathrm{F}]$, where it has been shown that there exists a positive weight $w$ such that

$$
\left(L_{p_{0}}\left(w^{\alpha_{0}}\right), L_{p_{1}}\left(w^{\alpha_{1}}\right)\right)_{\theta, q} \neq L_{p, q}\left(w^{\alpha}\right) \quad \text { when } q \neq p
$$

7. Appendix: proof of Theorem 2.3. First we prove the following lemma of independent interest:

Lemma 7.1. Let $\bar{X}=\left(X_{0}, X_{1}, X_{2}\right)$ be a triple of quasi-Banach spaces. If $0<\alpha_{0}, \alpha_{1}, \mu<1$, then

$$
\begin{equation*}
\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), 1 ; K} \supset\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, 1 ; K},\left(X_{1}, X_{2}\right)_{\alpha_{1}, 1 ; K}\right)_{\mu, 1 ; K} \tag{a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), 1 ; J} \subset\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, 1 ; J},\left(X_{1}, X_{2}\right)_{\alpha_{1}, 1 ; J}\right)_{\mu, 1 ; J} \tag{b}
\end{equation*}
$$

where $\theta_{1}=\left(1-\alpha_{1}\right) \mu$ and $\theta_{2}=\alpha_{0}(1-\mu)+\alpha_{1} \mu$.
Proof. (a) Let $Y_{i}=\left(X_{i}, X_{2}\right)_{\alpha_{i}, 1 ; K}, i=1,2$. For any $\varepsilon>0$ we take an "almost optimal decomposition" $f=f_{0}+f_{1}$ with $f_{0} \in Y_{0}, f_{1} \in Y_{1}$ and

$$
\left\|f_{0}\right\|_{Y_{0}}+t\left\|f_{1}\right\|_{Y_{1}} \leq(1+\varepsilon) K\left(t, f ; Y_{0}, Y_{1}\right)
$$

Note that

$$
\begin{align*}
& K\left(t_{1}, t_{2}, f ; X_{0}, X_{1}, X_{2}\right)  \tag{7.1}\\
& \quad \leq C_{2}\left[K\left(t_{2}, f_{0} ; X_{0}, X_{2}\right)+t_{1} K\left(t_{2} / t_{1}, f_{1} ; X_{1}, X_{2}\right)\right]
\end{align*}
$$

Indeed, if we take almost optimal decompositions $f_{0}=f_{0}^{0}+f_{2}^{0}$ and $f_{1}=$ $f_{1}^{1}+f_{2}^{1}$ such that

$$
\left\|f_{0}^{0}\right\|_{X_{0}}+t_{2}\left\|f_{2}^{0}\right\|_{X_{2}} \leq(1+\varepsilon) K\left(t_{2}, f_{0} ; X_{0}, X_{2}\right)
$$

and

$$
\left\|f_{1}^{1}\right\|_{X_{1}}+\frac{t_{2}}{t_{1}}\left\|f_{2}^{1}\right\|_{X_{2}} \leq(1+\varepsilon) K\left(\frac{t_{2}}{t_{1}}, f_{1} ; X_{1}, X_{2}\right)
$$

then $f_{0}^{0}+f_{2}^{0}+f_{1}^{1}+f_{2}^{1}=f_{0}+f_{1}=f$ and so

$$
\begin{aligned}
& K\left(t_{1}, t_{2}, f ; X_{0}, X_{1}, X_{2}\right) \\
& \quad \leq\left\|f_{0}^{0}\right\|_{X_{0}}+t_{1}\left\|f_{1}^{1}\right\|_{X_{1}}+t_{2}\left\|f_{2}^{0}+f_{2}^{1}\right\|_{X_{2}} \\
& \quad \leq\left\|f_{0}^{0}\right\|_{X_{0}}+C_{2} t_{2}\left\|f_{2}^{0}\right\|_{X_{2}}+t_{1}\left\|f_{1}^{1}\right\|_{X_{1}}+C_{2} t_{2}\left\|f_{2}^{1}\right\|_{X_{2}} \\
& \quad \leq C_{2}(1+\varepsilon) K\left(t_{2}, f_{0} ; X_{0}, X_{2}\right)+C_{2}(1+\varepsilon) t_{1} K\left(t_{2} / t_{1}, f_{1} ; X_{1}, X_{2}\right)
\end{aligned}
$$

Since $\varepsilon>0$ was arbitrary we obtain (7.1).
By using (7.1) we obtain

$$
\begin{aligned}
& \|f\|_{\left(\theta_{1}, \theta_{2}\right), 1 ; K}^{\infty} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{-\theta_{1}} t_{2}^{-\theta_{2}} K\left(t_{1}, t_{2}, f ; \bar{X}\right) \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \\
& \leq \\
& \leq C_{2} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{-\theta_{1}} t_{2}^{-\theta_{2}}\left[K\left(t_{2}, f_{0} ; X_{0}, X_{2}\right)+t_{1} K\left(t_{2} / t_{1}, f_{1} ; X_{1}, X_{2}\right)\right] \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \\
& = \\
& \quad C_{2} \int_{0}^{\infty} \int_{0}^{\infty}\left(t_{1}^{1-\alpha_{1}} t_{2}^{\alpha_{1}-\alpha_{0}}\right)^{-\mu}\left[t_{2}^{-\alpha_{0}} K\left(t_{2}, f_{0} ; X_{0}, X_{2}\right)\right] \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \\
& \quad+C_{2} \int_{0}^{\infty} \int_{0}^{\infty}\left(t_{1}^{1-\alpha_{1}} t_{2}^{\alpha_{1}-\alpha_{0}}\right)^{1-\mu}\left[\left(t_{2} / t_{1}\right)^{-\alpha_{1}} K\left(t_{2} / t_{1}, f_{1} ; X_{1}, X_{2}\right)\right] \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \\
& = \\
& C_{2}\left(I_{1}+I_{2}\right) .
\end{aligned}
$$

In the first integral we make the change of variables

$$
\tau_{1}=t_{1}^{1-\alpha_{1}} t_{2}^{\alpha_{1}-\alpha_{0}}, \quad \tau_{2}=t_{2}
$$

with Jacobian $J\left(\tau_{1}, \tau_{2}\right)=\left(1-\alpha_{1}\right)^{-1} \tau_{1}^{\alpha_{1} /\left(1-\alpha_{1}\right)} \tau_{2}^{-\left(\alpha_{1}-\alpha_{0}\right) /\left(1-\alpha_{1}\right)}$ and so

$$
\begin{aligned}
I_{1} & =\left(1-\alpha_{1}\right)^{-1} \int_{0}^{\infty} \int_{0}^{\infty} \tau_{1}^{-\mu} \tau_{2}^{-\alpha_{0}} K\left(\tau_{2}, f_{0} ; X_{0}, X_{2}\right) \frac{d \tau_{1}}{\tau_{1}} \frac{d \tau_{2}}{\tau_{2}} \\
& =\left(1-\alpha_{1}\right)^{-1} \int_{0}^{\infty} \tau_{1}^{-\mu}\left\|f_{0}\right\|_{\left(X_{0}, X_{2}\right)_{\alpha_{0}, 1 ; K}} \frac{d \tau_{1}}{\tau_{1}}
\end{aligned}
$$

In the second integral the change of variables

$$
\tau_{1}=t_{1}^{1-\alpha_{1}} t_{2}^{\alpha_{1}-\alpha_{0}}, \quad \tau_{2}=t_{2} / t_{1}
$$

with Jacobian $J\left(\tau_{1}, \tau_{2}\right)=\left(1-\alpha_{0}\right)^{-1} \tau_{1}^{\left(1+\alpha_{0}\right) /\left(1-\alpha_{0}\right)} \tau_{2}^{2\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}$ gives

$$
\begin{aligned}
I_{2} & =\left(1-\alpha_{0}\right)^{-1} \int_{0}^{\infty} \int_{0}^{\infty} \tau_{1}^{1-\mu} \tau_{2}^{-\alpha_{1}} K\left(\tau_{2}, f_{1} ; X_{1}, X_{2}\right) \frac{d \tau_{1}}{\tau_{1}} \frac{d \tau_{2}}{\tau_{2}} \\
& =\left(1-\alpha_{0}\right)^{-1} \int_{0}^{\infty} \tau_{1}^{1-\mu}\left\|f_{1}\right\|_{\left(X_{1}, X_{2}\right)_{\alpha_{1}, 1 ; K}} \frac{d \tau_{1}}{\tau_{1}}
\end{aligned}
$$

Thus, setting $\gamma=C_{2} \max \left(\left(1-\alpha_{1}\right)^{-1},\left(1-\alpha_{0}\right)^{-1}\right)$, we have

$$
\begin{aligned}
\|f\|_{\left(\theta_{1}, \theta_{2}\right), 1 ; K} & \leq \gamma \int_{0}^{\infty} \tau_{1}^{-\mu}\left[\left\|f_{0}\right\|_{\left(X_{0}, X_{2}\right)_{\alpha_{0}, 1 ; K}}+\tau_{1}\left\|f_{1}\right\|_{\left.\left(X_{1}, X_{2}\right)_{\alpha_{1}, 1 ; K}\right]} \frac{d \tau_{1}}{\tau_{1}}\right. \\
& =\gamma \int_{0}^{\infty} \tau_{1}^{-\mu}\left[\left\|f_{0}\right\|_{Y_{0}}+\tau_{1}\left\|f_{1}\right\|_{Y_{1}}\right] \frac{d \tau_{1}}{\tau_{1}} \quad[\text { by }(7.1)] \\
& \leq \gamma(1+\varepsilon) \int_{0}^{\infty} \tau_{1}^{-\mu} K\left(\tau_{1}, f ; Y_{0}, Y_{1}\right) \frac{d \tau_{1}}{\tau_{1}}
\end{aligned}
$$

which shows the required imbedding.
(b) Let $Z_{i}=\left(X_{i}, X_{2}\right)_{\alpha_{i}, 1 ; J}, i=1,2$. Assume $f \in\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), 1 ; J}$. Then $f$ can be represented in the form

$$
f=\int_{0}^{\infty} \int_{0}^{\infty} u\left(t_{1}, t_{2}\right) \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \quad\left(\text { convergence in } X_{0}+X_{1}+X_{2}\right)
$$

where $u\left(t_{1}, t_{2}\right)$ is a strongly measurable $X_{0} \cap X_{1} \cap X_{2}$-valued function and satisfies

$$
\left(\int_{0}^{\infty} \int_{0}^{\infty}\left(t_{1}^{-\theta_{1}} t_{2}^{-\theta_{2}} J\left(t_{1}, t_{2}, u\left(t_{1}, t_{2}\right) ; \bar{X}\right)\right)^{q} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}}\right)^{1 / q} \leq(1+\varepsilon)\|f\|_{\left(\theta_{1}, \theta_{2}\right), 1 ; J}
$$

Put

$$
\begin{equation*}
v\left(t_{1}\right)=\frac{1}{1-\alpha_{1}} \int_{0}^{\infty} u\left(t_{1}^{1 /\left(1-\alpha_{1}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{1}\right)}, t_{2}\right) \frac{d t_{2}}{t_{2}} \tag{7.2}
\end{equation*}
$$

Then

$$
f=\int_{0}^{\infty} v\left(t_{1}\right) \frac{d t_{1}}{t_{1}}
$$

In fact, the change of variables

$$
\tau_{1}=t_{1}^{1 /\left(1-\alpha_{1}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{1}\right)}, \quad \tau_{2}=t_{2}
$$

has Jacobian $J\left(\tau_{1}, \tau_{2}\right)=\left(1-\alpha_{1}\right) \tau_{1}^{-\alpha_{1}} \tau_{2}^{\alpha_{1}-\alpha_{0}}$ and so

$$
\begin{aligned}
\int_{0}^{\infty} v\left(t_{1}\right) \frac{d t_{1}}{t_{1}} & =\frac{1}{1-\alpha_{1}} \int_{0}^{\infty} \int_{0}^{\infty} u\left(t_{1}^{1 /\left(1-\alpha_{1}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{1}\right)}, t_{2}\right) \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} u\left(\tau_{1}, \tau_{2}\right) \frac{d \tau_{1}}{\tau_{1}} \frac{d \tau_{2}}{\tau_{2}}=f
\end{aligned}
$$

Hence, by the definition of the space $\left(Z_{0}, Z_{1}\right)_{\mu, 1 ; J}$ and the $J$-functional we obtain

$$
\begin{aligned}
\|f\|_{\left(Z_{0}, Z_{1}\right)_{\mu, 1 ; J}} & \leq \int_{0}^{\infty} t_{1}^{-\mu} J\left(t_{1}, v\left(t_{1}\right) ; Z_{0}, Z_{1}\right) \frac{d t_{1}}{t_{1}} \\
& \leq \int_{0}^{\infty} t_{1}^{-\mu}\left\|v\left(t_{1}\right)\right\|_{Z_{0}} \frac{d t_{1}}{t_{1}}+\int_{0}^{\infty} t_{1}^{1-\mu}\left\|v\left(t_{1}\right)\right\|_{Z_{1}} \frac{d t_{1}}{t_{1}}=J_{1}+J_{2}
\end{aligned}
$$

To estimate the first integral we use the definition of the norm in $Z_{0}=$ $\left(X_{0}, X_{2}\right)_{\alpha_{0}, 1 ; J}$ and the representation (7.2) to get

$$
\begin{aligned}
J_{1}= & \int_{0}^{\infty} t_{1}^{-\mu}\left\|v\left(t_{1}\right)\right\|_{Z_{0}} \frac{d t_{1}}{t_{1}} \\
\leq & \frac{1}{1-\alpha_{1}} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{-\mu} t_{2}^{-\alpha_{0}} \\
& \times J\left(t_{2}, u\left(t_{1}^{1 /\left(1-\alpha_{1}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{1}\right)}, t_{2}\right) ; X_{0}, X_{2}\right) \frac{d t_{2}}{t_{2}} \frac{d t_{1}}{t_{1}} \\
\leq & \frac{1}{1-\alpha_{1}} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{-\mu} t_{2}^{-\alpha_{0}}\left[\left\|u\left(t_{1}^{1 /\left(1-\alpha_{1}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{1}\right)}, t_{2}\right)\right\|_{X_{0}}\right. \\
& \left.+t_{2}\left\|u\left(t_{1}^{1 /\left(1-\alpha_{1}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{1}\right)}, t_{2}\right)\right\|_{X_{2}}\right] \frac{d t_{2}}{t_{2}} \frac{d t_{1}}{t_{1}}
\end{aligned}
$$

Changing variables

$$
\tau_{1}=t_{1}^{1 /\left(1-\alpha_{1}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{1}\right)}, \quad \tau_{2}=t_{2}
$$

with Jacobian $J\left(\tau_{1}, \tau_{2}\right)=\left(1-\alpha_{1}\right) \tau_{1}^{-\alpha_{1}} \tau_{2}^{\alpha_{1}-\alpha_{0}}$, we obtain

$$
\begin{aligned}
J_{1} & \leq \int_{0}^{\infty} \int_{0}^{\infty} \tau_{1}^{-\theta_{1}} \tau_{2}^{-\theta_{2}}\left[\left\|u\left(\tau_{1}, \tau_{2}\right)\right\|_{X_{0}}+\tau_{2}\left\|u\left(\tau_{1}, \tau_{2}\right)\right\|_{X_{2}}\right] \frac{d \tau_{2}}{\tau_{2}} \frac{d \tau_{1}}{\tau_{1}} \\
& \leq 2 \int_{0}^{\infty} \int_{0}^{\infty} \tau_{1}^{-\theta_{1}} \tau_{2}^{-\theta_{2}} J\left(\tau_{1}, \tau_{2}, u\left(\tau_{1}, \tau_{2}\right) ; X_{0}, X_{1}, X_{2}\right) \frac{d \tau_{2}}{\tau_{2}} \frac{d \tau_{1}}{\tau_{1}} \\
& \leq 2(1+\varepsilon)\|f\|_{\left(\theta_{1}, \theta_{2}\right), 1 ; J} .
\end{aligned}
$$

The second integral can be estimated similarly. First we rewrite the representation (7.2) in the form

$$
\begin{aligned}
v\left(t_{1}\right) & =\frac{1}{1-\alpha_{1}} \int_{0}^{\infty} u\left(t_{1}^{1 /\left(1-\alpha_{1}\right)} s_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{1}\right)}, s_{2}\right) \frac{d s_{2}}{s_{2}} \\
& =\frac{1}{1-\alpha_{0}} \int_{0}^{\infty} u\left(t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}, t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(1-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}\right) \frac{d t_{2}}{t_{2}}
\end{aligned}
$$

and then

$$
\begin{aligned}
J_{2}= & \int_{0}^{\infty} t_{1}^{1-\mu}\left\|v\left(t_{1}\right)\right\|_{Z_{1}} \frac{d t_{1}}{t_{1}} \\
\leq & \frac{1}{1-\alpha_{0}} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{1-\mu} t_{2}^{-\alpha_{1}} \\
& \times J\left(t_{2}, u\left(t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{0}\right)},\right.\right. \\
\leq & \left.\left.\frac{1}{1-\alpha_{0}} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(1-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}\right) ; X_{1}^{-\alpha_{1}}, X_{2}\right) \frac{d t_{2}}{t_{2}} \frac{d t_{1}}{t_{1}} \\
& \times\left[\left\|u\left(t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}, t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(1-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}\right)\right\|_{X_{1}}\right. \\
& \left.+t_{2}\left\|u\left(t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}, t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(1-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}\right)\right\|_{X_{2}}\right] \frac{d t_{2}}{t_{2}} \frac{d t_{1}}{t_{1}} .
\end{aligned}
$$

Changing variables

$$
\tau_{1}=t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(\alpha_{0}-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}, \quad \tau_{2}=t_{1}^{1 /\left(1-\alpha_{0}\right)} t_{2}^{\left(1-\alpha_{1}\right) /\left(1-\alpha_{0}\right)}
$$

with Jacobian $J\left(\tau_{1}, \tau_{2}\right)=\left(1-\alpha_{0}\right) \tau_{1}^{-\alpha_{1}} \tau_{2}^{\alpha_{1}-\alpha_{0}}$, we obtain

$$
J_{2} \leq \int_{0}^{\infty} \int_{0}^{\infty} \tau_{1}^{-\theta_{1}} \tau_{2}^{-\theta_{2}} \tau_{1}\left[\left\|u\left(\tau_{1}, \tau_{2}\right)\right\|_{X_{1}}+\frac{\tau_{2}}{\tau_{1}}\left\|u\left(\tau_{1}, \tau_{2}\right)\right\|_{X_{2}}\right] \frac{d \tau_{2}}{\tau_{2}} \frac{d \tau_{1}}{\tau_{1}}
$$

$$
\begin{aligned}
& \leq 2 \int_{0}^{\infty} \int_{0}^{\infty} \tau_{1}^{-\theta_{1}} \tau_{2}^{-\theta_{2}} J\left(\tau_{1}, \tau_{2}, u\left(\tau_{1}, \tau_{2}\right) ; X_{0}, X_{1}, X_{2}\right) \frac{d \tau_{2}}{\tau_{2}} \frac{d \tau_{1}}{\tau_{1}} \\
& \leq 2(1+\varepsilon)\|f\|_{\left(\theta_{1}, \theta_{2}\right), 1 ; J}
\end{aligned}
$$

By putting together all the above estimates we obtain

$$
\|f\|_{\left(Z_{0}, Z_{1}\right)_{\mu, 1 ; J}} \leq 4(1+\varepsilon)\|f\|_{\left(\theta_{1}, \theta_{2}\right), 1 ; J}
$$

and the lemma is proved.
Remark 7.2. In view of our proof above we see that Lemma 7.1 is true even for triples of quasi-normed Abelian groups.

Proof of Theorem 2.3. By using the power theorem for quasi-Banach couples (see [BL], Th. 3.11.6) we have
$\left[\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}},\left(X_{1}, X_{2}\right)_{\alpha_{1}, q_{1}}\right)_{\mu, q}\right]^{q}=\left(\left[\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}}\right]^{q_{0}},\left[\left(X_{1}, X_{2}\right)_{\alpha_{1}, q_{1}}\right]^{q_{0}}\right)_{\eta, 1}$, where $\eta=\mu q / q_{1}$ (or equivalently $\left.1-\eta=(1-\mu) q / q_{0}\right)$.

We can find $0<\beta_{0}, \beta_{1}<1$ such that $s_{2}=q_{0} \alpha_{0} / \beta_{0}=q_{1} \alpha_{1} / \beta_{1}$ and we also put $s_{0}=q_{0}\left(1-\alpha_{0}\right) /\left(1-\beta_{0}\right)$ and $s_{1}=q_{1}\left(1-\alpha_{1}\right) /\left(1-\beta_{1}\right)$. We can do this because if, for example, $q_{1} \alpha_{1} \geq q_{0} \alpha_{0}$, then we choose $\beta_{1} \in\left[\beta_{0}, 1\right)$ and take $\beta_{0}=\beta_{1} q_{0} \alpha_{0} /\left(q_{1} \alpha_{1}\right)$. We see that $\beta_{0}<1$. Again by the power theorem for quasi-Banach couples we find that

$$
\left(\left[\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}}\right]^{q_{0}},\left[\left(X_{1}, X_{2}\right)_{\alpha_{1}, q_{1}}\right]^{q_{0}}\right)_{\eta, 1}=\left(\left(X_{0}^{s_{0}}, X_{2}^{s_{2}}\right)_{\beta_{0}, 1},\left(X_{1}^{s_{1}}, X_{2}^{s_{2}}\right)_{\beta_{1}, 1}\right)_{\mu, 1} .
$$

By Lemma 7.1 together with the equivalence Theorem 1 of [AK] for quasiBanach function lattices, we find that

$$
\left(\left(X_{0}^{s_{0}}, X_{2}^{s_{2}}\right)_{\beta_{0}, 1},\left(X_{1}^{s_{1}}, X_{2}^{s_{2}}\right)_{\beta_{1}, 1}\right)_{\mu, 1}=\left(X_{0}^{s_{0}}, X_{1}^{s_{1}}, X_{2}^{s_{2}}\right)_{\left(\lambda_{1}, \lambda_{2}\right), 1},
$$

where

$$
\lambda_{1}=\left(1-\beta_{1}\right) \eta \quad \text { and } \quad \lambda_{2}=\beta_{0}(1-\eta)+\beta_{1} \eta .
$$

By using the power theorem of Sparr [S, Th. 7.1] for triples of quasi-normed Abelian groups we obtain

$$
\left(X_{0}^{s_{0}}, X_{1}^{s_{1}}, X_{2}^{s_{2}}\right)_{\left(\lambda_{1}, \lambda_{2}\right), 1}=\left[\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), q}\right]^{q},
$$

where $\theta_{1}=\lambda_{1} s_{1} / q, \theta_{2}=\lambda_{2} s_{2} / q$ and $1-\theta_{1}-\theta_{2}=\left(1-\lambda_{1}-\lambda_{2}\right) s_{0} / q$. Thus

$$
\left(\left(X_{0}, X_{2}\right)_{\alpha_{0}, q_{0}},\left(X_{1}, X_{2}\right)_{\alpha_{1}, q_{1}}\right)_{\eta, q}=\left(X_{0}, X_{1}, X_{2}\right)_{\left(\theta_{1}, \theta_{2}\right), q}
$$

with equivalent quasi-norms (observe that $\theta_{1}=\lambda_{1} s_{1} / q=\left(1-\alpha_{1}\right) \mu$ and also $\left.\theta_{2}=\lambda_{2} s_{2} / q=\alpha_{0}(1-\mu)+\alpha_{1} \mu\right)$ and Theorem 2.3 is proved.
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