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Interpolation by bivariate polynomials
based on Radon projections

by

B. Bojanov and I. K. Georgieva (Sofia)

Abstract. For any given set of angles θ0 < . . . < θn in [0, π), we show that a set
of
(n+2

2

)
Radon projections, consisting of k parallel X-ray beams in each direction θk,

k = 0, . . . , n, determines uniquely algebraic polynomials of degree n in two variables.

1. Introduction. Most of the methods for approximate reconstruction
of a univariate function f are based on sampling values of f at a finite
number of points, and the tools used are usually those of interpolation.
This is a natural approach to approximation of univariate functions since
a table of function values is a standard type of information about f that
comes as output in practical problems and processes described by func-
tions in one variable, and in addition, the Lagrange interpolation problem
by polynomials is always solvable. In the multivariate case, such an ap-
proach encounters serious difficulties. For example, it is well known that
pointwise interpolation by multivariate polynomials is no more possible for
every choice of nodes. Moreover, there are a lot of practical problems in
which information about the relevant function comes as a set of function-
als different from point evaluations. In tomography, electronic microscopy,
and technics, the data often consists of values of linear integrals over seg-
ments. In many situations, a table of mean values of a function of d vari-
ables on (d− 1)-dimensional hyperplanes is considered to be the most nat-
ural type of data for multivariate functions. Hakopian’s famous interpo-
lation formula [6] (see also [7]) is an important reason to take this ap-
proach.

Hakopian proved that for any given n + 2 distinct points X0, . . . ,Xn+1
on the boundary of a convex body D (say, a disk), the set of integrals of
f over all the linear segments [Xi,Xj] determines uniquely every polyno-
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mial f of degree n. This is actually a particular case (d = 2) of a more
general multivariate result he proved in [6]. Note that in the bivariate
case Hakopian’s interpolation coincides with another (earlier) multivari-
ate interpolation, considered by Cavaretta, Micchelli and Sharma [3]. In
fact, the first method of recovering a polynomial of degree n from its in-
tegrals over chords defined by equally spaced points {Xi} on the bound-
ary of the unit disk was described by Marr in [11]. Interpolation theorems
based on integrals over chords can be used for approximate reconstruction of
functions from their Radon transforms. Because of the importance of such
recovery methods for applications in tomography, they have been inten-
sively studied (see, for example, [11], [8], [10], [19], [4] and the bibliography
therein).

Hakopian’s interpolation theorem is the only result in the literature that
describes a general configuration of chords which generates a poised (solv-
able) interpolation for any degree n of the polynomial. The purpose of this
paper is to provide another interpolation theorem, based on integrals over
(n+ 1)(n+ 2)/2 chords taken in n+ 1 distinct directions.

2. Preliminaries. We denote by Πn(R2) the set of all real algebraic
polynomials in two variables of total degree n, that is,

Πn(R2) :=
{ ∑

i+j≤n
αijx

iyj : αij ∈ R
}
.

The set of univariate polynomials of degree n will be designated by Πn.
We shall consider real functions f on the plane R2. The points of R2

will be denoted by x = (x, y). Also, we shall assume throughout this paper
that the functions f which are to be approximated have their support in the
unit disk B := {x : ‖x‖ ≤ 1}. Here, as usual, ‖ · ‖ is the Euclidean norm,
‖x‖ = (x2 + y2)1/2.

It will be supposed that the integrals of f are known along different
lines intersecting the unit ball B. Given t ∈ [−1, 1] and an angle θ ∈ [0, π),
measured counterclockwise from the positive x-axis, we define the line ` by
the equation

`(x, y) := x cos θ + y sin θ − t = 0.

The points (x, y) on the finite segment I(θ, t) := ` ∩ B can be represented
as follows:

x = t cos θ − s sin θ, y = t sin θ + s cos θ

for s ∈ [−
√

1− t2,
√

1− t2].
For t ∈ [−1, 1] the Radon projection Rθ(f ; t) of f in direction θ is de-

fined by
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Rθ(f ; t) :=
�

I(θ,t)

f(x) dx

=

√
1−t2�

−
√

1−t2
f(t cos θ − s sin θ, t sin θ + s cos θ) ds.

In the literature it is also called an X-ray . Let us mention that

Rθ(f ; t) ≡ Rθ+π(f ;−t).
Thus, two angles θ1 and θ2 which are equal mod π produce the same pro-
jection. That is why we assume in what follows that 0 ≤ θ < π.

The Radon transform

f 7→ {Rθ(f ; t) : −1 ≤ t ≤ 1, 0 ≤ θ < π}
determines f uniquely. This was proved by Radon [15] and John [9] for differ-
entiable functions. A recent result of [19] (treating the general d-dimensional
case) implies the following.

Theorem A. If f ∈ L1(R2) has compact support in B, then f is
uniquely determined by any infinite set of X-rays.

Since the function f ≡ 0 has all its projections equal to zero, the above
theorem implies that the only function that has zero Radon transform is the
zero function.

The Radon projection is easily computed in the special case when f
has a “plane wave” structure. Let us describe it more precisely. Let %(t) be
a given univariate function and for a given angle θ define the unit vector
ξ = (cos θ, sin θ). The function

%(x · ξ) := %(x cos θ + y sin θ)

is called a ridge function in direction θ corresponding to %(t) (with profile %).
Clearly, any ridge function with direction θ takes constant values on

every line which is perpendicular to ξ. Therefore, for every ridge function
%(x · ξ),

Rθ(%; t) = 2
√

1− t2 %(t).

The Radon projections of an algebraic polynomial P ∈ Πn(R2) in a given
direction θ can be easily found:

Lemma 1. Let θ be fixed. For every polynomial P ∈ Πn(R2), there exists
a univariate polynomial p of degree n such that

Rθ(P ; t) =
√

1− t2 p(t), −1 ≤ t ≤ 1.

This is a particular case of a known multivariate result (see, for example,
[2, Lemma 4.1]).
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Every algebraic polynomial P ∈ Πn(R2) is uniquely determined by only
a finite number of projections.

Theorem B. Let θ0 < . . . < θn be any given angles in [0, π). Then the
projections

Rθk(P ; t), −1 ≤ t ≤ 1, k = 0, . . . , n,

determine P uniquely.

Proof. Since P (x, y) =
∑

i+j≤n aijx
iyj, we have

Rθ(P ; t) =
∑

i+j≤n
aij

√
1−t2�

−
√

1−t2
(t cos θ − s sin θ)i(t sin θ + s cos θ)j ds.

From the condition i+ j ≤ n it follows that the integrand is a trigonometric
polynomial of θ of degree n and it remains so after integration on s. Since
Rθ+π(P ; t) = Rθ(P ;−t) and {Rθk(P ; t)}nk=0 are given, we can suppose that
Rθ(P ; t) is known for 2n + 2 different values of θ in [0, 2π). Now, every
trigonometric polynomial of degree n is determined by its values at 2n + 1
points in [0, 2π). It follows that we know Rθ(P ; t) for any θ. Using the
Radon theorem (Theorem A) we conclude that f is uniquely determined by
Rθk(P ; t), k = 0, . . . , n. The proof is complete.

In view of the remark after Theorem A, the following is an immediate
consequence.

Corollary 1. Let 0 ≤ θ0 < . . . < θn < π. If P ∈ Πn(R2) and
Rθk(P ; t) = 0 for k = 0, . . . , n, then P ≡ 0.

Our goal is to interpolate f by algebraic polynomials fromΠn(R2) using a
finite number of integrals {Rθi(f ; tj)}. Note that the dimension of the linear
space Πn(R2) is equal to the number of the monomials {xiyj : i+ j ≤ n}:

dimΠn(R2) = d(n) :=
(
n+ 2

2

)
.

When studying functions on B it is often helpful to use another basis in
Πn(R2) which is generated by the Chebyshev polynomials of the second
kind

Um(t) :=
1√
π

sin (m+ 1)θ
sin θ

, t = cos θ.

It is well known (see, for example, [16]) that Um(t) is orthogonal to all
polynomials of degree less than m on [−1, 1] with respect to the weight
function

√
1− t2. The polynomials {Um} are normalized so that

�

B

U2
m(y) dx dy = 1.
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For a given θ (and ξ := (cos θ, sin θ)), construct the ridge polynomial

Um(θ; x) := Um(x · ξ) = Um(x cos θ + y sin θ),

which takes the same value Um(t) at all points on the line at distance t
from the origin and making angle θ with the x-axis. According to Lemma 1,
the projection of Um(θ; x) at any direction ϕ can be expressed through a
univariate polynomial p which is supposed to depend on ϕ. But the next
lemma shows that it is actually the same for any ϕ, and moreover, it is
just Um(t).

Lemma 2. For each t ∈ (−1, 1), θ and ϕ, we have

Rϕ(Um(θ; ·); t) =
2

m+ 1

√
1− t2 Um(t)

sin (m+ 1)(ϕ− θ)
sin(ϕ− θ) .

This remarkable relation was established by Marr in [11]. We shall call it
Marr’s formula. Different proofs have been given by many authors (see, for
example [1, Corollary 2]). Marr’s formula is a key equality for the Cheby-
shev–Fourier analysis on B. It shows the way to reduce the multivariate case
to a univariate one. The following useful relation can be easily derived from
Marr’s formula.

Corollary 2. For any two angles θ and ϕ we have
�

B

Um(θ; x)Um(ϕ; x) dx =
1

m+ 1
sin (m+ 1)(ϕ− θ)

sin(ϕ− θ) .

Proof. Using the fact that Um(ϕ; x) = Um(t) for every x on the line
segment I(ϕ, t), we get

�

B

Um(θ; x)Um(ϕ; x) dx =
1�

−1

[ �

I(ϕ,t)

Um(θ; x)Um(ϕ; x) dx
]
dt

=
1�

−1

Um(t)Rϕ(Um(θ; ·); t) dt.

Then substituting the expression from Lemma 2 for Rϕ(Um(θ; ·); t), and
taking into account the normalization � 1

−1

√
1− t2 U2

m(t) dt = 1/2, we obtain
the result.

Similarly one can see that for every θ the ridge polynomial Um(θ; t) is
orthogonal to every polynomial from Πm−1(R2) on B, i.e.,

(1)
�

B

Um(θ; x)P (x) dx = 0 for every P ∈ Πm−1(R2).
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Indeed, making use of Lemma 1, we obtain

�

B

Um(θ; x)P (x) dx =
1�

−1

Um(t)Rθ(P ; t) dt

=
1�

−1

√
1− t2 Um(t)p(t) dt = 0.

The ridge polynomials Um(θ; t) with equally spaced angles θ play a fun-
damental role in the space of bivariate polynomials, as can be seen from the
following proposition. It is an immediate consequence of (1) and Corollary 2.

Theorem C. Let

θmj :=
jπ

m+ 1
, m ∈ N, j = 0, . . . ,m,

and
Umj(x) := Um(θmj ; x).

The ridge polynomials {Umj} form an orthonormal basis in Πn(R2) on B.

More about the polynomials {Umj} and other systems of orthogonal
polynomials in d variables can be found in [5] and [14].

3. The interpolation theorem. By Theorem B, every polynomial
P ∈ Πn(R2) is uniquely determined by its Radon projections in n+1 distinct
directions θ0, . . . , θn. In other words, given the functions

Rθ0(P ; t), . . . ,Rθn(P ; t)

and the information that they are Radon projections of an algebraic poly-
nomial P of degree less than or equal to n, one can identify the polynomial
P uniquely. According to Lemma 1,

Rθ(P ; t) =
√

1− t2 p(t)
with some p ∈ Πn. Therefore, we do not need to know the values of Rθ(P ; t)
for all t. It would be enough to compute the Radon projection Rθ(P ; t) for
n+1 distinct values of t only. Then the value of Rθ(P ; t) can be recovered at
any point t by Lagrange interpolation. Thus we face the following problem:
Suppose we know the values

Rθi(P ; tij), i = 0, . . . , n, j = 0, . . . , n,

for some 0 ≤ θ0 < . . . < θn < π and −1 < ti0 < . . . < tin < 1, i = 0, . . . , n.
How to reconstruct P , provided P ∈ Πn(R2)?

On account of Theorem C we can write P in the form

(2) P (x) =
n∑

m=0

m∑

j=0

amj(P )Umj(x)
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with
amj(P ) =

�

B

P (x)Umj(x) dx.

Our goal is to find the coefficients amj . If we choose ti0, . . . , tin to be the
zeros η0, . . . , ηn of Un+1(t), then we can easily calculate amj , and hence find
P using the Gaussian cubature formula

(3)
�

B

f(x) dx ≈
n∑

k=0

Ak
�

Ik

f

which was found in [1]. Here � Ik denotes the line integral over the chord Ik
passing through x = ηk and parallel to the y-axis. The coefficients are explic-
itly given in [1]. The cubature is exact for every polynomial f ∈ Π2n+1(R2)
and is unique (up to rotation) with the highest degree of precision (see [2]).
Since degPUmj ≤ 2n, we can compute the integral for amj(P ) exactly by an
appropriate rotation of (3) (so that the x-axis goes to direction θmj) using
the values �

Ik

PUmj = Um(ηk)Rθmj (P ; ηk), k = 0, . . . , n.

Note that Rθmj (P ; ηk) can be found via trigonometric interpolation since
Rθ(P ; ηk) is given for n+ 1 values of θ (namely, for θ = θ0, . . . , θn). There-
fore, the cubature formula (3) allows us to reconstruct every polynomial
P ∈ Πn(R2) from (n+ 1)2 Radon projections. But (n+ 1)2 is twice the di-
mension d(n) of Πn(R2). Is there a way to recover P using exactly d(n) val-
ues? In other words, is there a configuration of d(n) chords {I(θi, tj)}(i,j)∈J
(|J | = d(n)) in the disk B such that the interpolation problem

�

I(θi,tj)

P (x) dx = γij , (i, j) ∈ J, P ∈ Πn(R2),

is poised (i.e., has a unique solution for any given data {γij})? As already
mentioned in the introduction, Hakopian’s result [6] says that if I(θi, tj) are
the linear segments joining any 2 points from any preassigned set of n + 2
points on the boundary ∂B of B, then the corresponding interpolation prob-
lem is poised. This is the only known non-trivial configuration of chords for
poised interpolation that works for every n. Note that in the Hakopian case
one needs to compute the Radon projections in d(n) different directions θi.
Such data come from measuring X-rays issuing from n + 1 distinct points
on ∂B. Another situation of practical importance is when the X-rays are
taken in n + 1 groups, all rays in each group being parallel. This is the
situation we are considering. It can be described by a set of given angles
θ0 < . . . < θn in [0, π) and a triangular matrix T = {tki} of points

tkk < . . . < tkn, k = 0, . . . , n,
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associated with the angles. The problem is to characterize all locations of
the nodes {tkj} for which the interpolation of the set of data {Rθk(·; tkj)} by
polynomials of degree n is poised. For example, in case n = 1, the set of data
consists of three integrals: one over a chord in direction θ0 and two others,
parallel, in direction θ1. It can be easily seen in this simple case that the
problem is poised if and only if t00 6= 0. This can be written as U1(t00) 6= 0.

The matrices

Uk :=




Uk(tkk) Uk+1(tkk) . . . Un(tkk)
Uk(tk,k+1) Uk+1(tk,k+1) . . . Un(tk,k+1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Uk(tkn) Uk+1(tkn) . . . Un(tkn)




play a crucial role in the interpolation problem we consider here.

Theorem 1. For given angles 0 ≤ θ0 < . . . < θn < π and associated
points T = {tki}nk=0,

n
i=k, the interpolation problem

�

I(θk,tki)

P (x) dx = γki, k = 0, . . . , n, i = k, . . . , n, P ∈ Πn(R2),

is poised if and only if

det Uk 6= 0 for k = 0, . . . , n.

Proof. By Lemma 1, for each k we can write

Rθk(P ; t) =
√

1− t2 pk(t)
with some univariate polynomial pk of degree n. Expanding now pk in a
Chebyshev series, we obtain

Rθk(P ; t) =
√

1− t2
n∑

i=0

bki(P )Ui(t),

where

(4) bki(P ) = 2
1�

−1

Rθk(P ; t)Ui(t) dt = 2
�

B

P (x)Ui(θk; x) dx.

On the other hand, using (2), we can computeRθk(P ; t) in terms of {amj(P )}.
Indeed, by Marr’s formula,

Rθk(P ; t) =
n∑

m=0

m∑

j=0

amjRθk(Umj ; t)

=
n∑

m=0

m∑

j=0

amj
2

m+ 1

√
1− t2 Um(t)

sin (m+ 1)(θmj − θk)
sin(θmj − θk)

=
√

1− t2
n∑

m=0

( m∑

j=0

smkjamj

)
Um(t)
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where we have used the notation

smkj :=
2

m+ 1
sin (m+ 1)(θmj − θk)

sin(θmj − θk)
.

The last two representations of Rθk(P ; t) lead to the equality

(5)
n∑

m=0

( m∑

j=0

smkj amj

)
Um(t) =

n∑

i=0

bkiUi(t).

Comparing the coefficients of Um(t) on both sides of (5) we arrive at the
relation smk0 am0 + . . .+ smkm amm = bkm. It was derived for any particular
direction θk. Writing it for k = 0, . . . ,m, we obtain the system

(6)

sm00 am0 + . . .+ sm0m amm = b0m,
...

smm0 am0 + . . .+ smmm amm = bmm.

Consider the matrix S := {smkj} of this system. We shall show that det S 6= 0.
Note that S = {Dm(θmj − θk)}mk=0,

m
j=0 where

Dm(θ) :=
2

m+ 1
sin (m+ 1)θ

sin θ

is the Dirichlet kernel. The fact that det{Dm(θj − θk)}mk=0,
m
j=0 is non-zero is

known, i.e., in case {θk} ≡ {θmj} the claim is true. We need it for any {θk}.
Our proof relies on the fact that the polynomials

Um(θ0; x), . . . , Um(θm; x)

are linearly independent for every 0 ≤ θ0 < . . . < θm < π. This property
was mentioned in [8] and follows from Lemma 3.2 there. For the sake of
completeness, we sketch the proof here.

Assume that

u(x) := α0Um(θ0; x) + . . .+ αmUm(θm; x) ≡ 0 on B.

Then

0 =
(
∂

∂x

)i( ∂

∂y

)m−i
u(x)

=
m∑

k=0

αkU
(m)
m (x cos θk + y sin θk)(cos θk)i(sin θk)m−i.

At x = 0 we obtain

0 = U (m)
m (0)

m∑

k=0

(cos θk)i(sin θk)m−iαk.



150 B. Bojanov and I. K. Georgieva

Considering this equation for i = 0, . . . ,m, we derive a linear system with
respect to α0, . . . , αm. If θ0 6= 0 the matrix of the system is (up to a non-zero
constant multiplier)

Dm(θ0, . . . , θm) :=




1 1 . . . 1
cot θ0 cot θ1 . . . cot θm
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(cot θ0)m (cot θ1)m . . . (cot θm)m




while in case θ0 = 0 it isDm−1(θ1, . . . , θm). In both cases it is a Vandermonde
matrix, and thus non-singular since cot θi 6= cot θj if i 6= j. Therefore α0 =
. . . = αm = 0 and the linear independence of Um(θ0; x), . . . , Um(θm; x) is
proved.

Now let us return to the proof of non-singularity of S. Assume that
det S = 0. Then there exist numbers c0, . . . , cm, not all zero, such that

m∑

k=0

cksmkj = 0 for j = 0, . . . ,m.

By Corollary 2,

smkj = (Um(θk; ·), Umj) :=
�

B

Um(θk; x)Umj(x) dx.

Thus
�

B

( m∑

k=0

ckUm(θk; x)
)
Umj(x) dx = 0, j = 0, . . . ,m,

and therefore the polynomial

Q(x) :=
m∑

k=0

ckUm(θk; x)

is orthogonal to Umj for j = 0, . . . ,m. In view of (1), Q is also orthogonal
to Uij for i ≤ m− 1 and j = 0, . . . , i. Thus, by Theorem C, Q(x) ≡ 0. Now
using the fact that {Um(θk; x)}mk=0 are linearly independent, we conclude
that c0 = . . . = cm = 0, a contradiction. Therefore det S 6= 0. Consequently,
given b0m, . . . , bmm we can compute the coefficients am0, . . . , amm by solving
the linear system (6).

We have just proved the following auxiliary proposition:

Given any numbers {βmj}nm=0,
n
j=m, there exists a unique polynomial P ∈

Πn(R2) such that

bmj(P ) = βmj , m = 0, . . . , n, j = m, . . . , n.

The next task is to show that any of the functionals {bmj(P )} can be com-
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puted from d(n) Radon projection beams

A := {Rθk(P ; tkj)}nk=0,
n
j=k.

For a fixed (m, j) the quantity bmj(P ) is a linear additive, homogeneous
functional on Πn(R2). The set A consists of d(n) such functionals. Thus,
there exists a formula of the form

bmj(P ) =
n∑

k=0

n∑

i=k

CkiRθk(P ; tki), ∀P ∈ Πn(R2),

if and only if

(7) Rθk(P ; tki) = 0, k = 0, . . . , n, i = k, . . . , n ⇒ bmj(P ) = 0.

This is a simple observation based on linear algebra arguments. A more
general statement for any number N of functionals (including N ≤ d(n)) is
due to Sobolev [18] (see also [12, Theorem 3.5]).

Assume that the left hand side of (7) holds. By an induction argument,
we shall derive the conclusion on the right side of (7) for every m = 0, . . . , n,
j = 0, . . . , n.

Let k = 0. By assumption, we have

Rθ0(P ; t00) = . . . = Rθ0(P ; t0n) = 0.

In view of Lemma 1, this implies Rθ0(P ; t) ≡ 0. Then
n∑

i=0

b0i(P )Ui(t) ≡ 0

and hence, because of the linear independence of {Ui},
b0i(P ) = 0 for i = 0, . . . , n.

The first step of the induction procedure is complete. Note that the relation
a00(P ) = 1

2b00(P ) implies a00(P ) = 0. Therefore, in the first step we have
shown that P is of the form

P (x) = a10U10(x) + a11U11(x) + . . .+ annUnn(x).

Assume now that after k steps we have proved that

bi,j(P ) = 0 for i = 0, . . . , k − 1, j = 0, . . . , n,

and P reduces to

P (x) =
n∑

i=k

i∑

j=0

aijUij(x).

Then, by Marr’s formula, the Radon projection of P in direction θk will take
the form

Rθk(P ; t) =
√

1− t2 (bkkUk(t) + . . .+ bknUn(t)),
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which shows that bk0 = . . . = bk,k−1 = 0. To prove that the remaining
coefficients are also zero we use the assumptions

Rθk(P ; tkk) = . . . = Rθk(P ; tkn) = 0.

They produce a system of linear equations

bkkUk(tkj) + . . .+ bknUn(tkj) = 0, j = k, . . . , n,

which has a unique solution if and only if det Uk 6= 0. Thus, assuming the
latter, we conclude that

bkj(P ) = 0 for j = k, . . . , n,

and therefore, for all j = 0, . . . , n. Now it follows from (6) that ak0 = . . . =
akk = 0, and therefore

P (x) =
n∑

i=k+1

i∑

j=0

aijUij(x).

The induction step is complete. After n + 1 steps we get P (x) ≡ 0. The
theorem is proved.

Remark. The referee suggested a more transparent proof of the neces-
sity part of Theorem 1. Let us sketch his/her idea.

Suppose that det Uµ = 0 for some 0 ≤ µ ≤ n. Choose the maximal
such µ. Thus det Uk 6= 0 for all k > µ. We shall show that there is a
non-zero polynomial P ∈ Πn(R2) whose interpolation parameters are all
zero. This will be done by choosing a corresponding (nonzero) matrix

B(P ) = {bkj(P )}nk=0,
n
j=0.

Note that by the auxiliary proposition given above (in the proof of Theo-
rem 1) all components of B(P ) are uniquely determined by the components
on and above the diagonal. Moreover, it can be shown that the first m
columns of B(P ) (for any m) are determined by their components lying on
and above the diagonal. Let us choose the first µ rows of the matrix B(P )
(i.e., the rows with indices k = 0, . . . , µ − 1) to be zero. Then, by the ob-
servation above, also the first µ columns will be identically 0. Next, in view
of the assumption det Uµ = 0, the remaining n− µ+ 1 elements of the µth
row can be found as a non-zero solution of a homogeneous singular system
induced by the conditions

Rθµ(P, tµµ) = . . . = Rθµ(P, tµn) = 0.

Thus, we have chosen µ rows and therefore the µth column is determined.
Then in the (µ + 1)th row the remaining elements will be uniquely deter-
mined from the corresponding non-singular and (possibly) non-homogeneous
system. And so on.
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The next observation follows as a particular case.

Theorem 2. Let 0 ≤ θ0 < . . . < θn < π be any given angles and let
T be a set of arbitrary n + 1 distinct points in (−1, 1). Then there exists
a numbering t0, . . . , tn of the points from T so that the interpolation prob-
lem �

I(θi,tj)

P (x) dx = γij , i = 0, . . . , n, j = i, . . . , n,

is poised in Πn(R2).

Proof. For any set T of distinct points {tj} the matrix

U0 := {Um(tj)}nj=0,
n
m=0

is non-singular. Then at least one of its minors, obtained from U0 by deleting
the first column and one row, is non-zero. We let t0 be the point from T ,
corresponding to this row. We next determine t1 so that the minor obtained
from U0 by deleting the first two columns and the rows corresponding to t0
and t1 be non-zero, and so on until we order all the points of T in a sequence
t0, . . . , tn such that

det Uk :=




Uk(tk) Uk+1(tk) . . . Un(tk)
Uk(tk+1) Uk+1(tk+1) . . . Un(tk+1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Uk(tn) Uk+1(tn) . . . Un(tn)


 6= 0

for k = 0, . . . , n. Then we apply Theorem 1.

4. A remark on inversion of the Radon transform. Assume that
we know a priori that the function f can be represented as a uniformly
convergent series on B of the form

(8) f(x) =
∞∑

m=0

m∑

j=0

amj(f)Umj(x).

Then the partial sum

Sn(f ; x) :=
n∑

m=0

m∑

j=0

amj(f)Umj(x)

can be used as an approximation of f(x). Suppose that every Radon projec-
tion Rθ(f ; t) is known or easily available. The results of the previous section
suggest a way to recover Sn(f ; x) from {Rθ(f ; t)} for every n, and thus, to
describe an inversion of the Radon transform. In order to do this, assume
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that every Rθ(f ; t) is given as a Chebyshev–Fourier series

Rθ(f ; t) =
√

1− t2
( ∞∑

m=0

bm(f ; θ)Um(t)
)
.

The coefficients bm(f ; θ) can be easily computed from {Rθ(f ; t)}. Note
that

(9) bm(f ; θ) is a trigonometric polynomial of degree m.

To see this we applyRθ to (8), use Marr’s formula forRθ(Umj; t), and arrive,
as in the derivation of (5), at the equality

(10)
m∑

j=0

amj(f)
2

m+ 1
sin (m+ 1)(θmj − θ)

sin(θmj − θ)
= bm(f ; θ).

Now (9) is evident since sin (m+1)ϕ
sinϕ is a trigonometric polynomial of degree m.

Inversion Formula. If the series (8) is uniformly convergent on B,
then

f(x) =
1
2

∞∑

m=0

m∑

j=0

bm(f ; θmj)Umj(x)

and , equivalently ,

(11) f(x) =
1

4π

∞∑

m=0

(m+ 1)
2π�

0

bm(f ; θ)Um(θ; x) dθ,

for every x ∈ B.

To verify the first formula we need to show that amj = 1
2bm(f ; θmj). This

follows from (10) or directly:

bm(f ; θmj) = 2
1�

−1

Rθmj (f ; t)Um(t) dt = 2
�

B

f(x)Umj(x) dx = 2amj(f).

The last relation can be used to find the coefficients amj(f) from an infinite
number of projections in directions {θmj}. Indeed, according to (9), bm(f ; θ)
is a trigonometric polynomial of degree m. Hence it can be recovered from
any 2m+ 1 values through Lagrange interpolation. Thus, we first compute
the integral

bm(f ; θ) = 2
1�

−1

Rθ(f ; t)Um(t) dt

for any m + 1 values of θ, 0 ≤ θ < π, next find also bm(f ; θ + π) from
the relation Rθ(f ; t) ≡ Rθ+π(f ;−t), and then, by interpolation, calculate
bm(f ; θmj), and hence amj(f).
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To derive the second formula for f(x), we use the fact that the quadrature
formula

2π�

0

g(θ) dθ ≈ 2π
N + 1

N∑

j=0

g

(
2πj
N + 1

)

integrates exactly all trigonometric polynomials of degree not exceeding N .
In view of this, taking into account the relations

bm(f ; θ + π) = (−1)mbm(f ; θ),

Um(−t) = (−1)mUm(t),

and the notation

τj :=
jπ

m+ 1
, j = 0, . . . , 2m+ 1,

we obtain
m∑

j=0

bm(f ; θmj)Um(θmj ; x) =
1
2

2m+1∑

j=0

bm(f ; τj)Um(τj ; x)

=
m+ 1

2π

2π�

0

bm(f ; θ)Um(θ; x) dθ,

and (11) is proven.
Note that the proof of (11) (in the d-dimensional case) that was given

in [14] uses essentially the Radon inversion formula.
Another useful observation is that to any integrable function f on B

we can assign the sequence {bm(f ; θ)} of trigonometric polynomials. This
sequence determines f uniquely. In case f is an algebraic polynomial from
Πn(R2), the sequence {bm(f ; θ)} is finite, and consists of n+1 trigonometric
polynomials. Moreover, any such sequence of n + 1 polynomials (bm being
of degree m) determines uniquely an algebraic polynomial f ∈ Πn(R2).
This one-to-one correspondence can be used to study f in terms of the
properties of the associated trigonometric polynomials. Actually, the notes
in the present and in the next section are a result of this relation.

5. A remark on the Schinzel representation. Vostretsov and
Krĕınes [20] proved the following representation result:

For any given set of n+1 non-co-linear unit vectors ξj and a polynomial
P ∈ Πn(R2), there exist univariate polynomials r0, . . . , rn of degree n such
that

(12) P (x) =
n∑

j=0

rj(x · ξj).
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We shall call it the Vostretsov–Krĕınes lemma. A similar representation
with an unspecified number of ridge functions was also given for polynomials
of any dimension d. Recently Schinzel [17] gave an extension and refinement
of the Vostretsov–Krĕınes lemma which implies that for every given P ∈
Πn(R2) one can reduce the number of ridge functions {rj} in (12) by 1
choosing the directions ξ1, . . . , ξn appropriately. Moreover, n is the minimal
number with this property (see also the examples in Oskolkov [13]).

Following the idea of proof of our interpolation theorem we first give a
simple constructive proof of the Vostretsov–Krĕınes lemma and then, using
it, we refine Schinzel’s result for polynomials P ∈ Πn(R2) of odd degree.

Representation Formula. Let θ0, . . . , θn be any set of fixed distinct
angles in [0, π). Then every polynomial P ∈ Πn(R2) can be uniquely repre-
sented in the form

(13) P (x) =
n∑

j=0

n∑

m=j

cmjUm(x · ξj), ξj := (cos θj , sin θj),

with some constants {cmj}.
Proof. The auxiliary proposition established in the proof of Theorem 1

actually proves the representation formula. Indeed, the proposition and (4)
imply that the system Ui(θk; x), i = 0, . . . , n, k = i, . . . , n, is linearly inde-
pendent and hence is a basis in Πn(R2).

To find the coefficients cmj in the above representation, we just compute

Rθ(P ; t) =
n∑

j=0

n∑

m=j

cmjRθ(Um(θj ; ·); t)

=
√

1− t2
n∑

m=0

{ m∑

j=0

cmjDm(θj − θ)
}
Um(t).

Comparing this with the Chebyshev–Fourier expansion ofRθ(P ; t), we arrive
at the relation

(14)
m∑

j=0

cmjDm(θj − θ) = bm(P ; θ).

Therefore, given P (and thus {bm(P ; θ)}), we determine {cmj} uniquely from
the linear system

m∑

j=0

cmjDm(θj − θk) = bm(P ; θk), k = 0, . . . ,m.

The proof is complete.

Clearly (13) is a representation of the form (12). We can get an n-term
ridge representation of P from (13) if we make cnn = 0. To do this, con-
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sider (14) for m = n. Using the translated directions {θj + ϕ}nj=0 with a
parameter ϕ we would arrive at another representation of bn(P ; θ) of the
form (14) (with m = n), with some other coefficients {cmj(ϕ)}, depending
on ϕ, i.e., at

n∑

j=0

cnj(ϕ)Dn(θj + ϕ− θ) = bn(P ; θ).

Next, setting θ = θk + ϕ, k = 0, . . . , n, we obtain the linear system
n∑

j=0

cnj(ϕ)Dn(θj − θk) = bn(P ; θk + ϕ), k = 0, . . . , n.

By Cramer’s rule,

cnn(ϕ) =
n∑

k=0

βkbn(P ; θk + ϕ)

with some constant coefficients {βj}.
If cnn(0) = 0, then there is nothing to prove. So, assume in what follows

that cnn(0) 6= 0.
Consider first the case of n odd. Since then bn(P ; θ+π) = (−1)nbn(P ; θ),

we see that
cnn(π) = −cnn(0).

Therefore, there exists an angle ϕ ∈ (0, π) for which cnn(ϕ) = 0. This is a
refinement of Schinzel’s result: In [17], the existence of n suitable directions
was established while here we can obtain an n-term representation from any
given system of directions {θj}, just rotating it through a certain angle.
Moreover, the form of the representation is given explicitly by (13).

We come to the same conclusion for n even, provided the trigonometric
polynomial cnn(ϕ) has a zero for some ϕ. But this is not always the case.
For example, if P is a radial function, say

P (x) = Fm(x) := (x2 + y2)m, n = 2m,

then bn(Fm; θ) ≡ const 6= 0.
As the next example shows, in case of n even the above improvement of

Schinzel’s result need not hold.

Counterexample. Let m ≥ 1, n = 2m, and θ1 < . . . < θn be any
given set of directions such that θn − θ1 < π/2. Then the polynomial Fm =
(x2+y2)m has no n-term representation by ridge polynomials with directions
given by a rotation of θ1, . . . , θn.

Assume the contrary. Then there exist ridge polynomials {rj}nj=1 such
that

(15) (x2 + y2)m =
2m∑

j=1

rj(x · ξj),
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with ξj := (cos(θj + ϕ), sin(θj + ϕ)) and some ϕ. Since a rotation of the
coordinate system does not change radial polynomials, we may suppose that
ϕ = 0 and 0 < θ1 < . . . < θn < π/2. Further, because Fm is a homogeneous
polynomial of degree 2m, the relation (15) implies that rj(t) = djt

2m for
all j. Thus, we have

2m∑

j=1

dj(x cos θj + y sin θj)2m = (x2 + y2)m.

Comparing the coefficients of xky2m−k on both sides, we get

(
2m
k

) 2m∑

j=1

dj(cos θj)k(sin θj)2m−k =





0 for k odd,(
m

k/2

)
for k even.

Set
Aj := dj(sin θj)2m, tj := cot θj ,

C2k :=
(
m

k

)/(
2m
2k

)
for k even.

Clearly {0, A1, . . . , A2m} satisfy the linear system

0 · 1 + A1 + . . .+ A2m = C0,

0 · t0 + A1t1 + . . .+ A2mt2m = 0,
...

0 · t2m0 + A1t
2m
1 + . . .+ A2mt

2m
2m = C2m,

with any t0 6= t1, . . . , t2m. We choose t0 ∈ (0, t1). By Cramer’s rule,

0 = det




C0 1 . . . 1
0 t1 . . . t2m
C2 t21 . . . t22m
0 t31 . . . t32m
. . . . . . . . . . . . . . . . . . . .

C2m t2m1 . . . t2m2m




=
m∑

k=0

C2k detDk,

where Dk is obtained from the above matrix by deleting the first column
and row 2k. It is known that the determinants detDk are non-zero and of
the same sign (since t2m > . . . > t0 > 0). In addition, all C2k are positive
numbers. Thus, we arrive at a contradiction. The proof is complete.

Having in mind the above arguments, it is easy to conclude that for
n even, every polynomial P ∈ Πn(R2) can be represented in one of the
following forms:
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(i) n-term representation for a rotation of any given system of directions
θ1 < . . . < θn;

(ii) radial function + n-term representation for any given system of di-
rections θ1 < . . . < θn.

To verify (ii) one needs to consider P − λFm with a constant λ chosen
so that cnn(P − λFm;ϕ) = 0 for some ϕ.

Acknowledgements. We thank the referee for a number of useful re-
marks and constructive suggestions.
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