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Abstract. Let ¢ be a Jordan automorphism of an algebra A. The situation when an

element a € A satisfies %(go(a) + ¢ 1(a)) = a is considered. The result which we obtain

implies the Kleinecke—Shirokov theorem and Jacobson’s lemma.

Let A be a finite-dimensional algebra over a field of characteristic 0.
Jacobson’s lemma [4, Lemma 2] from 1935 asserts, in its original form, that
if a,b € A are such that

(1) [[a7 b]vb] =0

then [a,b] is nilpotent (here, [z,y] = zy — yx). Actually, from its proof it
can be easily extracted that this conclusion holds true if the assumption of
finite-dimensionality is replaced by a milder assumption that a is algebraic
over the underlying field (see, e.g., Kaplansky’s discussion [7] on different
proofs and extensions of this lemma). An analytic analogue of Jacobson’s
lemma states that if elements a, b in a (complex) Banach algebra A satisfy
(1), then [a,b] is quasinilpotent. This theorem was conjectured by Kaplan-
sky (cf. [3]) and proved independently by Kleinecke [9] and Shirokov [13]
in the 50’s. The usual approach to the proofs of both results, Jacobson’s
lemma and the Kleinecke-Shirokov theorem, is to interpret the condition
(1) as 6Z(a) = 0 or as [d,(b),b] = 0, where J, denotes the inner derivation
0z : y — [z,y], and then consider these two identities for any abstract deriva-
tion. In this manner short and elegant proofs of these two results can be
obtained. Perhaps the most straightforward way is based on the observation
of Kleinecke [9, (2)] that the condition §?(a) = 0, where § is any derivation,
implies 0" (a™) = n!d(a)™ for any positive integer n; from this identity both
results follow almost immediately. On the other hand, the consideration of
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the conditions 62(a) = 0 and [§(b),b] = 0 has led to the study of various
interesting problems on derivations (see, e.g., survey articles [10, 11]).

There are many parallels, in both algebra and analysis, between deriva-
tions and automorphisms. Therefore it seems natural to seek for an inter-
pretation of the condition (1) in terms of automorphisms. Under the as-
sumption that b is invertible, this is indeed possible. Namely, then (1) can
be expressed as 1 (pp(a) + ¢, '(a)) = a where ¢, is the inner automorphism
©p : © — b~ 1zbh. The question arises how to treat the identity

pla) + 9 Ha) _
® T2
for any automorphism ¢. Our aim is to show that, at the first stage, this
can be done in a (perhaps surprisingly) similar way to the treatment of an
analogous identity 62(a) = 0 with derivations, but it yields somewhat more
general results.

Moreover, instead of just automorphisms we shall treat Jordan auto-
morphisms. Let us recall the definition. For simplicity we assume (without
further mention) that all algebras considered in the present article are unital
and the characteristic of their underlying fields is not 2. Let A be an algebra.
We define a new product, the Jordan product, in A by x oy = %(fvy + yx),
x,y € A. A Jordan automorphism of A is a bijective linear map ¢ : A — A
that preserves the Jordan product, i.e., p(zoy) = ¢(x)op(y) for all z,y € A.
In particular, p(z™) = ¢(x)™ for every x € A, as one easily verifies by induc-
tion. Clearly, both automorphisms and antiautomorphisms are also Jordan
automorphisms.

The key to everything that follows is the next statement, a perfect ana-
logue of [9, (2)].

LEMMA. Let ¢ be a Jordan automorphism of an algebra A. If a € A
satisfies (2), then (¢ — 1)"(a™) = nl(¢(a) — a)™ for any positive integer n.

Proof. Set A = ¢ — 1, ¢ = A(a), and denote by J,, = € A, the map
Jz :y — zoy. Our assumption yields ¢(¢) = ¢, which in turn implies that
Jg, ¢ and A mutually commute. We have to show that A™(a") = nlg™.
Clearly we may assume that n > 2 and A" !(a""!) = (n — 1)l¢""!. In
particular, this yields A™(a""1') = 0. Noting that [A,J,] = ¢J,, and
then using [A", J,] = A" YA, J.] + [A" Y, J.)A, one shows by induc-
tion that [A", J,] = npJ, A" 1. Accordingly, A™(a™) = [A", J.](a™71) =
npJg A" a1t = nlg™.

THEOREM 1. Let A be an algebra over a field of characteristic 0, and let
@ be a Jordan automorphism of A. If an algebraic element a € A satisfies
(2), then the element p(a) — a is nilpotent.
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Proof. If 0 < k < n, then (¢ — 1)"(a*) = (¢ — 1)"*((p — 1)k(a*)) = 0
by the Lemma. Consequently, n!(p(a) — a)™ = 0 where n is the degree of
algebraicity of a.

Now let A be a Banach algebra and R be its (Jacobson) radical. Recall
that R is a closed ideal of A consisting of quasinilpotent elements. Moreover,
from [8, Proposition 1] it follows immediately that ¢ € R if and only if go z
is quasinilpotent for every x € A. Using this fact it is easy to see that R is
invariant under every Jordan automorphism (in fact, even every surjective
Jordan endomorphism) ¢ of A. Indeed, first noting that ¢ preserves invert-
ibility of elements (see, e.g., [15, Proposition 1.3]), and so, in particular,
their quasinilpotency, it follows that for each g € R, ¢(q) o p(z) = p(qo x)
is quasinilpotent for all z € A. But then ¢(q) € R.

A Jordan automorphism of a semisimple Banach algebra is automatically
continuous [14] (see also [2, Theorem 5.5.2] for a considerably more general
result). Incidentally, Ransford’s proof [12] of Johnson’s theorem [5] on auto-
matic continuity of homomorphisms onto semisimple Banach algebras also
works for Jordan homomorphisms. The only modification that one has to
make is that at the end of the proof one has to apply the characterization
of the radical mentioned above instead of [12, Lemma 1].

THEOREM 2. Let ¢ be a Jordan automorphism of a complex Banach
algebra A. If a € A satisfies (2), then the element ¢(a)—a is quasinilpotent.

Proof. Assume first that ¢ is continuous. Then the Lemma implies that

n 1 n n
Ip(a) = a)*l < —lle = 1" lall

and so the quasinilpotency of ¢(a) — a follows from the spectral radius
formula.

In the general case, where ¢ is not necessarily continuous, we consider
the Banach algebra A = A/R and the automorphism @ of A defined by
P(x + R) = p(x) + R. We remark that  is well defined since ¢ leaves
R invariant Since the algebra A is semisimple, @ is continuous. Therefore,
from 2(B(a+R)+% '(a+R)) = a+R it follows that p(a+R) — (a+R) =
¢(a) —a+R is a quasinilpotent element in A. But then ¢(a) —a € A is also
quasinilpotent.

REMARKS. 1. Condition (2) is equivalent to the condition (¢ — 1)%(a)
= 0, which makes sense even when ¢ is not bijective. Indeed, it is clear from
the proofs above that when assuming this latter condition, the conclusions
of the Lemma and Theorem 1 hold true for any Jordan endomorphism ¢ of
A. Theorem 2 can also be appropriately extended, but we have to assume
that ¢ is either continuous or surjective.
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2. The referee informed us that in the case when ¢ is an automor-
phism, the Lemma was also observed earlier by Turovskii [17, Section 4].
In fact, Turovskii derived a somewhat more general formula for any en-
domorphism ¢ of an algebra A. Specifically, he showed that if a; € A,
i = 1,...,n, are such that (¢ — 1)%(a;) = 0, then (¢ — 1)"(ay...a,) =
n!(e(a1) —a1)...(¢(an) — an). He used this to prove some extensions of
the Kleinecke—Shirokov theorem in a somewhat different direction than ob-
tained in the present paper. In particular, he showed that the closure of
Ker(p — 1) NIm(p — 1) consists of quasinilpotents (an analogous result was
also established for derivations).

3. Condition (2) can be considered for any invertible operator ¢ on a
vector space X. If we assume that X is normed and ¢ is bounded with
|l <1, then (2) immediately yields ¢(a) = a. Indeed, setting ¢ = p(a) —a
we have ¢(q) = ¢, hence (p" —1)(a) = (1+ o+ ...+ " H(p —1)(a) =
(- . +"1)q = ng, which in turn implies nflq]| < (¢"+1)]la] < 2[ja]
for any positive integer n. Hence ¢ = 0. We remark that, in view of this ob-
servation, Theorem 2 is meaningless in the case when ¢ is an isometry.

4. In view of similarity between the Lemma and [9, (2)] (and their ap-
plications) one might wonder whether these two results can be unified.
One possible way is to consider linear maps A of an algebra A into it-
self such that, for some Jordan endomorphism ¢ of A, Ap = A and
Az oy) = p(x) o A(y) + A(x) oy for all x,y € A. The class of these
maps includes Jordan derivations (for ¢ = 1) as well as maps ¢ — 1 where ¢
is any Jordan endomorphism. An inspection of the proof of the the Lemma
shows that the following is true: If such a map A satisfies A?(a) = 0 and
©(A(a)) = A(a) for some a € A, then A"(a™) = nl!A(a)” for every n. Thus,
the proof of Lemma also indicates an alternative way of proving [9, (2)]
(even for Jordan derivations), which avoids the use of Leibniz’s rule.

5. In the case when ¢ is an inner automorphism, Theorem 2 reduces
to the Kleinecke-Shirokov theorem. Indeed, since [b,z] = [b — A1, z] for
all z € A and A € C, when examining condition (1) there is no loss of
generality in assuming that b is invertible. But then Theorem 2 tells us that
op(a) —a = b"1[a,b] is quasinilpotent. Since this element commutes with b
by assumption, it follows that [a,b] = b(b~![a, b]) is quasinilpotent.

6. In a similar fashion we see that Jacobson’s lemma follows from Theo-
rem 1.

7. Since our results hold, in particular, for antiautomorphisms, they can
be applied to algebras with involution. Let us point out a special case of
Theorem 2 which could be, in some sense, considered as a *-version of the
Kleinecke—Shirokov theorem. Let A be a Banach algebra with involution x.
Considering the antiautomorphism ¢ : x +— bz*b~!, where b € A is any
invertible element, we see that the following holds true: If a € A is such
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that 3(ba*b™" + b*a*(b*)™') = a (equivalently, a*(b~1b%) + (b~'b*)a* =
2b~tab*), then ba*b~! — a is quasinilpotent. Of course, if a is algebraic,
then, by Theorem 1, ba*b~! — a is nilpotent.

8. If ¢ is a continuous derivation on a Banach algebra A and a € A is
such that §2(a) = 0, then 6(a) is quasinilpotent. This generalized version
of the Kleinecke—-Shirokov theorem, essentially already proved by Kleinecke
[9], can also be easily deduced from Theorem 2. Indeed, if 6?(a) = 0, then
the automorphism ¢ = ¢ = >">° ' §"/n! satisfies (2), and therefore §(a) =
¢(a) — a is quasinilpotent by Theorem 2.

9. Although derivations are, just as (Jordan) automorphisms, also au-
tomatically continuous on semisimple Banach algebras [6], it is usually not
so easy to reduce problems concerning the spectrum and derivations to the
case when derivations are continuous. The main obstacle is that it is still
not known whether the radical of a Banach algebra is invariant under any
derivation. Anyway, Thomas [16] proved that the assertion “6%(a) = 0 im-
plies d(a) is quasinilpotent” holds true even when 0 is not continuous. Just
recently Villena [18] extended Thomas’ result to Jordan—Banach algebras.
We remark that Theorem 2 also holds true in the case when A is a Jordan—
Banach algebra and ¢ is an automorphism of a A. The proof is the same;
one just has to apply a result of Aupetit [1, Theorem 2] instead of that of
Sinclair [14]. Moreover, the proofs of the Lemma and Theorem 1 work in
any power-associative algebra.
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