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Sharp one-weight and two-weight bounds for
maximal operators

by

KABE MOEN (Lawrence, KS)

Abstract. We investigate the boundedness of the fractional maximal operator with
respect to a general basis on weighted Lebesgue spaces. We characterize the boundedness of
these operators for one-weight and two-weight inequalities extending the work of Jawerth.
A new two-weight testing condition for the fractional maximal operator on a general basis
is introduced extending the work of Sawyer for the basis of cubes. We also find the sharp
dependence in the two-weight case between the operator norm and the testing condition
of Sawyer. Finally, our approach leads to a new proof of Buckley’s sharp estimate for the
Hardy—Littlewood maximal function.

1. Introduction. Consider the family of maximal operators defined by

{1f@)dy, 0<a<n,
B

MEBf(z) =sup ——
of(2) SUP i-a/n

where the supremum is taken over all B containing z and belonging to some
basis of open sets, B. When B = O, the basis of cubes in R", we drop the
superscript and simply write M, . In this case we have the familiar operators,
M, the Hardy—Littlewood maximal operator (o« = 0) and fractional maximal
operator, M, (0 < a < n).

The weighted inequalities for these operators are of the form

(J B @) az) " < o( | (@) )
R™ R
for a single weight w, and

(S MEB f(2)u(z) dx)l/ T < C’(S £ (2)Po(2) dx)

Rn R™

1/p

for a pair of weights (u, v). In this paper we examine these inequalities along
with the dependence of the operator norm of M5 on the weights.
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For the basis of cubes much is known about the one-weight inequalities.
The seminal work of Muckenhoupt [10] introduced the A, classes of weights
and characterized boundedness of the Hardy—Littlewood maximal operator
on LP(w). Namely, he showed that for 1 < p < oo,

1M £l zewy < CNfll e (w)

if and only if w belongs to the class A4,, i.e.,

wlay = S“p<|c215 ”d‘”>(\22|5 (“")”/d’“)plm‘

A nice review of the history of one-weight inequalities for the Hardy—Little-
wood maximal function can be found in Jawerth [7] or Lerner [9].

When 0 < a < n, Muckenhoupt—Wheeden [11] characterized the bound-
edness of M, in terms of a similar condition. They showed that for 1 < p <
n/a and ¢ defined by 1/¢g =1/p — a/n,

[Ma fwl|ze < Cllfw] e

if and only if w € A, 4, i.e.,

fwla,, = sup<|Q|S (>de)(@§2w<m>—p’da:)q/pl<oo.

Notice that [w]a,, = [w?a, 50 w € Apg if and only w? € Ayyq/p.
For the case aw = 0, Jawerth [7] extended this theory to general bases. He
proved the following theorem (see Section 2 below for pertinent definitions).

THEOREM A. Let B be a basis, w a weight, and 1 < r < co. Then
{MB : LM (w) — L™ (w),
MB: L™ (o) — L (0)
if and only w satisfies the A, condition with respect to B, and

{MB L (w) — L™ (w),
MB . L"(0) — L"(0).

Lerner [9] gave a simple approach to the one-weight theory which yields
proofs of Muckenhoupt’s and Jawerth’s theorems and gives sharp constants.
The case o # 0 for a general basis apparently has not been considered in
the literature before.

When B = Q the two-weight theory is again well known. Sawyer [12]
classified the two-weight boundedness of M, in terms of a “testing condi-
tion”. He proved that ||Maf|raw) < C|fllzr( if and only if the pair of
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weights (u,v) satisfies

(S MQ(XQUI_P/)(@‘IU(:E) dac) H < C(S v(z) dx)
Q Q

When a = 0 and p = ¢ the following version of Sawyer’s theorem for M? is
also due to Jawerth [7].

THEOREM B. Let 1<p<oo and (u,v) be a couple of weights, o= v'~
and assume that M5B is bounded on LP(c). Then

MB . LP(v) — LP(u)
if and only if MPB satisfies the testing condition

| MB(xgo)(2)Pu(z) dv < Co(G)
G
for all G that are unions of sets in B.

Recently, much attention has been paid to obtaining sharp bounds for the
operator norm of various operators on weighted spaces. We briefly summa-
rize the history of this problem for the Hardy-Littlwood maximal operator.

Buckley [1] obtained the sharp bound on the operator norm of the
Hardy-Littlewood maximal function in terms of the A, constant, showing
that

(1.1) 1M < Clw] {7V,

The sharpness of (1.1) follows from computing the constants for appropriate
families of power functions and power weights. Buckley’s paper mentions
that careful examination of the proof by Coifman-Fefferman [3] also yields
the bound (1.1). However, (1.1) can also be obtained in number of other
manners. These include: the short proof given by Christ—Fefferman [2] and
the very short (six lines) proof by Lerner [9]. Moreover, we show in this
article that (1.1) can also be obtained by combining the two-weight result
of Sawyer [12] with the arguments of Hunt-Kurtz-Neugebauer [6].

For a > 0 the sharp bound on the operator norm of M, was recently
found. In [8] the author, Pérez, and Torres obtained the analogous result for
M, : LP(wP) — Li(w?), showing the sharp constant is

2 (1-a/n)
(1.2) 1Ml o) oy < Clu g ™.

The sharp bound for two-weight inequalities is not known, but in this
paper we introduce a new testing condition for M, that is sufficient for
the two-weight inequality. When o« = 0 and p = ¢ the new testing condi-
tion (4.7) is the same as Sawyer’s condition. An advantage of our approach
is that it yields the sharp bound on the two-weight operator norm of the
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Hardy-Littlewood maximal operator. In Theorem 5.1 we examine the rela-
tionship between the A, , constant and the constant in the testing condition.
This leads to a new proof of (1.2) (for a detailed discussion see the end of
Section 5). Also, we examine previously unknown aspects of the theory re-
lated to the family of operators MZ. Our main results are analogous to
Theorems A and B.

The layout of the paper will be as follows. In Section 2 we present some
technical definitions and lemmata. In Section 3 we present our main result
concerning the one-weight theory. Section 4 contains the two-weight theory
including an extension of Theorem B and the new testing condition which
yields the sharp constants in the one-weight case. Finally, Section 5 contains
the relationship between the new testing condition and the A, conditions
for one weight and some remarks about sharp constants. As a consequence
of our methods, when a = 0 we find the sharp two-weight bound and we
uncover a new proof of inequality (1.1).

2. Preliminaries. Given an exponent 1 < p < oo, p’ will denote the
dual exponent of p defined by the equation 1/p + 1/p’ = 1 with the usual
modifications for the end points. For non-negative w, LP(w) will denote the
Lebesgue space normed by

1 fllr(w) = ( S |f|pwd;v>1/p.

R

Given two Banach spaces X and Y we will use the notation T : X — Y to
mean that 7" is a bounded operator from X to Y i.e.

(2.1) [Tzlly < Cll=llx

for all z € X. The smallest constant C' which satisfies (2.1) will denote the
operator norm of T, ||T'||x—y. When it is clear we will just write ||T||.

A basis, denoted B, is a collection of open sets in R™. Two important
bases of interest are Q, the basis of cubes in R", and D, the basis of dyadic
cubes in R™. Dyadic cubes are cubes of the form 2¥(m+[0,1)") where k € Z
and m € Z". A weight (with respect to a given basis) is a non-negative
function w satisfying w(B) < oo for all B € B. We define the weighted
fractional maximal operator with respect to the basis B by

1
ME, f(@) =sup————— | [f(y)|w(y)dy, 0<a<n,
B>z w(B) ajn B
where the supremum is taken over all B € B for which x € B and w(B) > 0,

and is defined to be zero if w(B) = 0 for all B € B that contain . When
w = 1 we drop the subscript w and write Mf . The class AE is composed of
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the weights w that satisfy

g o) )

Similarly, for 1 < p < ¢ < co we define Afi 4 to be the class of weights w
that satisfy

g o) ) <

We start with an elementary lemma which will be useful in the one-weight
and two-weight theorems.

LEMMA 2.1. Let 0 < a <n, and v be a weight. Then the operator Mgv
satisfies

o({  |MP, ()] > AP~/ < Hf”i()

and
IME,fllra@w) < Capll fllLow)

for all 1 < p < n/a and q defined by 1/qg = 1/p — a/n. Furthermore, the
constant Cy, p, is independent of v.

Proof. The proof is by interpolation. By Holder’s inequality with expo-
nents n/a and (n/a) =n/(n — ),

1 1 a/n
- - n/a

v(Q)1=e/n é'f'vdx ORE sz ) (}gvdx)

< N Fllpnsa )

1-a/n

It follows that
IM2 flpoo ) < N e o)

For the weak-(1,n/(n — «)) estimate, using the properties of dyadic cubes
we may write

{w: M7, f(a) > a} = ]JQy
J
where @); are disjoint dyadic cubes that satisfy

1
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Hence,
n/(n—o)
v({MD,f > A =D v(Qy) §Z< | |f|vdx>
J J oF
1 n/(n—a) 1 n/(n—a)
< (25 ) fode) < (FUlow)

J Qj
Thus, by interpolation,
D
||Ma,1}f||Lq('L)) < Cn,PHf”LP(”U)v

where 1/¢g=1/p—a/n. »

Finally, we state one more lemma that allows us to transfer results from
the the basis D to the basis Q. We state the lemma without proof as the
case a = 0 can be found in the book by Garcia-Cuerva and Rubio de Francia

[5, p. 431]. It is based on the ideas of Fefferman and Stein [4], and the proof
for general « is a straightforward generalization.

LEMMA 2.2. Let 0 < q < 00, u be a non-negative function, and 1 be the
shift operator Tg(z) = g(x —t). Then

[MafllLay < Cn sup 7t 0 My, o7t f|| Laqu)»

where Cy, depends only on the dimension.

3. One-weight results. We now state our main one-weight result for
the fractional maximal operator with respect to a general basis. The follow-
ing theorem is analogous to Theorem A.

THEOREM 3.1. Suppose 0 < a < n, 1 < p < n/a, q is the number
defined by 1/q = 1/p — a/n, and w is a weight. Let v = wi, o = w? and
r=1+gq/p. Then

(3.1) M5B . [P(wP) — L(w?),
(3.2) MEB L (w ) - L (w?),
(3.3) MB L' (u) — L7 (u),

(3.4) MB . L' (o) = L (o),

if and only if w € qu, and

(3.5) Mf’g : LP(0) — LY(0),
3.6 MB, : L7 (u) — LV (u),

)
) MB . L"(0) — L"(0),
8) M5B L7 (w) — L™ (u).
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Furthermore, we have the following operator norm inequalities:

(1 a/n) 1—a/n)
IME| Lo ey — Lo (wey < [w wlis HMBHq w1 (uy 1M B o lo(o)—1a(o)
and
1M o -y 1" - p’)
1,7 (1—a/n)
<l MBI o I a1
‘Iap

REMARK 3.2. Note that when a = 0, and hence ¢ = p, many of the
conditions in Theorem 3.1 collapse. In such a case we have the following
equivalent conditions: (3.1)=(3.3), (3.2)=(3.4), (3.5)=(3.7), and (3.6)=(3.8).
However, this is just the renormalized (w +— wP) version of Theorem A and
hence we exclude this case from the proof of Theorem 3.1.

REMARK 3.3. Since

we AB

q
pq@weA

I4+q/p"
if we apply Theorem A with exponent r = 1+ ¢/p’ (notice 1 < r < 00) we
have the equivalence
(3.3), (3.4) & (3.8), (3.7),and w € A5 .
Here are some guidelines for the conditions in Theorem 3.1. We will show
that
(3.5), (3.8),and w e A5 = (3.1)

and
B
(3.6), (3.7),and w € A; . = (3.2).

For the reverse implications, any of conditions (3.1) to (3.4) implies that
w e AS ¢ and for the maximal functions we will show

(3.1), (34) = (3.5) and (3.2), (3.8) = (3.6).

Proof of Theorem 3.1. Suppose o > 0. We only prove that (3.5), (3.8),
and w € Aﬁq implies (3.1); also, (3.1) and (3.4) implies (3.5), as the other
implications stated in Remark 3.3 are similar. We follow some ideas in [9)].
Suppose that M5 _ and M5 are as in (3.5) and (3.8) with operator norms

a g
HMUBHT'/7 and w € qu. Notice we may write the qu constant as

w0 ()"

[w]Agg =
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Let # € R™ and B € B be a set containing x. Let r = 1 + ¢/p’ so that
r" =1+ p'/q. Then, using the equation 1 — «a/n = 1/q + 1/p’, we have

U(B)%(l—a/n)a(B)l—a/n

1
| B|1—a/n ; |fl dz = | B|(1+#'/a)(1~a/n)
B|(+p /a)(1—a/n) 1
— S

u(B) 77 g(B)1-a/n |B1=e/m

p—/(l—a/n) |B‘ 1 _1 a/r'\ '/
< q
< lwlig, (u(B)(o(B)la/nég‘ﬂJ o dw

'/q

<tulje " (o LM o D@ o)

P,q
B

Taking the supremum we have the pointwise estimate

L’ —a/n / ’
MEf(@) < w) gy " (MEME, (fo ™ u ) (@) 1.
p,q
Hence,
2 (1-a/n) S/ =1 ()Y )
108 fuollzo < [l g " (§ OLEOME, (Fo™ )y u ) (@) ude)
]Rn
p—/(lfoz/n r _ 1/q
<fulgg MBI (§ B, (fo @)y wde)
sq Rn
(1 a/n) _ 1/q
= [w] gy ~IME(§ (ME(fo ) (@)) 0 dr)
R
(1 a/n) —a/n) _ 1/p
<l 1B T UL, (] P )
R
P (1—a/n) 2 (1_a/n)
= [w] g BN ME gl e,

and we obtain (3.1) with the right bound.
Suppose now M2 and M? are bounded as in (3.1) and (3.3) respectively.
Notice that for any B € B, by Holder’s inequality, we have

1 ~ w(B\Y" (o(B)\ V"
1= — wq/r’u) q/Tdﬁl,'S( ) )
IBIJS3 | B | B

SO
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With similar computations we have

(e \f i) - <J59|;1_a5n>q<13|11a/n \f ie)
- <a|<B|>> (!Bll afn f““)

|
B
= <U|S§)) (o ) Jode >

Taking the supremum over all B € B with x € B we have
ME,f(2)? < MB(ME(fo)"" u)(z)".
Hence,
18, Fllzao) < IMBQLE(Fo) " w72
< C|ME(fo)lraw < Clfollrowe) = Clflo)- =

When B =D, MUD and ]\4uD are automatically bounded, with operator
norms independent of w and in light of Lemma 2.1 so are M, DU and Molzu.
Hence we have as a corollary the following dyadic version of the result found

n [11].

COROLLARY 3.4. Suppose 1 < p < n/a, and q is defined by 1/q =
1/p—a/n. Then MP : LP(wP) — L4(w?) if and only if w € qu with

(1 a/n)

IMP|| < Clw] 45 -

pq

4. Two-weight theory. For the two-weight theory we are looking for
conditions on pairs of weights (u,v) so that

(§ MEf@ruiz)ar) " < o § If@)Po) )
3

R"

1/p

We have the following theorem analogous to Theorem B.

THEOREM 4.1. Let B be a basis, 0 < a<n, 1 <p<q< oo, and (u,v)
be a pair of weights, o = vlfp/, and suppose that Mf is bounded on LP(0).
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Then

(4.1) IME iy < CllfllLew)

holds for all f € LP(v) if and only if the pair of weights satisfies the testing
condition: there exists C > 0 such that

1/ 1/
(4.2) (§ ME (o) (@) u() de) quC(So(x)dm) :
G G
or all G that are unions of sets in B. Furthermore, if we let
J f s if
1/
(36 ME(xao)tudz)
[uvv]sgq = Sgp O'(G)l/p < o0,

where the supremum is over all G that are unions of sets in B, then
B B
”Ma ”LP(U)HLQ(U) < C[U,U]SEqHMJ HLP(U)HLP(U)'

Proof. We prove only the case p < ¢, as the case p = ¢ is similar
to Theorem B. The necessity of the testing condition follows from letting
f = xgo. Suppose that (u,v) is a pair of weights that satisfy the testing
condition (4.2). Then let §2;, = {z : 2¥ < MBf(x) < 2F*1} for k € Z. From
the definition of Mf , for each k we get (2, C U;’;l By, ; where By, ; satisfies

1 k
= | 1) dy > 2",
‘Bk,ﬂ / B

For each k let Ej 1 = By 1 N (2, and for j > 1 define
j—1

Ek,j = (BkJ\ U Bk,j) N (2.
i=1

Notice that for each k the collection {E} ;}; is disjoint and since the 2;’s
are disjoint, the Fy ;’s are disjoint for all £, j. Further, (2, = Uj E} j, hence
we may estimate HMffHLq(u). We have

q
| e r@) ) e < €Y uB) (e § 1 wld)
Rn k,j |Bk57]| Bk,j
_ o(Bk,j) >q< 1 -1 >q_
—C . o od =C\gduy,
;ju(Ek,J)<|Bk7j|1—a/n o(Bry) Bgvjlf! y )S(g f

where X = 7Z x N, g is the function on X defined by
1 q
k,j)= o lod > ,

ok.d) = (55 | ety

) B,
and p is a discrete measure on X with
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. o(Brg) \*

k) = u(Eig) ()
P\ B |t =em

Let

F)\:{(k7j)€X9(k7])>>‘} and G)\:U{Bk,](kvj)er)\}
We estimate p(I'y) using the testing condition (4.2). We have

o(Br;) \*
(k,‘])ef)\ J

<Y | M, o)ude
(k,j)EDN Bk
< | MB(xayo)tuda < [u,0]ly o(Ga)?”
G)\ P,q
< Clu,o]ly ofw: MB(f/0) (@) > AP,
P,q

Now we proceed with estimating | v gdu:

Vgdp =\ u(ry) dr
X 0

< Clu,v)dys | o{a: ME(f/o)(2)? > A}9/P dX
0

p,q

= Clu, v|§s OSO(W{QJIMf(f/O’)( )P > th"r— o
p,q t
0

Since p < ¢, we use the fact that the measure dt/t on (0, 00) is essentially a
counting measure. Continuing,

0 ol+1

| (to{a: ME ()P > 1)/ Cit =>" | tofz: MEf(2)P > t})7/P ‘ff
0 leZ 2l
< 94/p logQZ(Qla{x : Mf(f/a)(x)p > 2l})q/p
EZL

< C(Z oo : MB(f/o)(z)? > 21}2l)q”’

leZ

C(Z g oz : MB(f /o) (x )p>t}dt)q/p

l€Z 21-1

IN

o0

= (§ola: B /o)y > tyar) " < cppaBle( | 1f1oar) "

0 R™
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This finishes the proof of Theorem 4.1, and if one keeps track of the con-
stants, one can easily see that

|ME| < Clu vlgs |1ME]. =
We state two corollaries of Theorem 4.1 for the bases @ and D. We start

with the basis D and employ an argument similar to the one found in [5,
p. 430]. We have the following dyadic version of Sawyer’s theorem.

COROLLARY 4.2. Let0<a<mnandl <p<q< oo and (u,v) be a pair
of weights with ¢ = v'™P". Then

IME fll zaguy < Cllf (o)
if and only if (u,v) satisfies the testing condition
(o M2 (x@o) () u() dar) /9
4.3 =
(4.3) [u, v]sg Sup) Q)P

Further, we have the following dependence on the operator norm:

|MP] < Clu,vlsg .

< oQ.

Proof. The necessity of the condition (4.3) is clear. Note that MP is
bounded on LP(o) with | MP|| < C), . We will show that (u,v) satisfies the
testing condition

(4.4) (S MP(xqo)tu dI)
G

1
/i < clu, U]Sg qa(G)l/p

for G a union of dyadic cubes, hence showing [u, v] sp, < clu, v] sd.-

We will actually show this inequality for the truncated version of MP.
Let MY be the same operator as MY except with supremum over all dyadic
cubes of side length less than or equal to 2. We show (4.4) with MP
replaced by Mév and constant independent of N. Let G be a union of
dyadic cubes. Using the same discretization as in Theorem 4.1, we may
write {z : MY (xgo)(z) > 2F} = U; Qk,j where Qy,; are maximal dyadic
(hence disjoint for a fixed k) cubes of side length less than or equal to 2V
that are contained in G and satisfy

U(Qil"%j)/ < 9k
Q[
If we let

Eyj = Qk,j N {w ok < MéV(XGU) < 2l<:+1}7
then the Ej, ;’s are disjoint for all £ and j with

{z:2F < MY (xgo) < 281 = UE’“J"
J
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Thus, continuing as in Theorem 4.1 we have
N (Qk,j) I
éMa (xgo)tudx < Ckz:u(Ek’j)<|Q e a/n> .
7]

Since the @), ;s are dyadic cubes with side length less than 2V we can extract
a maximal disjoint collection of them, say {Q;}. We have

Zu(Ek,j)QQ Cff’]a/n> <> D w ( T%Q/ny

k,j i QrCQ

<Y | Malbvg,o)uds

i Qr,;CQi By j
<ZS a(xQ,0) udx
i Qy
< [ ofly Y0 o(@)77 < [ ully (@)1,

i
Finally, we may obtain the full version of Sawyer’s theorem using Lem-
ma 2.2. We have the following corollary.

COROLLARY 4.3. Suppose that 0 < a<n, 1 <p<q< oo, and (u,v) is
a pair of weights with ¢ = v'™P". Then

Mo fll Loy < Clfllzew)
for all f if and only if (u,v) satisfies
(o Malx@o)tu dz) /o
a(Q)'/r

(4.5) [u,v]s, , = sup < 00,
Q

and
Mol < Clu, U]Sp q

Proof. First notice that if (u,v) satisfies condition (4.5), then (ryu, 7v)
satisfies the dyadic condition S]‘iq with

sgp [Teu, ’Ttv]Sg,q < [u,v]s, -
Combining Corollary 4.2 and Lemma 2.2 we have

Mo fllzaqu) < CSI;D [7—t 0 Mo o T f | paqu) < CSI;P[TtUa T0lsa N7l Le(reo)

< C[U, U]Sp,q”fHLp(v)‘ "

We now give a testing condition for M5 that is more natural when a > 0
and also yields sharp operator norms in the one-weight case. We have the
following result.
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THEOREM 4.4. Suppose that 0<a<mn,1<pq< oo, and (u,v) is
a pair of weights such that M~ . is bounded from LP(o) to Li(o), and that
satisfy the testing condition

1/
(4.6) (S MB(XGO.)(l—a/n)qu d:C) 1 < CU(G)l/q
Q
for all G that are unions of sets in B. If [u, U]qu denotes the smallest constant
that satisfies (4.6) for all such G, then

OZO'

IMZ | o) o) < Cluss Vg8 | ME o || Lo (0)— La(0)-

Before we present the proof, some remarks are in order. First notice that
condition (4.6) is just a sufficient condition for the boundedness of M5, Tt
is not known if this is also necessary since the testing condition is based on
testing M5 and not M5. When a = 0 and p = ¢ the two conditions (4.2)
and (4.6) are the same and thus we once again recover Jawerth’s result,
Theorem B. Further, notice that we do not have the restriction p < ¢ but
we do need M, Oli » to be bounded from LP (o) to LY(o), which usually happens
when 1/p —1/q = a/n.

Proof of Theorem 4.4. We use the same basic discretization of Jawerth
as in Theorem 4.1 to obtain

1 q
S MgqudHTSCZU(Ek,j)<WL S \f|d37>
k.j By

Rn
_c§ (E < ))(1 o <1 | Iflala)q
B9\ By o (Byj)t=o/n

By, j

=C S gdpu.
X
Here X, g and p are defined analogously to those in the proof Theorem 4.1.
The definitions for Iy and G are also exactly as in that proof. Then

(Bry)\ e B (1—a/n)
)= > By 75 < | MB(xa,0) M da
(k.j)el koj G

< [, 0l750(Ga) < [u, v]pso({a: Mg, (f/o) (@) > A}).

Plugging this into the estimate for MZ we have

o0 o0

Vodu= | p(Iy)dx < [u, 0]}, S o({z: Mg, (f/o)(2)? > A}) dA

X 0

q/p
= (w0l | ME,(F/0)10 do < u ol | ME 7§ |70 dz)™ . m
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We also note that if p and ¢ are related by the equation 1/g = 1/p—a«a/n
and B = D then the boundedness of Mga follows from Lemma 2.1. Once
again we may relax the testing conditions in the case B = D or Q. We obtain
the following corollaries which are similar to Corollaries 4.2 and 4.3, and we
state them without proof.

COROLLARY 4.5. Suppose 1 < p <nja and 1/q =1/p — a/n. If (u,v)
s a pair of weights that satisfies

(3o MP(xqo)+0/7 udz) Vs
[u, v]qg = sup #(Q)1/a
then MP maps LP(v) into L9 (u) with
IMP]| < Clu, vl

< 00,

Using Lemma 2.2 we may pass this result to the basis of cubes.

COROLLARY 4.6. Suppose 1 < p <nj/a and 1/q =1/p — a/n. If (u,v)
s a pair of weights that satisfies

(SQ M(XQU)H‘?/p/udx)l/q

(4.7) [u, v, = Sgp Q)17 < 00,
then M, maps LP(v) into L9(u) with
(48) IMal| < Cly -

When a > 0, (4.7) is a new sufficient condition for the two-weight bound-
edness of M,,. Instead of testing M,, one needs to test M to obtain the
two-weight boundedness of M,,. Clearly it is stronger than the testing con-
dition (4.5), but it does give the sharp constant for the one-weight case (see
below).

5. Sharp bounds. We remarked in the introduction that when B = Q

the sharp dependence on the operator norm of M, is given by
P_

(5.1) |Ma]l < Clug
This is shown in [8] using techniques similar to those in [9]. The sharpness
is also shown in [8] by using families of power functions and power weights.
It should also be noted that (5.1) follows from combining Lemma 2.2 and
Corollary 3.4. We give a different proof of (5.1) using the two-weight de-
pendence of Corollary 4.6. First, we examine the relationship between the
two-weight T}, constant and the one-weight A, , constant. We use a similar
approach to that of Hunt, Kurtz, and Neugebauer [6].
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THEOREM 5.1. Let 0 < a<n, 1 <p<n/a,1/g=1/p—a/n, and w
be a weight for the basis Q. Then
/(1—
(5.2) [w]a,, < [whw?) < Clwh!t=™)

Proof. Let w be a weight, u = w?, and v = wP, so that o = w . First
notice that

o(Q) i 1+q/p’ q
u(Q) < | M(xqo)" " wdx < [u,v]f, 0(Q).
(ar) ) :

This shows that [w]a,, < [wq,wp}qTq. On the other hand, let @ be a cube
and notice that

1
M(xqo)(z) = sup —; S odz,
P>z |P| P

where the supremum is over all cubes P containing x and contained in Q.
Suppose w € Ap 4, € Q and P C (@ is a cube containing =. Then

o(P)\ T Ya-am)( 1 1 1e'/a
<
(1) <ot ap ) e

< Ol Mg (xgu) (@) P11,

It follows that M (xqo)(x)'+9/?" < C[w]ii?q_a/n)Mﬁ(XQu_l)(m)”p//q for all
x € (. Plugging this into the testing condition and using the fact that M
is bounded on L'*7'/%(v) with norm independent of u, we have

| M(xqo) 1 ude < Cluly ™ | Mi(xqu ")/ tuds

P,

Q R
< Cn[w]p/(ka/n) S w9y dg
P,q
Q
= Co[w, 5 (Q).

P.q

Hence we obtain the sharp bound (1.2) found in [8]. We have
/ 17
1Mol Lo guor)— Lagury < Clw, wPly, < fuwlf/ 907,

To conclude we make some remarks about the consequences of Corol-
lary 4.6 and Theorem 5.1 when o = 0. In this case we have p = ¢ and
the testing conditions 7}, and S, are the same. If we renormalize back to w
(wP — w) and write [w]g, for [w,w]s,, then inequality (5.2) in Theorem 5.1
becomes

(5.3) ]! < [w]s, < Clwl{ ",

The second inequality has a few interesting consequences. First, it leads
to a new proof of Buckley’s estimate (1.1). Indeed, using (4.8) in Corol-
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lary 4.6 we obtain
1M1l Loy - o) < Clwls, < Clwl {7,

As noted in the introduction, this is basically combining Sawyer’s two-weight
result with a variation of the arguments of Hunt, Kurtz, and Nuegebauer.
Second, the operator norm dependence for the two-weight case is sharp, i.e.
the inequality

(54) ||M”LP(U)—>LP(U) < C[U, U]Sp

is sharp. This follows from the one-weight case, since if we had a better
bound in (5.4), then taking u = v = w € A, and using (5.3) would imply a
better bound in (1.1). Finally, the second inequality in (5.3) is sharp. Once
again, a better bound in the second inequality in (5.3) would imply a sharper
bound in (1.1).
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