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Slowly oscillating perturbations of periodic
Jacobi operators in l2(N)
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Marcin Moszyński (Warszawa)

Abstract. We prove that the absolutely continuous part of the periodic Jacobi op-
erator does not change (modulo unitary equivalence) under additive perturbations by
compact Jacobi operators with weights and diagonals defined in terms of the Stolz classes
of slowly oscillating sequences. This result substantially generalizes many previous results,
e.g., the one which can be obtained directly by the abstract trace class perturbation theo-
rem of Kato–Rosenblum. It also generalizes several results concerning perturbations of the
discrete (free or periodic) Schrödinger operator. The paper concerns “one-sided” Jacobi
operators (i.e. in l2(N)) and is based on the method of subordinacy. We provide some
spectral results for the unperturbed, periodic case, and also an appendix containing some
subordination theory tools.

0. Introduction. Searching for perturbations of a specific “unpertur-
bed” operator which preserve a certain spectral property of that operator is
a popular kind of problem in spectral analysis. In this paper, we consider
periodic Jacobi operators in l2(N) as unperturbed operators, and we perturb
them by adding other Jacobi operators. The main spectral properties studied
relate to the absolutely continuous part of the operator.

Similar problems concerning perturbations of the free or periodic dis-
crete Schrödinger operator (DSO) in l2(N) or l2(Z) by diagonal operators
have been studied in many papers (see e.g. [2–4, 13–17, 21–23]; see also the
introduction and references to [17]).

A famous abstract result on stability of the absolutely continuous part of
an operator under perturbations is the Kato–Rosenblum theorem (see e.g.
[20]). It states that the absolutely continuous parts of a self-adjoint operator
and of its perturbation by an arbitrary trace class operator are unitarily
equivalent. Obviously, this theorem can be directly applied to perturbations
by any Jacobi operators with weights α = {αn}n≥1 and diagonals β =
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{βn}n≥1 satisfying

(0.1)
∞∑
n=1

|αn|,
∞∑
n=1

|βn| <∞,

since, as is easy to check, the above condition is equivalent to the trace class
property of the perturbing operator. Thus, we can say that perturbations
satisfying (0.1) are in some sense “trivial” from the point of view of the
abstract perturbation theory.

The weights α and diagonals β of the perturbing operator considered in
this paper belong mostly to the large class D of slowly oscillating sequences
introduced by G. Stolz (see [22]). The only extra assumption is that α and
β converge to 0, which is equivalent to the compactness of the perturbing
operator. Our main result is that under these assumptions the absolutely
continuous part of the perturbed Jacobi operator is unitarily equivalent to
the absolutely continuous part of the unperturbed one. In particular, the
absolutely continuous spectrum remains unchanged.

Stolz [22] considered a similar perturbation problem. The unperturbed
operator was the free DSO, and it was perturbed by a diagonal operator
given by a D class sequence β. The result obtained for this special case was
stronger than the result of the present paper, since the compactness assump-
tion was not necessary there. Stolz proved that there exist three regions of R,
determined in a simple way by lim sup and lim inf of β, such that in the first
region the perturbed operator is absolutely continuous, in the second it is
pure point, and the third is “a region of uncertainty” which is however con-
tained in the essential spectrum. Similar results for perturbations of periodic
DSO are also presented in [22]. Here we consider a more general tridiagonal
form of the unperturbed operator, and also of the perturbing operator. It
seems that a generalization of our results to noncompact D-perturbations,
in the style of the above paper of Stolz, would be difficult to obtain.

Both Stolz’s paper and ours give stronger results than some of the results
for diagonal perturbations of DSO, e.g., those in [3, 4, 23]. For instance,
Golinskii and Nevai [4] (see also [17, Th. 1.5 + Rem. 1]) obtained some
similar results under the stronger assumptions that

(0.2)
∞∑
n=1

|βn+T − βn| <∞ and βn → 0

for some T ∈ N, and the unperturbed operator is a T -periodic DSO.
It should be stressed that our methods are similar to those of [22]. In par-

ticular, we also use subordination theory (see [12]). Moreover, Stolz’s main
trick of iterated diagonalization of matrices is, in some sense, also present
here (but it remains deeply hidden in the proof of a Levinson type theorem,
which is used to prove Criterion 5.10).
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The paper is organized as follows. In Section 1 we introduce the notation
and we recall some necessary notions. In Section 2 we study some basic
properties of periodic Jacobi operators in l2(N). We do it by combining
some elementary methods with subordination theory tools. Perturbations of
periodic Jacobi operators are studied in Section 3. In particular, the main
result of the paper, Theorem 3.2, is formulated there. The proofs of all the
results from Sections 2 and 3 are given in Section 4. The appendix consists
of several parts containing a few general results used in this paper; some of
them (e.g., Corollary 5.12) may become convenient tools for further studies
of spectral properties of Jacobi operators. Some of the results in the appendix
were published earlier, and we only recall them for convenience of the reader.
Some others have not been published yet, and we give their proofs.

1. Preliminaries and notation. Given real sequences w = {wn}n≥1

and q = {qn}n≥1, we denote by J(w, q) the Jacobi operator in the Hilbert
space l2(N) determined by the infinite Jacobi matrix

q1 w1

w1 q2 w2

w2 q3 w3

w3 q4
. . .

. . . . . .


.

In this paper we consider mainly bounded w and q, and then J(w, q) is the
bounded self-adjoint operator defined by

(1.1) (J(w, q)u)n = wn−1un−1 + qnun + wnun+1, u ∈ l2(N), n ∈ N,
(in this paper N={1, 2, 3, . . .}) with the convention that wj =uj := 0 if j<1.
Without the boundedness assumption, the above formula defines J(w, q)u
for u from the domain of J(w, q), which is the usual maximal domain.

Let λ ∈ R. Consider a “generalized eigenvector” for J(w, q) and λ, i.e. a
scalar sequence u := {un}n≥1 satisfying

(1.2) wn−1un−1 + qnun + wnun+1 = λun, n ≥ 2.

The main tool used in this paper is the subordination theory for Jacobi op-
erators, described by Khan and Pearson [12] and developed in many papers
(see e.g. [11, 18]). To apply the subordination theory we shall study asymp-
totic properties of the above generalized eigenvectors. For this purpose, if
wn 6= 0 for all n ∈ N, it is convenient to rewrite the equation (1.2) in the C2

vector form (note that we denote vectors as rows, not columns—see end of
this section):

(1.3) (un, un+1) = Bn(λ)(un−1, un),
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where Bn(λ) is the nth transfer matrix for J(w, q) and λ ∈ R, given by

(1.4) Bn(λ) :=

 0 1

−wn−1

wn

λ− qn
wn

 .

We now recall some spectral terminology and notation used; we stress
that in the literature some other terms and notations may be used in the
same context.

Let A be a self-adjoint operator in a Hilbert space. We shall use the
symbols H♠(A), with ♠ being ac, sc, pp, or G, where G is a Borel subset
of R. For the first three cases this symbol denotes the space of absolute
continuity, of singular continuity, and the pure point space (i.e. the closure
of the space spanned by all the eigenvectors) of A, respectively; and HG(A)
is the range of the spectral projection EG(A).

Similarly, for ♠ as above, we denote by (A)♠ the restriction of A to
H♠(A). In particular, for the first three cases (A)♠ is the so-called absolutely
continuous, singular continuous and pure point part of A, respectively.

As usual, σac(A), σsc(A), σpp(A), σess(A), σd(A) denote the absolutely
continuous, singular continuous, point, essential, and discrete spectrum of A,
respectively.

Recall that A is absolutely continuous (resp. pure point) in G iff HG(A) ⊂
Hac(A) (resp. HG(A) ⊂ Hpp(A)). For simplicity we often omit “in G” when
G = R. Note that A is absolutely continuous (resp. pure point) in G iff
(A)G is absolutely continuous (resp. pure point), as is easy to check. Note as
well that when A is absolutely continuous in G, it is also often said to have
“purely absolutely continuous spectrum in G” in the literature (and similarly
for the pure point case).

The operator of multiplication by the identity function in the space L2(G)
is denoted by XG. The symbol ∼ denotes unitary equivalence of operators.

Now let us introduce the notation pertaining to the Stolz classes.
For a sequence a = {an}n≥n0 with terms in a normed space with the norm

‖ · ‖ we denote by ∆a the discrete derivative of a, i.e. (∆a)n = an+1−an for
n ≥ n0. For k ∈ N the Stolz classes Dk of slowly oscillating sequences (see
[22]) are defined as follows: a ∈ Dk (or a is a Dk sequence) iff a ∈ l∞ and
∆ma ∈ lk/m for m = 1, . . . , k. Here ∆m denotes the mth power of ∆ and, as
usual, for 1 ≤ p < ∞, a ∈ lp iff

∑∞
n=n0

‖an‖p < ∞, and l∞ denotes the set
of bounded sequences. We also set

D :=
⋃
k∈N

Dk.

We use the same symbols ∆, lp, Dk, D for all n0 and for all the underlying
spaces (mainly C and spaces of scalar matrices).



Perturbations of periodic Jacobi operators 263

We denote by discrC the discriminant of the characteristic polynomial of
a 2×2 matrix C, i.e., discrC = (trC)2−4 detC. We usually identify a 2×2
matrix with the appropriate linear operator acting in C2. In particular, we
write C2 vectors as rows, and for a 2× 2 matrix A, we denote by A(x1, x2)
the value of the operator given by A on the vector (x1, x2), i.e., A(x1, x2) =
(A11x1 +A12x2, A21x1 +A22x2).

We use the following notation for product of matrices:
∏n
k=mAj equals

An . . . Am if n > m; if n = m it equals Am, and if n < m it is I.
We denote by e1, e2 the canonical base vectors (1, 0), (0, 1) of C2, respec-

tively.
We use the inequalities <,≤, >,≥ not only for real numbers, but also for

subsets of R. For example, X < Y for X,Y ⊂ R means that x < y for any
x ∈ X and y ∈ Y , and similarly for the other relations.

2. Periodic Jacobi operators in l2(N). Some spectral properties of
periodic Jacobi operators in l2(N) are similar to the properties of analogous
“two-sided” periodic Jacobi operators acting in l2(Z) (see e.g. [23, p. 122] for
Floquet’s theory in l2(Z), and [19] for another approach). However, specific
results for l2(N) are not easy to find in the literature. Therefore we collect
some of such spectral results in this section (see also [1, Section 3]).

Fix T ∈ N and T -periodic real sequences a = {an}n≥1, b = {bn}n≥1 with
an 6= 0, and consider the periodic Jacobi operator J0 := J(a, b).

We give some spectral results for J0 that can be obtained using mainly
subordination and asymptotic methods.

Denote by B0
k(λ) the kth transfer matrix for J0 and λ ∈ R, given by

(2.1) B0
k(λ) :=

(
0 1

−ak−1

ak

λ−bk
ak

)
.

Observe that by periodicity the “T -group products” of transfer matrices are
constant, i.e. for any n ∈ N,

(2.2)
T+1∏
s=2

B0
Tn+s(λ) =

T+1∏
s=2

B0
s (λ) =: A(λ).

The matrix function A( · ) plays an important role in studying the spectral
properties of the operator J0. Using a1 = aT+1 we get

(2.3) detA(λ) =
a1

a2

a2

a3
· · · aT

aT+1
= 1,

but trA(λ) depends on λ—it is a polynomial of degree T .
Now define

(2.4) S./ = {λ ∈ R : |trA(λ)| ./ 2},
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where ./ stands for <, >, =, or ≤. All these sets are determined by the
function trA( · ), which will be called the spectral polynomial for J0. The
same sets appear in the l2(Z) case, and we can use the following classical
results on their geometry (the gaps and bands decomposition, see e.g. [6, 23]):
• S< = I1∪· · ·∪ IT where Ik are nonempty bounded open intervals such
that Ik < Ik+1;
• S< = S≤ = I1 ∪ · · · ∪ IT (Ik — “bands”); in particular S≤ has no
isolated points;
• S> = G− ∪G1 ∪ · · · ∪GT−1 ∪G+, where G− and G+ are unbounded
open intervals, and Gk are bounded open intervals (“gaps”, some of
them may be empty), such that G− < I1, IT < G+, and when Gj 6= ∅,
then Ij < Gj < Ij+1 (and the union of all the above 2T + 1 intervals
is equal to R).

The previously mentioned spectral results on J0 are collected in the fol-
lowing proposition, which is proved in Section 4.

Proposition 2.1.
(a) J0 is absolutely continuous in S≤ and pure point in S>, and σsc(J0)

= ∅;
(b) σess(J0) = σac(J0) = S≤;
(c) σd(J0) = σpp(J0) and it is a finite subset of S>; moreover , if λ is an

eigenvalue of J0, then Q(λ) = 0, where Q is the nonzero polynomial
defined by

(2.5) Q(λ) :=
[
trA(λ)− 2

(
A11(λ) +

λ− b1
a1

A12(λ)
)]2

− (trA(λ))2 + 4;

(d) (J0)S≤ = (J0)S< = (J0)ac ∼XS<.

It is worth noting that in contrast to the l2(Z) case, the point spectrum
of J0 may be nonempty. Below we give a necessary and sufficient condition
for it when T = 2 (for the proof see Section 4).

Proposition 2.2. Suppose that T = 2. If |a1| ≥ |a2|, then σpp(J0) = ∅.
If |a1| < |a2|, then σpp(J0) = {b1}.

The following example can be easily computed using Propositions 2.1
and 2.2.

Example 2.3. Let T = 2.
A. If a1 = 1, a2 = 2, b1 = b2 = 0, then

σd(J0) = {0}, σess(J0) = [−3;−1] ∪ [1; 3].

B. If a1 = 2, a2 = 1, b1 = 1, b2 = −1, then

σd(J0) = ∅, σess(J0) = [−
√

10;−
√

2] ∪ [
√

2;
√

10].
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C. If a1 = 1, a2 = −1, b1 = b2 = 0, then

σd(J0) = ∅, σess(J0) = [−2; 2]

(in this case J0 is unitarily equivalent to the discrete free Schrödinger
operator in l2(N)).

Remarks 2.4. 1. Let J0Z denote the analogous periodic Jacobi operator
acting in l2(Z) (we extend both periodic sequences periodically onto Z). It
is known (see e.g. [23]) that J0Z is an absolutely continuous operator and
σ(J0Z) = S≤.

2. It can be easily proved that J0Z ≡ (J0 ⊕ J ′0) + C, where J ′0 is also a
periodic Jacobi operator, “the part of J0Z for the negative entries”, and C is a
2-dimensional operator. Moreover, one can show that J ′0 ∼ J0. Hence, by the
previous remark, some abstract methods, e.g., the Weyl theorem on compact
perturbations, the Kato–Rosenblum theorem on trace class perturbations,
or Glazman’s splitting method, allow one to prove that each set Gk (k =
1, . . . , T − 1) contains at most one point of σd(J0) (in fact, this point must
belong to Gk, by Proposition 2.1), and that no points of σd(J0) are in G±.

3. The equation Q(λ) = 0 gives only a necessary condition for the point
spectrum, but this condition has an explicit form. The degree of the polyno-
mial Q can be easily estimated by 2T − 1, which also estimates the number
of eigenvalues of J . On the other hand, the above remark gives the much
better estimate T − 1. Heinig’s paper [5] provides another polynomial of
exact degree T − 1 which vanishes on σpp(J0).

3. Invariance of absolutely continuous spectrum under slowly
oscillating perturbations. We shall perturb the periodic Jacobi operator
J0 by a compact Jacobi operator P := J(α, β), defined by real sequences
α = {αn}n≥1 and β = {βn}n≥1. We shall say that the perturbation P is

• slowly oscillating iff α, β converge to 0 and α, β ∈ D;
• T -slowly oscillating iff α, β converge to 0 and α{j}, β{j} ∈ D for any
j = 1, . . . , T , where for a sequence x = {xn}n≥1 and j = 0, 1, . . . we
write

x{j} := {xnT+j}n≥1

(in particular, a{j} and b{j} are constant sequences equal to aj , bj ,
respectively).

It can be easily seen that the second condition is weaker, i.e. a slowly
oscillating P is also T -slowly oscillating for any T (here it is not important
that T is a period related to J0; note also that if P is T -slowly oscillating,
then α{j}, β{j} ∈ D not only for j = 1, . . . , T , but for any j = 0, 1, . . .).
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Let J denote the perturbed Jacobi matrix,

J := J0 + P.

We shall say that J is a slowly oscillating (resp. T -slowly oscillating) pertur-
bation of J0 when P is slowly oscillating (resp. T -slowly oscillating).

Example 3.1. By the definition, J is a slowly oscillating perturbation
of J0 iff J = J(a + α, b + β) with some α, β converging to 0 and α, β ∈ D
(additive perturbation). But if J = J(aγ, bδ) and γ, δ ∈ D with γn, δn → 1
(multiplicative perturbation), then J is a T -slowly oscillating perturbation
of J0.

The following theorem is the main result of this paper (note that the
weaker, “T ” perturbation condition is sufficient here).

Theorem 3.2. Suppose that P is T -slowly oscillating. Then

(3.1) (J)ac ∼ (J0)ac ∼XS< ,

and

(i) σac(J) = σess(J) = σac(J0) = S≤, in particular , J is pure point in
S>;

(ii) σsc(J) = ∅;
(iii) if , moreover ,

(3.2) an + αn 6= 0, n ∈ N,
then J is absolutely continuous in S< and

(3.3) (J)S< = (J)ac.

Remarks 3.3. 1. Under Golinskii and Nevai’s conditions from [4] for
the periodic DSO case (see also [17, Th. 1.5 + Rem. 1]), i.e., if an = 1 and
αn = 0 for all n ∈ N, and (0.2) holds, then all the assumptions of the above
theorem hold.

2. Some interesting results on the “discreteness of the point spectrum”
can be found in [1].

4. The proofs. In this section we prove Propositions 2.1 and 2.2, and
Theorem 3.2. The main general tools used in these proofs, in particular the
class H, are recalled in the appendix.

Let us start from some simple observations on the matrix A(λ) and the
sets S./:

λ ∈ S<, S=, S> iff discrA(λ) < 0, = 0, > 0, respectively.

This is a consequence of (2.3).
For λ ∈ R let µ1(λ), µ2(λ) be the eigenvalues of A(λ); by the above

remark, their ordering can be chosen as indicated below.



Perturbations of periodic Jacobi operators 267

(i) If λ ∈ S<, then there are two different mutually conjugate non-
real eigenvalues with absolute value 1, so we assume Imµ1(λ) > 0,
Imµ2(λ) < 0.

(ii) If λ ∈ S=, then µ1(λ) = µ2(λ) = ±1.
(iii) If λ ∈ S>, then there are two different real eigenvalues with prod-

uct 1, so we assume
(4.1) 0 < |µ1(λ)| < 1 < |µ2(λ)|.

We now prove the following result on the eigenvalues of J0.

Lemma 4.1. Suppose that λ ∈ R, and set p(λ) := {pn(λ)}n≥0 where
pn(λ) are the C2 vectors given by

(4.2) pn(λ) := (A(λ))n
(

1,
λ− b1
a1

)
.

(a) λ ∈ σpp(J0) iff p(λ) ∈ l2.
(b) Suppose that λ ∈ S>. Then λ ∈ σpp(J0) iff

(4.3) (A(λ)− µ1(λ)I)
(

1,
λ− b1
a1

)
= 0.

In particular , in this case, if λ ∈ σpp(J0), then Q(λ) = 0, where Q
is the nonzero polynomial defined by (2.5).

(c) If λ ∈ S≤, then λ 6∈ σpp(J0).
Proof. Consider a generalized eigenvector u(λ) := {un(λ)}n≥1 satisfying

an−1un−1(λ) + bnun(λ) + anun+1(λ) = λun(λ), n ≥ 2,

and

(4.4) u1(λ) = 1, u2(λ) =
λ− b1
a1

.

Obviously, λ ∈ σpp(J0) iff u(λ) ∈ l2. Writing (1.2) in the C2 vector form

(4.5) (un(λ), un+1(λ)) = B0
n(λ)(un−1(λ), un(λ)),

and using (2.2) we get
(4.6) pn(λ) = (unT+1(λ), unT+2(λ)).

Thus, if u(λ) ∈ l2 then p(λ) ∈ l2. On the other hand, if p(λ) ∈ l2 then by
(4.5), (4.6) and by the invertibility of the matrices B0

s (λ), s = 2, . . . , T + 1,
also u(λ) ∈ l2. This proves assertion (a).

Assume now that λ ∈ S>. By (4.1) we can diagonalize A(λ),

A(λ) = Y

(
µ1(λ) 0

0 µ2(λ)

)
Y −1,

and by (4.2) we obtain
pn(λ) := Y (c1(µ1(λ))n, c2(µ2(λ))n),
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with some invertible (λ-dependent) matrix Y and with c := (c1, c2) =
Y −1(1, (λ− b1)/a1). Thus by (4.1), it follows that p(λ) ∈ l2 iff c2 = 0 iff(
µ1(λ) 0

0 µ2(λ)

)
= µ1(λ)c iff (4.3) holds. Hence, by (a), to finish the proof of

(b) it remains to prove that Q is nonzero, and that Q(λ) = 0 if (4.3) is
satisfied. By the definition of µ1(λ) we have

(4.7) µ1(λ) =
1
2

[σ(λ)
√

(trA(λ))2 − 4 + trA(λ)],

where σ(λ) is 1 or −1. Suppose (4.3) holds. Thus in particular

A11(λ)− µ1(λ) +A12(λ)
λ− b1
a1

= 0,

and using (4.7) we get

2A11(λ) + 2A12(λ)
λ− b1
a1

− trA(λ) = σ
√

(trA(λ))2 − 4,

which immediately gives Q(λ) = 0.
Suppose now that Q is a zero polynomial. Defining

f1(λ) := trA(λ)− 2
(
A11(λ) +

λ− b1
a1

A12(λ)
)
, f2(λ) := trA(λ),

we obtain f2
1 − f2

2 = (f1 − f2)(f1 + f2) = −4, so both f1 − f2 and f1 + f2

must be constant functions. Therefore also both f1 and f2 must be constant,
which is a contradiction, since f2 is a polynomial of degree T .

To prove (c) assume first that λ ∈ S<. In this case A(λ) is also diagonal-
izable, so just as in the case λ∈S>, for some invertible matrix Y we obtain

pn(λ) := Y (c1(µ1(λ))n, c2(µ2(λ))n)

with c := (c1, c2) = Y −1(1, (λ− b1)/a1). Hence p(λ) 6∈ l2, because c 6= 0 and
|µ1(λ)| = |µ(λ)| = 1. Thus by (a), λ 6∈ σpp(J0).

If λ ∈ S=, then there are two possibilities. If A(λ) is diagonalizable, then
we can repeat the above argument. If A(λ) is not diagonalizable, then it is
similar to a Jordan cell, i.e. for some invertible matrix Y ,

A(λ) = Y

(
z 1
0 z

)
Y −1, (A(λ))n = Y

(
zn nzn−1

0 zn

)
Y −1, n ∈ N,

where z = ±1. Combining this with (4.2) yields

pn(λ) := Y (c1z
n + c2nz

n−1, c2z
n)

with c 6= 0 (as above), and this obviously also excludes p(λ) ∈ l2.
Proof of Proposition 2.1. By (2.2), using Proposition 5.7 and Criterion

5.8, we see that {B0
n}n≥2 ∈ H, provided discrA(λ) < 0. Hence, {B0

n}n≥2 ∈ H
for any λ ∈ S<. Moreover, S< is an open set. Theorem 5.6 now implies that
J0 is absolutely continuous in S<, (J0)S< ∼XS< and S< ⊂ σac(J0).
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Let now λ ∈ S> and consider the equation

(4.8) xn+1 = C0
n(λ)xn, n ≥ 0,

where x = {xn}n≥0 is a sequence of C2 vectors, and

C0
n(λ) :=

T+1∏
s=2

B0
Tn+s(λ), n ≥ 0.

By (2.2) all solutions of (4.8) are given by

xn := (A(λ))nx0,

where the vector x0 can be arbitrary. Diagonalizing A(λ) as in the proof of
Lemma 4.1 we obtain

xn := Y

(
(µ1(λ))n 0

0 (µ2(λ))n

)
Y −1x0

with some invertible matrix Y . Taking x0 := Y (1, 0) we get xn = µn1x0,
hence such a solution x of (4.8) is in l2, by (4.1). Therefore, by Theorem
5.14, J0 is pure point in S>.

Lemma 4.1 shows that σpp(J0) is a finite subset of S> (and the multiplic-
ity of each eigenvalue is one, which is a standard fact for Jacobi operators).
In particular, E{λ}(J0) = 0 for any λ ∈ S≤. Since S= is a finite subset of S≤,
we have ES=(J0) = 0, and consequently HS≤(J0) = HS<(J0). This implies
that J0 is absolutely continuous also in S≤, and that (J0)S≤ = (J0)S< .

Above we have proved that HS≤(J0) ⊂ Hac(J0) and HS>(J0) ⊂ Hpp(J0).
Hence, using the fact that

HS≤(J0) +HS>(J0) = l2(N)

(because S≤ ∪ S> = R), and that

Hac(J0)⊕Hpp(J0)⊕Hsc(J0) = l2(N),

we get Hsc(J0) = {0}, HS≤(J0) = Hac(J0), and HS>(J0) = Hpp(J0). Thus
(J0)S< = (J0)S≤ = (J0)ac (which finishes the proof of (d)), and this gives
σac(J0) = σ((J0)ac) = σ((J0)S<) ⊂ S<, the inclusion being a consequence of
Proposition 5.15. By the opposite inclusion (already proved) we get σac(J0) =
S< = S≤. Moreover, we have σsc(J0) = ∅ (which finishes the proof of (a)),
and thus σ(J0) = S≤∪σpp(J0). Hence, knowing that σpp(J0) is a finite subset
of S> (recall also that each eigenvalue is simple), and that S> is an open
set disjoint from S≤, we immediately conclude that σd(J0) = σpp(J0) and
σess(J0) = S≤; this finishes the proof of (b) and begins the proof of (c). The
rest of the assertion of (c) is directly formulated in Lemma 4.1.
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Proof of Proposition 2.2. If T = 2, then by (2.2),

(4.9) A(λ) =

−a1
a2

λ−b2
a2

b1−λ
a2

(λ−b1)(λ−b2)
a1a2

− a2
a1


and

trA(λ) = (a1a2)−1[(λ− b1)(λ− b2)− (a2
1 + a2

2)].

The polynomial Q is given by

Q(λ) = 4 + 4a−2
1 [(λ− b1)(λ− b2)− a2

1].

Thus the equation Q(λ) = 0 has the solutions λ = b1, b2, and σpp(J0) ⊂
{b1, b2} by Lemma 4.1(b), (c). So, let now λ ∈ {b1, b2}. By (4.9) the matrix
A(λ) is triangular, and thus its eigenvalue µ1(λ) is one of the diagonal entries
−a1/a2, −a2/a1. Set

y(λ) := (A(λ)− µ1(λ)I)
(

1,
λ− b1
a1

)
.

By Lemma 4.1(b), λ ∈ σpp(J0) iff (4.3) holds, i.e., iff y(λ) = 0.
Consider the following cases:

(i) |a1| > |a2|. Then µ1(λ) = −a2/a1, and y1(λ) = a2/a1 − a1/a2. So,
y1(λ) 6= 0 in this case, which proves that σpp(J0) = ∅.

(ii) |a1| = |a2|. Then |trA(λ)| = |a1a2|−1(a2
1+a2

2) = 2, and thus λ 6∈ S>.
Therefore Lemma 4.1(c) gives σpp(J0) = ∅.

(iii) |a1| < |a2|. Then µ1(λ) = −a1/a2. We have y(b1) = 0, hence b1 ∈
σpp(J0). If b2 6= b1, then

y2(b2) = (b1 − b2)
a2

a2
1

6= 0,

which yields σpp(J0) = {b1}.
Proof of Theorem 3.2. Assume first (3.2). Similarly to the unperturbed

case, define the “T -group products” of transfer matrices for J :

(4.10) Cn(λ) :=
T+1∏
s=2

BTn+s(λ), n ≥ 0,

where now

(4.11) Bk(λ) :=

(
0 1

−ak−1+αk−1

ak+αk

λ−(bk+βk)
ak+αk

)
, k ≥ 2.

We have

(4.12) BTn+j(λ) =

 0 1

−aj−1+α
{j−1}
n

aj+α
{j}
n

λ−(bj+α
{j}
n )

aj+α
{j}
n

 .
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Since P is T -slowly oscillating, Proposition 5.2(ii) shows that {BTn+j(λ)}n≥0

∈ D for any fixed j and λ. Hence, by (4.10), {Cn(λ)}n≥0 ∈ D, since the
class D is an algebra (see Appendix 5.1). We also have BTn+j(λ)→ B0

j (λ),
and so by (4.10) and (2.2) we get Cn(λ) → A(λ). By (3.2) and Theorem
5.12 we deduce that J is absolutely continuous in S<, (J)S< ∼ XS< and
S< = S≤ ⊂ σac(J). By Proposition 2.1 this proves (3.1).

As J is a compact perturbation of J0, by the Weyl theorem and by
Proposition 2.1 we have σess(J) = σess(J0) = σac(J0) = S≤. Thus

S≤ = σess(J) ⊃ σac(J) ⊃ S≤,
which gives σac(J) = σess(J). To see that J is pure point in S>, observe
first that S> = σd(J)∪U , where U is an open set disjoint from σ(J). Hence
HS>(J) = Hσd(J)(J) ⊂ Hpp(J). So we have just proved (i). Thus we can
write σ(J) = S< ∪ Z, where Z = S= ∪ σd(J), so Z is an at most countable
set disjoint from S<. Hence HS<(J)⊕HZ(J) = l2(N). By Proposition 5.15,
HZ(J) ⊂ Hpp(J), and above we have proved that HS<(J) ⊂ Hac(J). Now,
since

Hac(J)⊕Hpp(J)⊕Hsc(J) = l2(N)

we get Hsc(J) = {0}, HS<(J) = Hac(J), and HZ(J) = Hpp(J). Thus
(J)S< = (J)ac and σsc(J0) = ∅, i.e. (ii) and (iii) hold. This finishes the
proof of the theorem under the extra assumption (3.2).

Suppose now that (3.2) does not hold. Then there exists N ∈ N such
that

(4.13) aN + αN = 0

and an + αn 6= 0 for n > N . Define a′, b′, α′, β′ by

(4.14) a′n = an+N , b
′
n = bn+N , α′n = αn+N , β

′
n = βn+N , n ≥ 1.

Thus we can apply the part already proved to the perturbation of the oper-
ator J ′0 := J(a′, b′) by P ′ := J(α′, β′). By (4.13), J is unitarily equivalent to
the direct orthogonal sum Jfin ⊕ J ′, where Jfin is an operator acting in CN .
Moreover, the spectral polynomial for J ′0 is equal to the spectral polynomial
of J0 (use the identity tr(XY ) = tr(Y X)). This gives the equality of all the
relevant sets for both periodic Jacobi operators, which finishes the proof.

5. Appendix

5.1. The D class. The classesDk,D (see introduction for the definitions)
and some related classes have been introduced by Stolz in [22].

Note that D1 is the well-known class of bounded variation sequences
(thus, e.g., the scalar sequences {1/nc}n≥1 are in D1 for any c ≥ 0), in
particular D1 sequences in a Banach space X are always convergent, which
is not true for Dk sequences with k > 1. We have Dk ⊂ Dk+1 ⊂ D. A large
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class of scalar Dk sequences can be constructed with the use of the following
criterion (see [22]).

Proposition 5.1. Let x = {xn}n≥n0 be a scalar sequence given by xn =
f(n), where f : [n0;∞)→ C is k times differentiable with

∂jf ∈ Lk/j([n0;∞)), j = 1, . . . , k.

Then x ∈ Dk.

In particular, {h(nγ)}n≥n0 ∈ D for any γ ∈ (0; 1) and every C∞ function
h such that its derivatives of all orders are bounded (e.g. for h being sin
or cos). Obviously, a matrix sequence is in Dk iff all its matrix element
sequences are in Dk.

The scalar and matrix Dk classes are algebras with the usual multiplica-
tion. Moreover, as seen from the proposition below, many other operations
on Dk sequences preserve the class Dk (choosing properly the function f
below, we can also cover multivariable operations).

Proposition 5.2.

(i) Suppose that X,X ′ are finite-dimensional real normed spaces and
that K ⊂ U ⊂ X, where U is open, and K is compact and convex.
If f : U → X ′ is a Ck function and x is a Dk sequence in K, then
f(x) := {f(xn)}n≥n0 is a Dk sequence in X ′.

(ii) Suppose that x := {xn}n≥n0 and y := {yn}n≥n0 are two scalar Dk

sequences and that infn≥n0 |yn| > 0. Then x/y ∈ Dk.

The proof of the above result for some generalizations of Dk classes (the
so-called weighted Dk classes) can be found in [9].

5.2. The class H and absolute continuity. In this section, and also in
the next one, we consider a Jacobi operator J = J(w, q) (not necessarily
bounded), with wn, qn ∈ R. We usually also assume that

(5.1) wn 6= 0, n ∈ N.

We study relations between properties of the sequence of transfer matrices
Bn(λ) for J (see (1.4)) and the absolute continuity of J in some subsets of R.

Let us recall the definition and some properties of a class H of matrix
sequences, introduced in [18]. It is a convenient tool in the study of the ab-
solutely continuous part of some Jacobi operators. We recall the appropriate
spectral result, and we prove some new ones.

Consider a sequence {Cn}n≥n0 of complex 2× 2 matrices. Below we use
‖ · ‖ for the usual operator norm for matrices, and ‖ · ‖sp for the spectral
“norm”.
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Definition 5.3. {Cn}n≥n0 ∈ H iff there exists M > 0 such that∥∥∥ n∏
k=n0

Ck

∥∥∥2
≤M

n∏
k=n0

|detCk|, n ≥ n0.

Remark 5.4. Let Pn :=
∏n
k=n0

Ck and suppose that σ(Pn) = {µ(1)
n , µ

(2)
n }

with |µ(1)
n | ≤ |µ(2)

n |. Then∥∥∥ n∏
k=n0

Ck

∥∥∥2
≥ ‖Pn‖2sp = |µ(2)

n |2 ≥ |µ(1)
n µ(2)

n | = |detPn| =
n∏

k=n0

|detCk|,

which shows that the inequality in the definition of H is a strong condition,
since above we have obtained the opposite inequality with M = 1.

The first reason to apply the class H in the study of spectral properties
of Jacobi operators is the following:

Proposition 5.5. If (5.1) holds and the sequence {Bn(λ)}n≥2 of trans-
fer matrices for J and λ is in H, then for any solution u of (1.2),

(5.2) ∃M∈R∀n∈N

n+1∑
k=1

|uk|2 ≤M
n∑
k=1

1
|wk|

.

In particular , (1.2) has no subordinated solutions.

Recall that the first assertion of the above proposition is exactly the so-
called generalized Behncke–Stolz condition for J and λ introduced by Janas
and Naboko as the assumption of the Generalized Behncke–Stolz Lemma (for
short, GBS; see e.g. [7, Lemma 1.5]).

We omit the proof of Proposition 5.5 because the proof of the first part
is in fact contained in the short proof of Theorem 1.2 of [18], and the second
part follows just from GBS.

Some spectral consequences of the generalized Behncke–Stolz condition,
which follow from GBS and from subordination theory [12], have been for-
mulated in Theorem 1.1 of [18]. The theorem below combines this result (see
also [18, Theorem 1.2]) with Proposition 5.5.

Theorem 5.6. Suppose that J is self-adjoint , and that (5.1) holds. If G is
an open subset of R and {Bn(λ)}n≥2 ∈ H for any λ ∈ G, then (J)G ∼XG,
J is absolutely continuous in G and G ⊂ σac(J).

The second reason for using the class H is that it is fairly easy to check
that a sequence of matrices belongs to H (despite Remark 5.4) in many
important cases, because there exist several sufficient criteria for membership
in H.

Let us first mention the following two easy properties of H.
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Proposition 5.7. Suppose that Cn are invertible matrices for any n≥n0.

(i) If n1 ≥ n0, then {Cn}n≥n0 ∈ H iff {Cn}n≥n1 ∈ H.
(ii) If {Cn}n≥n0 and {C−1

n }n≥n0 are bounded , T ∈N and l∈{0,1, . . . , T},
then {Cn}n≥n0 ∈ H iff {

∏T−1
s=0 CTn+l+s}n≥n0 ∈ H.

A simple criterion guaranteeing that two classes of sequences of matrices
are in H has been proved in [18]. It is based on some D1 (i.e., bounded
variation) assumptions.

Criterion 5.8.

(1) If Cn are real invertible complex matrices for n ≥ n0 and {Cn}n≥n0

is a D1 sequence with Cn → C, and discrC < 0, then {Cn}n≥n0 ∈ H.
(2) Suppose that Cn are invertible matrices, and Cn has the form Cn =

anI + pnSn +Rn, n ≥ n0, where
(i) an, pn ∈ R for n ≥ n0, an → a ∈ R \ {0} and pn → 0;
(ii) {Sn}n≥n0 is a real D1 sequence and Sn → S with discrS < 0;
(iii) {Rn}n≥n0 ∈ l1.
Then {Cn}n≥n0 ∈ H.

We shall prove a generalization of Criterion 5.8(1) for general D se-
quences. The proof will use the following lemma. Below we use > to denote
transposition of matrices, in particular, for v a C2 vector, v> denotes the
corresponding C2 column.

Consider the equation

(5.3) xn+1 = Cnxn, n ≥ n0,

for a sequence x = {xn}n≥n0 of C2 vectors.

Lemma 5.9. Suppose that (5.3) has two solutions x1, x2 of the form

xmn = ϕmn y
m
n , n ≥ n0, m = 1, 2,

where ym = {ymn }n≥n0 are sequences of C2 vectors such that

(5.4) sup
n≥n0

‖ymn ‖ <∞

for m = 1, 2,

(5.5) inf
n≥n0

|det((y1
n)>, (y2

n)>)| > 0,

and ϕm = {ϕmn }n≥n0 are sequences of nonzero numbers satisfying

(5.6) inf
n≥n0

∣∣∣∣ϕ1
n

ϕ2
n

∣∣∣∣ > 0, sup
n≥n0

∣∣∣∣ϕ1
n

ϕ2
n

∣∣∣∣ <∞.
Then {Cn}n≥n0 ∈ H.
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Proof. Let Xn := ((x1
n)>, (x2

n)>). Thus Xn+1 = CnXn for n ≥ n0, which
gives

n∏
k=n0

Ck = Xn+1(Xn0)−1 = ((y1
n+1)>, (y2

n+1)>)

(
ϕ1
n 0

0 ϕ2
n

)
(Xn0)−1,

since the Xn’s are invertible by (5.5). Hence, by (5.4)–(5.6), there exist pos-
itive constants M1,M2,M3 such that∥∥∥ n∏

k=n0

Ck

∥∥∥2
≤M1 max(|ϕ1

n|2, |ϕ2
n|2) = M1|ϕ1

nϕ
2
n|max

(∣∣∣∣ϕ1
n

ϕ2
n

∣∣∣∣, ∣∣∣∣ϕ2
n

ϕ1
n

∣∣∣∣)

≤M2|ϕ1
nϕ

2
n| = M2

∣∣∣∣∣det

(
ϕ1
n 0

0 ϕ2
n

)∣∣∣∣∣
= M2|det((y1

n+1)>, (y2
n+1)>)|−1|detXn0 |

n∏
k=n0

|detCk|

≤M3

n∏
k=n0

|detCk|

The above lemma allows us to combine the class H with asymptotic
discrete Levinson type results for equations of type (5.3) with {Cn}n≥n0 ∈
Dk (see [9]). Thus we are now ready to formulate and prove a new criterion.

Criterion 5.10. Suppose that Cn are invertible complex matrices for
n ≥ n0, and that

Cn = Vn +Rn, n ≥ n0,

where Vn are real matrices and

{Vn}n≥n0 ∈ D,(5.7)
lim sup
n→∞

discrVn < 0,(5.8)

{Rn}n≥n0 ∈ l1.(5.9)

Then {Cn}n≥n0 ∈ H.

Proof. By [9, Th. 3.1] (1), there exists n′0 ≥ n0 such that the equation

xn+1 = Cnxn, n ≥ n′0,
has two solutions x1, x2 of the form xmn = ϕmn y

m
n such that the scalar terms

satisfy

(5.10) ϕ2
n = ϕ1

n 6= 0,

(1) Note a misprint in the formulation of that theorem in [9]: the “Im” was omitted
in the inequality infn≥N Imλ

(k−1)
+ (n) > 0.
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and for the vector terms we have

(5.11) ymn = Snβ
m
n , m = 1, 2,

where βmn → em, and

(5.12) sup
n≥n′0

‖Sn‖ <∞,

(5.13) inf
n≥n′0

|detSn| > 0

(the last two inequalities follow from the boundedness of {Vn}n≥n0 , (5.8) and
from [9, Section 2.3.1]). Therefore by (5.10) and (5.11) we have |ϕ1

n/ϕ
2
n| = 1,

and
((y1

n)>, (y2
n)>) = SnEn, En := ((β1

n)>, (β2
n)>)→ I.

Thus, taking possibly n′′0 ≥ n′0, employing (5.12) and (5.13), we can use
Lemma 5.9 to get {Cn}n≥n′′0 ∈ H. This finishes the proof by Proposition
5.7(i).

In particular, taking {Vn}n≥n0 convergent (which generally does not fol-
low from the “D-assumption”, in contrast to theD1 special case) and Rn = 0,
we obtain the following result.

Corollary 5.11. If Cn are real invertible matrices for n ≥ n0 and
{Cn}n≥n0 is a D sequence with Cn→ C and discrC < 0, then {Cn}n≥n0 ∈H.

Combining the above result with Theorem 5.6 and Proposition 5.7 we
easily obtain the following convenient spectral result for J .

Fix T ∈ N and l ∈ {0, 1, . . . , T}, and for λ ∈ C and n ≥ 2 set

(5.14) Cn(λ) :=
T−1∏
s=0

BTn+s+l(λ).

Corollary 5.12. Suppose that J is self-adjoint , that (5.1) holds, and
that {

wn−1

wn

}
n≥2

,

{
wn
wn−1

}
n≥2

,

{
1
wn

}
n≥1

,

{
qn
wn

}
n≥1

∈ l∞.

If G is an open subset of R and for any λ ∈ G,
(i) {Cn(λ)}n≥2 ∈ D,
(ii) Cn(λ)→ C(λ) where discrC(λ) < 0,

then (J)G ∼XG, J is absolutely continuous in G and G ⊂ σac(J).

5.3. l2-solutions and pure pointedness. Let J = J(w, q) be as in Sec-
tion 5.2. We prove some results connecting the pure pointedness of J with
the existence of nontrivial l2 generalized eigenvectors or solutions of some
matrix equations given by “grouped” transfer matrices.
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We start from the following lemma concerning generalized eigenvectors
(i.e., solutions of (1.2)). Note that this result is not as trivial as it seems to be
at first sight, since we do not study eigenvectors, but generalized eigenvectors,
i.e., the initial condition

(5.15) q1u1 + w1u2 = λu1,

need not be satisfied.

Lemma 5.13. Suppose that J is self-adjoint and (5.1) holds. If K ⊂ R
is such that for any λ ∈ K there exists a nonzero generalized eigenvector for
J and λ, which belongs to l2, then J is pure point in K.

Proof. Let us study the subordinated solutions (briefly, s.s.) of (1.2) (see
[12]). Define

S0 := {λ ∈ R : there exists a s.s. u of (1.2) that does not satisfy (5.15)},
Ssing := {λ ∈ R : there exists a s.s. u of (1.2) and it satisfies (5.15)}.
Any nonzero l2 solution of (1.2) is a s.s. (see [12]). Hence, defining K0 :=
K ∩S0 and K1 := K ∩Ssing, we get K = K0∪K1. Thus HK(J) = HK0(J)+
HK1(J). But HK0(J) ⊂ HS0(J) = {0}, since ES0(J) = 0 as follows from
[12]. Therefore we have

HK(J) = HK1(J).

But if λ is in K1, then (1.2) has a s.s. which satisfies (5.15) and it also has a
nonzero l2 solution u. So, u is also a s.s., and since subordinated solutions are
uniquely determined up to a scalar multiple, u satisfies (5.15). Thus u is an
eigenvector for J and λ ∈ σpp(J). In particular, K1 is at most countable, and
by Proposition 5.15 below, HK1(J) ⊂ Hpp(J). Hence HK(J) ⊂ Hpp(J).

We now consider the equation

(5.16) xn+1 = Cn(λ)xn, n ≥ n0,

for a sequence x = {xn}n≥n0 of C2 vectors, where the matrices Cn(λ) are
“grouped” transfer matrices and n0 ≥ 2, i.e., similarly to Section 5.2, we fix
T ∈ N, l ∈ {0, 1, . . . , T}, and for λ ∈ C, n ≥ 2 we consider Cn(λ) given by
(5.14).

Observe that if x = {xn}n≥n0 ∈ l2 is a nonzero solution of (5.16) and
the sequence of transfer matrices for J and λ is bounded, then there exists
a scalar sequence u which is a generalized eigenvector for J and λ, which
belongs to l2 and is nonzero. For m ≥ Tn0 + l the term um is given by

um =
((m−1∏

s=pn

Bs(λ)
)
xn

)
2

for pn ≤ m < pn+1 and n ≥ n0,

where pn = Tn+ l for n ≥ n0, and yj denotes the jth coordinate of y ∈ C2

for j = 1, 2. Thus, by Lemma 5.13 we get the following result.
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Corollary 5.14. Suppose that J is self-adjoint , (5.1) holds, and{
wn−1

wn

}
n≥2

,

{
1
wn

}
n≥1

,

{
qn
wn

}
n≥1

∈ l∞.

If K ⊂ R and for any λ ∈ K there exists a nonzero solution of (5.16), which
belongs to l2, then J is pure point in K.

5.4. Some general spectral facts. In Section 4 we have used two simple
spectral results, valid for any self-adjoint operator in a separable Hilbert
space. For the convenience of the reader, they are formulated explicitly here
and short proofs are provided.

Proposition 5.15. Assume that A is a self-adjoint operator in a sepa-
rable Hilbert space.

(i) If G is a Borel subset of R, then σ((A)G) ⊂ G∩ σ(A); in particular ,
σ((A)G) ⊂ G (by convention, the empty set is the spectrum of the
operator acting in the degenerate space {0}).

(ii) If S ⊂ R is at most countable, then A is pure point in S.

Proof. (i) It can be easily checked that Eω((A)G) is the restriction of
Eω(A) to the space HG(A) for any Borel set ω ⊂ R. Thus we have

Eω∩G(A) = 0 ⇒ Eω(A)EG(A) = 0 ⇒ Eω((A)G) = 0.

We can apply the above for ω := R \ G ∩ σ(A), since then ω ∩ G ⊂ ρ(A)
(with ρ denoting the resolvent set). But ω is an open set, so Eω((A)G) = 0
means that ω ⊂ ρ((A)G), which proves (i).

(ii) We must prove that HS(A) ⊂ Hpp(A), i.e., ES(A)v ∈ Hpp(A) for
any vector v. This follows immediately from the strong countable additivity
of the spectral projection measure and from the fact that for any λ ∈ R,
E{λ}(A)v is either 0 or an eigenvector of A, and thus it belongs to Hpp(A).
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