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#### Abstract

The Markov-Krein transform maps a positive measure on the real line to a probability measure. It is implicitly defined through an identity linking two holomorphic functions. In this paper an explicit formula is given. Its proof is obtained by considering boundary values of holomorhic functions. This transform appears in several classical questions in analysis and probability theory: Markov moment problem, Dirichlet distributions and processes, orbital measures. An asymptotic property for this transform involves Thorin-Bondesson distributions.


1. Introduction. A probability measure $\mu$ and a bounded positive measure $\nu$ on $\mathbb{R}$ are said to be linked by the Markov-Krein relation if

$$
\int_{\mathbb{R}} \frac{1}{(z-t)^{\kappa}} \mu(d t)=\exp \left(-\int_{\mathbb{R}} \log (z-u) \nu(d u)\right),
$$

where $\kappa=\nu(\mathbb{R})$. The study of this relation is motivated by the following observation by Okounkov (see [O, Proposition 8.2, p. 172]). Consider the action of the orthogonal group $O(n)$ on the space $\operatorname{Sym}(n, \mathbb{R})$ of $n \times n$ real symmetric matrices, or the action of the unitary group $U(n)$ on the space $\operatorname{Herm}(n, \mathbb{C})$ of $n \times n$ Hermitian matrices. An orbit $\mathcal{O}$ for this action is determined by the eigenvalues $a_{1}, \ldots, a_{n}$ of a matrix in $\mathcal{O}$. The projection of the associated orbital measure on the straight line generated by a rank one matrix is a probability measure $\mu$ on $\mathbb{R}$ which satisfies the relation

$$
\int_{\mathbb{R}} \frac{1}{(z-t)^{n d / 2}} \mu(d t)=\prod_{i=1}^{n} \frac{1}{\left(z-a_{i}\right)^{d / 2}},
$$

where $d=1$ in the case of $\operatorname{Sym}(n, \mathbb{R})$, and $d=2$ in the case of $\operatorname{Herm}(n, \mathbb{C})$. This formula is a special case of the Markov-Krein relation with

$$
\nu=\sum_{i=1}^{n} \frac{d}{2} \delta_{a_{i}} .
$$

[^0]The probability measures appearing in this geometric setting are generalized spline distributions we will study in Section 2. In Section 3 it will be proven that given a positive measure $\nu$ with compact support, there is a unique probability measure $\mu$ with compact support satisfying the Markov-Krein relation. Hence we get a map: to the positive measure $\nu$ the Markov-Krein transform associates the probability measure $\mu$. We will see in Section 2 that this transform is related to the Dirichlet distributions in case $\nu$ is a discrete measure. An explicit formula for the transform is given in Section 4 by using boundary values of holomorphic functions. This formula is essentially a special case of the one obtained in (Ci]. In Section 6 we consider a sequence ( $\nu_{n}$ ) of positive measures and the sequence $\left(\mu_{n}\right)$ of the Markov-Krein transforms. We study the asymptotic of $\mu_{n}$ as $\nu_{n}(\mathbb{R})$ goes to infinity. The result we will establish involves Thorin-Bondesson distributions (or extended generalized gamma convolutions, EGGC), a class of probability measures introduced by Thorin [T1, T2] (see also [B]).

The Markov-Krein transform shows up in several questions of classical analysis. We have mentionned its relation to orbital measures. It appears in the solution of the Markov moment problem by Krein and Nudel'man Kr . It plays a central role in the theory of Dirichlet processes. See [i], [J. A large part of the book by Kerov [Ke] is devoted to the Markov-Krein correspondence in the framework of the asymptotic analysis for representations of the symmetric group. It has been a source of inspiration for our work.
2. The generalized spline distributions $M_{n}(a ; \tau)$. We recall definitions and results from [F1]. For $\tau=\left(\tau_{1}, \ldots, \tau_{n}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{n}(n \geq 2)$, the Dirichlet distribution $D_{n}^{(\tau)}$ is the probability measure on the simplex

$$
\Delta_{n-1}=\left\{u=\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{R}^{n} \mid u_{i} \geq 0, u_{1}+\cdots+u_{n}=1\right\}
$$

defined by

$$
\int_{\Delta_{n-1}} f(u) D_{n}^{(\tau)}(d u)=\frac{1}{C_{n}(\tau)} \int_{\Delta_{n-1}} f(u) u_{1}^{\tau_{1}-1} \ldots u_{n}^{\tau_{n}-1} \alpha(d u),
$$

where $\alpha$ is the uniform probability measure on $\Delta_{n-1}$, i.e. the normalized restriction to $\Delta_{n-1}$ of the Lebesgue measure on the hyperplane $u_{1}+\cdots+u_{n}$ $=1$, and

$$
C_{n}(\tau)=\int_{\Delta_{n-1}} u_{1}^{\tau_{1}-1} \ldots u_{n}^{\tau_{n}-1} \alpha(d u) .
$$

The evaluation of the constant $C_{n}(\tau)$ gives

$$
C_{n}(\tau)=(n-1)!\frac{\Gamma\left(\tau_{1}\right) \ldots \Gamma\left(\tau_{n}\right)}{\Gamma(|\tau|)}
$$

where $|\tau|=\tau_{1}+\cdots+\tau_{n}$.

For $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$, with $a_{1} \leq \cdots \leq a_{n}$, the probability measure $M_{n}(a ; \tau)$ on $\mathbb{R}$ is the image of the Dirichlet distribution $D_{n}^{(\tau)}$ by the map

$$
\Delta_{n-1} \rightarrow \mathbb{R}, \quad u \mapsto a_{1} u_{1}+\cdots+a_{n} u_{n},
$$

i.e., for a continuous function $F$ on $\mathbb{R}$,

$$
\int_{\mathbb{R}} F(t) M_{n}(a ; \tau ; d t)=\int_{\Delta_{n-1}} F\left(a_{1} u_{1}+\cdots+a_{n} u_{n}\right) D_{n}^{(\tau)}(d u) .
$$

The support of $M_{n}(a ; \tau)$ is compact, $\operatorname{supp}\left(M_{n}(\tau ; a)\right) \subset\left[a_{1}, a_{n}\right]$. If $\tau_{1}=\cdots=$ $\tau_{n}=1$, then $M_{n}(a ; \tau)$ is a spline distribution (see [Cu). For $\tau_{i}>0$, we will say that $M_{n}(a ; \tau)$ is a generalized spline distribution.

For instance, for $n=2$,

$$
\int_{\mathbb{R}} F(t) M_{2}(a ; \tau ; d t)=\frac{\Gamma\left(\tau_{1}+\tau_{2}\right)}{\Gamma\left(\tau_{1}\right) \Gamma\left(\tau_{2}\right)} \int_{0}^{1} F\left(a_{1}(1-u)+a_{2} u\right)(1-u)^{\tau_{1}-1} u^{\tau_{2}-1} d u .
$$

By the change of variable $t=a_{1}(1-u)+a_{2} u$ we get

$$
\int_{\mathbb{R}} F(t) M_{2}(a ; \tau ; d t)=\frac{\left(a_{2}-a_{1}\right)^{-\left(\tau_{1}+\tau_{2}-1\right)}}{B\left(\tau_{1}, \tau_{2}\right)} \int_{a_{1}}^{a_{2}} F(t)\left(t-a_{1}\right)^{\tau_{2}-1}\left(a_{2}-t\right)^{\tau_{1}-1} d t .
$$

We define the function $\log z$ on $\mathbb{C} \backslash]-\infty, 0]$ and, for $\alpha \in \mathbb{C}$, the function $z^{\alpha}$ as follows: if $z=r e^{i \theta}$, with $r>0,-\pi<\theta<\pi$, then $\log z=\log r+i \theta$ and $z^{\alpha}=e^{\alpha \log z}=r^{\alpha} e^{i \alpha \theta}$.

Theorem 2.1. The probability measure $M_{n}(a ; \tau)$ satisfies the relation

$$
\int_{\mathbb{R}} \frac{1}{(z-t)^{|\tau|}} M_{n}(a ; \tau ; d t)=\prod_{i=1}^{n}\left(\frac{1}{z-a_{i}}\right)^{\tau_{i}}
$$

for $\left.z \in \mathbb{C} \backslash]-\infty, a_{n}\right]$.
(See [F1, Theorem 3.1].) This is a special case of the Markov-Krein relation we will consider in the next section.
3. The Markov-Krein transform. Let $\nu$ be a nonzero positive measure on $\mathbb{R}$ such that

$$
\int_{\mathbb{R}} \log (1+|u|) \nu(d u)<\infty,
$$

and $\mu$ a probability measure on $\mathbb{R}$. We say that the measures $\mu$ and $\nu$ are linked by the Markov-Krein relation if, for $z \in \mathbb{C} \backslash \mathbb{R}$,

$$
\int_{\mathbb{R}} \frac{1}{(z-t)^{\kappa}} \mu(d t)=\exp \left(-\int_{\mathbb{R}} \log (z-u) \nu(d u)\right),
$$

where $\kappa=\nu(\mathbb{R})$, the total measure of $\nu$. By Theorem 2.1, the measures $\mu=M_{n}(\tau ; a)$ and

$$
\nu=\sum_{i=1}^{n} \tau_{i} \delta_{a_{i}}
$$

are linked by the Markov-Krein relation. In fact, in this case, the relation becomes

$$
\int_{\mathbb{R}} \frac{1}{(z-t)^{\kappa}} \mu(d t)=\prod_{i=1}^{n}\left(\frac{1}{z-a_{i}}\right)^{\tau_{i}}, \quad \kappa=\tau_{1}+\cdots+\tau_{n}
$$

Let us assume that the measures $\mu$ and $\nu$ are compactly supported, and denote by $h_{m}$ and $p_{m}$ their moments:

$$
h_{m}=\int_{\mathbb{R}} t^{m} \mu(d t), \quad p_{m}=\int_{\mathbb{R}} t^{m} \nu(d t) .
$$

(Observe that $\kappa=\nu(\mathbb{R})=p_{0}$.) Being compactly supported, $\mu$ and $\nu$ are determined by the sequences of their moments. Hence, by expanding in power series both sides of the Markov-Krein relation, one obtains:

Proposition 3.1. The measures $\mu$ and $\nu$ are linked by the MarkovKrein relation if and only if the moments $h_{m}$ and $p_{m}$ of $\mu$ and $\nu$ satisfy

$$
\sum_{m=0}^{\infty} \frac{(\kappa)_{m}}{m!} h_{m} w^{m}=\exp \left(\sum_{m=1}^{\infty} \frac{p_{m}}{m} w^{m}\right)
$$

for sufficiently small $w$. It follows that $h_{m}$ can be written as a polynomial in $p_{1}, \ldots, p_{m}$ :

$$
h_{m}=\frac{m!}{(\kappa)_{m}} \sum_{k=1}^{m} \frac{1}{k!} \sum_{\alpha_{i} \geq 1, \alpha_{1}+\cdots+\alpha_{k}=m} \frac{p_{\alpha_{1}}}{\alpha_{1}} \ldots \frac{p_{\alpha_{k}}}{\alpha_{k}} .
$$

(Recall the Pochhammer symbol $(\kappa)_{m}=\kappa(\kappa+1) \ldots(\kappa+m-1)$.)
Theorem 3.2. For a given nonzero positive measure $\nu$ on $\mathbb{R}$ with compact support, there is a unique probability measure $\mu$ with compact support such that $\nu$ and $\mu$ are linked by the Markov-Krein relation.

By definition the Markov-Krein transform is the map which associates to the positive measure $\nu$ the probability measure $\mu$. (Theorem 3.2 can also be obtained from an explicit inversion formula of the transform, a special case of [Ci, Theorem 1].)

Proof of Theorem 3.2. If the measure $\mu$ exists, it is unique, since, by Proposition 3.1, the moments of $\mu$ are determined by those of $\nu$.

Assume $\operatorname{supp}(\nu) \subset[a, b]$. There is a sequence $\nu^{(n)}$ of measures with finite support in $[a, b]$,

$$
\nu^{(n)}=\sum_{i=1}^{n} \tau_{i}^{(n)} \delta_{a_{i}^{(n)}},
$$

which converges weakly to $\nu$. By Theorem 2.1 the measures $\nu^{(n)}$ and $\mu^{(n)}=$ $M_{n}\left(\tau^{(n)} ; a^{(n)}\right)$ are linked by the Markov-Krein relation. The moment $p_{m}^{(n)}$ of $\nu_{n}$ converges to the corresponding moment $p_{m}$ of $\nu$. Observe that $h_{m}^{(0)}=1$, and, for $m \geq 1$, by Proposition 3.1, the moments $h_{m}^{(n)}$ have limits $h_{m}$. The numbers $h_{m}$ are moments of a probability measure $\mu$, and $\mu$ is the weak limit of $\mu^{(n)}$. Furthermore, $\mu$ and $\nu$ are linked by the Markov-Krein relation.
4. An explicit formula for the Markov-Krein transform. We first recall the definition of hyperfunctions of one variable and some of their elementary properties (see for instance $[\mathbf{M}]$ ). Let $U \subset \mathbb{R}$ be open and $W \subset \mathbb{C}$ a complex open neighborhood of $U$ with $W \cap \mathbb{R}=U$. The space $\mathcal{B}(U)$ of hyperfunctions on $U$ is defined as

$$
\mathcal{B}(U)=\mathcal{O}(W \backslash U) / \mathcal{O}(W),
$$

where, for $V \subset \mathbb{C}$ open, $\mathcal{O}(V)$ is the space of holomorphic functions on $V$. For $F \in \mathcal{O}(W \backslash U)$, the equivalence class of $F$ is denoted by $[F]$. Define

$$
F^{+}=\left\{\begin{array}{ll}
F & \text { on } W^{+}, \\
0 & \text { on } W^{-},
\end{array} \quad F^{-}= \begin{cases}0 & \text { on } W^{+}, \\
-F & \text { on } W^{-} .\end{cases}\right.
$$

( $W^{ \pm}=\{z \in W \mid \pm \operatorname{Im} z>0\}$.) The hyperfunctions $\left[F^{+}\right]$and $\left[F^{-}\right]$are denoted by $F(x+i 0)$ and $F(x-i 0)$, and called the boundary values of $F$. Hence

$$
[F]=F(x+i 0)-F(x-i 0) .
$$

Intuitively $[F]$ is the jump of $F$ along $U$. A hyperfunction $f \in \mathcal{B}(U)$ vanishes on an open set $U_{0} \subset U$ if there is a representative $F$ of $f$ which is holomorphic on $(W \backslash U) \cup U_{0}$. The support $\operatorname{supp}(f)$ of the hyperfunction $f \in \mathcal{B}(U)$ is the smallest closed set $C \subset U$ such that $f$ vanishes on $U \backslash C$. The space of hyperfunctions on $U$ with support contained in $C$ is denoted by $\mathcal{B}_{C}(U)$.

Recall the space $\mathfrak{A}(K)$ of holomorphic functions in a neighborhood of the compact set $K \subset \mathbb{R}$ :

$$
\mathfrak{A}(K)=\bigcup_{U \supset K} \mathcal{O}(U),
$$

where $U$ is a complex open neighborhood of $K$. The space $\mathfrak{A}(K)$ is endowed with the inductive limit topology. An analytic functional on $K$ is a continuous linear form on $\mathfrak{A}(K)$, and the space of analytic functionals on $K$ is
denoted by $\mathfrak{A}^{\prime}(K)$. The Cauchy transform $G_{T}$ of $T \in \mathfrak{A}^{\prime}(K)$, defined by

$$
G_{T}(z)=\left\langle T_{t}, \frac{1}{z-t}\right\rangle
$$

is holomorphic on $\mathbb{C} \backslash K$, and defines a hyperfunction $\left[G_{T}\right]$. The map $\Phi$ : $T \mapsto f=\left[G_{T}\right]$ is an isomorphism from $\mathfrak{A}^{\prime}(K)$ onto $\mathcal{B}_{K}(\mathbb{R})$. It follows that the space $\mathcal{D}_{K}^{\prime}$ of distributions supported in $K$ can be seen as a subspace of $\mathcal{B}_{K}(\mathbb{R})$.

Let $U \subset \mathbb{R}$ be open, and $\varepsilon>0$. A function $F$ defined on

$$
\{z=x+i y|x \in U, 0<|y|<\varepsilon\}
$$

is said to be of moderate growth along $U$ if, for every $K \subset U$ compact, there is a constant $C>0$ and an integer $N>0$ such that

$$
|F(x+i y)| \leq \frac{C}{|y|^{N}} \quad(x \in K, 0<|y|<\varepsilon) .
$$

Let $T \in \mathfrak{A}^{\prime}(K)$, let $f \in \mathcal{B}_{K}(\mathbb{R})$ be its image by the isomorphism $\Phi$, and $F$ a representative of $f$. Then $T$ is a distribution if and only if $F$ is of moderate growth along $\mathbb{R}$. In such a case, for $\varphi \in \mathcal{D}(\mathbb{R})$,

$$
\langle T, \varphi\rangle=\lim _{\varepsilon \rightarrow 0, \varepsilon>0} \int_{\mathbb{R}}(F(t+i \varepsilon)-F(t-i \varepsilon)) \varphi(t) d t .
$$

Furthermore $\operatorname{supp}(T)=\operatorname{supp}(f)$. For a compactly supported distribution $T$, the classical Cauchy-Stieltjes formula can be written $\left[G_{T}\right]=-2 i \pi T$.

The distribution $Y_{\alpha}$ is defined, for $\operatorname{Re} \alpha>0$, by

$$
\left\langle Y_{\alpha}, \varphi\right\rangle=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} \varphi(t) t^{\alpha-1} d t \quad(\varphi \in \mathcal{D}(\mathbb{R}))
$$

and admits an analytic continuation for $\alpha \in \mathbb{C}$. These distributions $Y_{\alpha}$ satisfy

$$
Y_{\alpha} * Y_{\beta}=Y_{\alpha+\beta}, \quad Y_{0}=\delta, \quad Y_{-m}=\delta^{(m)} \quad(m \in \mathbb{N}) .
$$

In particular $Y_{\alpha} * Y_{-\alpha}=\delta$.
Recall that, for $\alpha \in \mathbb{C}$, the holomorphic function $z^{\alpha}$ in $\left.\left.\mathbb{C} \backslash\right]-\infty, 0\right]$ is defined as follows: if $z=r e^{i \theta}$ with $r>0,-\pi<\theta<\pi$, then $z^{\alpha}=r^{\alpha} e^{i \alpha \theta}$. The function $z^{\alpha}$ is of moderate growth along $\mathbb{R}$, and

$$
\left[z^{\alpha}\right]=-2 i \pi \frac{1}{\Gamma(-\alpha)} \check{Y}_{\alpha+1} .
$$

(For a distribution $T$ on $\mathbb{R}, \check{T}$ is the image of $T$ by the symmetry $t \mapsto-t$ : $\langle\check{T}, \varphi\rangle=\langle T, \check{\varphi}\rangle$ with $\check{\varphi}(t)=\varphi(-t)$.) In particular, for $m \in \mathbb{N},\left[z^{m}\right]=0$, and for $m \geq 1$,

$$
\left[z^{-m}\right]=-2 i \pi \frac{1}{(m-1)!} \delta^{(m-1)} .
$$

We will now give an explicit formula for the Markov-Krein transform. Let $\nu$ be a positive measure on $\mathbb{R}$ with compact support, $\kappa=\nu(\mathbb{R})$. Recall that the Markov-Krein transform $\mu$ of $\nu$ is the unique probability measure $\mu$ such that

$$
\int_{\mathbb{R}} \frac{1}{(z-t)^{\kappa}} \mu(d t)=\exp \left(-\int_{\mathbb{R}} \log (z-u) \nu(d u)\right)
$$

(Theorem 3.2). Furthermore, the support of $\mu$ is compact.
THEOREM 4.1. Let $q$ be the holomorphic function defined on $\mathbb{C} \backslash \mathbb{R}$ by

$$
q(z)=\exp \left(-\int_{\mathbb{R}} \log (z-u) \nu(d u)\right)
$$

Then $q$ is of moderate growth, and

$$
\mu=-\frac{1}{2 i \pi} \Gamma(\kappa) \check{Y}_{\kappa-1} *[q]
$$

Observe that, if $\kappa=1$, then one obtains the classical Cauchy-Stieltjes formula $\mu=-\frac{1}{2 i \pi}[q]$.

Lemma 4.2. Let $f$ be a holomorphic function on $\mathbb{C} \backslash \mathbb{R}$, and $\mu$ a measure on $\mathbb{R}$ with compact support. Then the function $F$ defined by

$$
F(z)=\int_{\mathbb{R}} f(z-t) \mu(d t)
$$

is holomorphic on $\mathbb{C} \backslash \mathbb{R}$. If $f$ is of moderate growth along $\mathbb{R}$, then $F$ is of moderate growth as well, and the distributions $[f]$ and $[F]$ satisfy

$$
[F]=[f] * \mu
$$

Proof. If $f$ is of moderate growth along $\mathbb{R}$, since $\mu$ is compactly supported, an easy estimate shows that $F$ is of moderate growth as well. Then, for $\varphi \in \mathcal{D}(\mathbb{R})$,

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0, \varepsilon>0} \int_{\mathbb{R}}( & F(t+i \varepsilon)-F(t-i \varepsilon)) \varphi(t) d t \\
& =\lim _{\varepsilon \rightarrow 0, \varepsilon>0} \int_{\mathbb{R}}\left(\int_{\mathbb{R}}(f(t+i \varepsilon-s)-f(t-i \varepsilon-s)) \mu(d s)\right) \varphi(t) d t \\
& =\int_{\mathbb{R}}\left(\lim _{\varepsilon \rightarrow 0, \varepsilon>0} \int_{\mathbb{R}}(f(t+i \varepsilon)-f(t-i \varepsilon)) \varphi(t-s) d t\right) \mu(d s) .
\end{aligned}
$$

This equality means that $[F]=[f] * \mu$. Let us explain why it is possible to interchange the limit and the integration. In fact, for $0<\varepsilon<\varepsilon_{0}$ and $|s| \leq A$, there is a constant $C$ such that

$$
\left|\int_{\mathbb{R}}(f(t+i \varepsilon)-f(t-i \varepsilon)) \varphi(t-s) d t\right| \leq C,
$$

since the distribution $T_{\varepsilon}$ defined by

$$
\left\langle T_{\varepsilon}, \varphi\right\rangle=\int_{\mathbb{R}}(f(t+i \varepsilon)-f(t-i \varepsilon)) \varphi(t) d t
$$

converges as $\varepsilon \rightarrow 0$, and the set of functions $\varphi(\cdot-s)$ is bounded in $\mathcal{D}(\mathbb{R})$ for $|s| \leq A$.

Proof of Theorem 4.1. The Markov-Krein relation can be written

$$
\int_{\mathbb{R}} \frac{1}{(z-t)^{\kappa}} \mu(d t)=q(z) .
$$

(This means that $q$ is a generalized Stieltjes transform of $\mu$.) By Lemma 4.2 the function $q$ is of moderate growth along $\mathbb{R}$, and

$$
\left[z^{-\kappa}\right] * \mu=[q] .
$$

We saw that

$$
\left[z^{-\kappa}\right]=-2 i \pi \frac{1}{\Gamma(\kappa)} \check{Y}_{1-\kappa} .
$$

Therefore, since $\check{Y}_{\kappa-1} * \check{Y}_{1-\kappa}=\delta$,

$$
\mu=-\frac{1}{2 i \pi} \Gamma(\kappa) \check{Y}_{\kappa-1} *[q] .
$$

(Recall that, if distributions $T_{1}, T_{2}, T_{3}$ have supports bounded from above, the following associativity holds: $\left(T_{1} * T_{2}\right) * T_{3}=T_{1} *\left(T_{2} * T_{3}\right)$.)

The logarithmic potential of the measure $\nu$ is defined on $\mathbb{R}$ by

$$
U^{\nu}(x)=\int_{\mathbb{R}} \log \frac{1}{|x-u|} \nu(d u),
$$

with values in $]-\infty, \infty]$.
Theorem 4.3. If $\exp U^{\nu}$ is locally integrable and $\kappa=\nu(\mathbb{R}) \geq 1$, then the probability measure $\mu$ has a density h. Define

$$
g(x)=\frac{1}{\pi} \sin (\pi \nu(] x, \infty[)) \exp U^{\nu}(x) .
$$

(i) If $\kappa=1$, then $h(x)=g(x)$.
(ii) If $\kappa>1$, then

$$
h(x)=(\kappa-1) \int_{x}^{\infty}(s-x)^{\kappa-2} g(s) d s
$$

This formula can be obtained from one in [Ci] (part (ii) of Theorem 1, with $\left.\tau=-\infty, A(-\infty)=0, \alpha^{*}=\kappa-1\right)$. The proof there is obtained by using results of Widder and Hirschman about generalized Stieltjes transforms.

Proof of Theorem 4.3. By Theorem 4.1 all we have to show is that the distribution $-\frac{1}{2 i \pi}[q]$ is defined by the locally integrable function $g$. Let

$$
H(z)=\int_{\mathbb{R}} \log \frac{1}{z-u} \nu(d u) .
$$

The function $\log z$ can be written

$$
\log z=\log |z|+i \operatorname{Arg}(z)
$$

and

$$
\lim _{\varepsilon \rightarrow 0, \varepsilon>0} \log (x \pm i \varepsilon)= \begin{cases}\log |x| & \text { if } x>0 \\ \log |x| \pm i \pi & \text { if } x<0\end{cases}
$$

It follows that

$$
\lim _{\varepsilon \rightarrow 0, \varepsilon>0} H(x \pm i \varepsilon)=U^{\nu}(x) \mp i \pi \nu([x, \infty[)
$$

and

$$
\begin{aligned}
-\frac{1}{2 i \pi} \lim _{\varepsilon \rightarrow 0, \varepsilon>0}(q(x+ & i \varepsilon)-q(x-i \varepsilon)) \\
& =-\frac{1}{2 i \pi} \lim _{\varepsilon \rightarrow 0, \varepsilon>0}(\exp H(x+i \varepsilon)-\exp H(x-i \varepsilon)) \\
& =-\frac{1}{2 i \pi} \exp U^{\nu}(x)\left(e^{-i \pi \nu([x, \infty[)}-e^{i \pi \nu([x, \infty[)}\right) \\
& =\frac{1}{\pi} \exp U^{\nu}(x) \sin (\pi \nu([x, \infty[))=g(x)
\end{aligned}
$$

To prove that this limit holds in the distribution sense one observes that, for $x \in \mathbb{R}$ and $\varepsilon>0$,

$$
\begin{aligned}
|q(x \pm i \varepsilon)| & =\exp \left(-\int_{\mathbb{R}} \log \sqrt{(x-u)^{2}+\varepsilon^{2}} \nu(d u)\right) \\
& \leq \exp \left(-\int_{\mathbb{R}} \log |x-u| \nu(d u)\right)=\exp U^{\nu}(x) .
\end{aligned}
$$

Examples. Assume the measure $\nu$ is discrete,

$$
\nu=\sum_{i=1}^{n} \tau_{i} \delta_{a_{i}} \quad\left(a_{1}<\cdots<a_{n}, n \geq 3\right) .
$$

Then its Markov-Krein transform is $M_{n}\left(a_{1}, \ldots, a_{n} ; \tau_{1}, \ldots, \tau_{n}\right)$. In that case

$$
q(z)=\prod_{i=1}^{n}\left(\frac{1}{z-a_{i}}\right)^{\tau_{i}}
$$

(a) Assume $\tau_{1}=\cdots=\tau_{n}=1$. Then $q$ is a rational function which can be written

$$
q(z)=\sum_{i=1}^{n} c_{i} \frac{1}{z-a_{i}} \quad \text { with } c_{i}=\prod_{j \neq i} \frac{1}{a_{j}-a_{i}} .
$$

Therefore

$$
[q]=-2 i \pi \sum_{j=1}^{n} c_{i} \delta_{a_{i}} .
$$

Since

$$
\check{Y}_{n-1} * \delta_{a}=\frac{1}{(n-2)!}(a-x)_{+}^{n-2},
$$

the measure $\mu$ has a density $h$ given by

$$
h(x)=(n-1) \sum_{a_{i}>x} c_{i}\left(a_{i}-x\right)^{n-2} .
$$

This density is a spline function with knots $a_{1}, \ldots, a_{n}$ : the function $h$ is of class $\mathcal{C}^{n-3}$, and its restriction to each interval $\left[a_{j}, a_{j+1}\right]$ is a polynomial of degree $\leq n-2$. In this case $M_{n}(a ; \tau)$ is a spline distribution.
(b) Assume $0<\tau_{i}<1(1 \leq i \leq n), \kappa=\tau_{1}+\cdots+\tau_{n} \geq 1$. Then the function

$$
\exp U^{\nu}(x)=\prod_{i=1}^{n}\left|x-a_{i}\right|^{-\tau_{i}}
$$

is locally integrable and

$$
g(x)=\frac{1}{\pi} \sin \left(\pi \sum_{a_{i}>x} \tau_{i}\right) \prod_{i=1}^{n}\left|x-a_{i}\right|^{-\tau_{i}} .
$$

The map

$$
\nu \mapsto(\mu, \kappa), \quad \mathcal{M}_{c}(\mathbb{R}) \rightarrow \mathcal{M}_{c}^{1}(\mathbb{R}) \times \mathbb{R}_{+},
$$

where $\mu$ is the Markov-Krein transform of $\nu$ and $\kappa=\nu(\mathbb{R})$, is injective, but not surjective. It is an open problem to determine the image of this map. In case $\nu$ is a probability measure, Kerov has the following result. He defined a continuous diagram supported by a compact interval $[a, b]$ to be a real function $\omega$ defined on $\mathbb{R}$ such that

$$
\left|\omega\left(u_{1}\right)-\omega\left(u_{2}\right)\right| \leq\left|u_{1}-u_{2}\right| \quad\left(u_{1}, u_{2} \in \mathbb{R}\right),
$$

and there is $c \in \mathbb{R}$ such that, for $u \notin[a, b]$,

$$
\omega=|u-c| .
$$

To a continuous diagram $\omega \in \mathcal{D}[a, b]$ we associate the distribution $\nu_{\omega}=\frac{1}{2} \omega^{\prime \prime}$ (the second derivative is taken in the distribution sense). Then $\left\langle\nu_{\omega}, 1\right\rangle=1$ and $\nu_{\omega}$ is a probability measure if and only if $\omega$ is convex. The map $\omega \mapsto \nu_{\omega}^{\prime \prime}$
is injective, and if $\nu_{\omega}$ is a measure, then

$$
\omega(u)=\int_{\mathbb{R}}|u-x| \nu_{\omega}(d x) .
$$

By [Ke, p. 152], the map which associates to a continuous diagram $\omega \in$ $\mathcal{D}[a, b]$ the Markov transform $\mu$ of $\nu_{\omega}$, determined by the relation

$$
\int_{[a, b]} \frac{1}{z-t} \mu(d t)=\exp \left(-\left\langle\nu_{\omega}, \log (z-u)\right\rangle\right),
$$

is a homeomorphism from $\mathcal{D}[a, b]$ onto the set $\mathcal{M}^{1}[a, b]$ of probability measures on $[a, b]$.
5. Thorin-Bondesson distributions. For $\xi \in \mathbb{R}^{*}, \tau>0$, let $\gamma(\xi, \tau)$ denote the gamma distribution on $\mathbb{R}$ with density

$$
Y(\xi u) \frac{|\xi|^{\tau}}{\Gamma(\tau)} e^{-\xi u}|u|^{\tau-1}
$$

(Recall the Heaviside function: $Y(t)=1$ for $t \geq 0$ and $Y(t)=0$ for $t<0$.) The Fourier-Laplace transform $\varphi$ of $\gamma(\xi, \tau)$ is given by

$$
\varphi(z)=\int_{\mathbb{R}} e^{z t} \gamma(\xi, \tau ; d t)=\left(\frac{\xi}{\xi-z}\right)^{\tau} .
$$

It is defined for $\operatorname{Re} z<\xi$ if $\xi>0$, and for $\operatorname{Re} z>\xi$ if $\xi<0$, and admits a holomorphic extension to $\mathbb{C} \backslash[\xi, \infty[$ if $\xi>0$, and to $\mathbb{C} \backslash]-\infty, \xi]$ if $\xi<0$.

A Thorin-Bondesson distribution (or extended generalized gamma convolution, EGGC) is a probability measure $\mu$ on $\mathbb{R}$ which is a limit for the tight topology of convolution products of gamma distributions:

$$
\mu=\lim _{n \rightarrow \infty}\left(\prod_{i=1}^{n}\right)^{*} \gamma\left(\xi_{i}^{(n)}, \tau_{i}^{(n)}\right)
$$

(see [T1, [T2, (B]). The set $\mathcal{T}_{e}$ of Thorin-Bondesson distributions is closed in the tight topology and a semigroup for the convolution. Chapter 9 in $[\mathbf{S}]$ is devoted to the measures in the Bondesson class, denoted BO. These measures are sub-probabilities supported by $[0, \infty[$. The probability measures in the Bondesson class are precisely the Thorin-Bondesson distributions (in our terminology) which are supported by $[0, \infty[$.

The Fourier-Laplace transform $\varphi$ of

$$
\gamma\left(\xi_{1}, \ldots, \xi_{n} ; \tau_{1}, \ldots, \tau_{n}\right):=\gamma\left(\xi_{1}, \tau_{1}\right) * \cdots * \gamma\left(\xi_{n}, \tau_{n}\right)
$$

is given by

$$
\varphi(z)=\int_{\mathbb{R}} e^{z t} \gamma\left(\xi_{1}, \ldots, \xi_{n} ; \tau_{1}, \ldots, \tau_{n} ; d t\right)=\prod_{i=1}^{n}\left(\frac{\xi_{i}}{\xi_{i}-z}\right)^{\tau_{i}}
$$

It is defined for $|\operatorname{Re} z|<\sigma$, with $\sigma=\inf \left|\xi_{i}\right|$, and admits a holomorphic continuation to $\mathbb{C} \backslash]-\infty,-\sigma] \cup[\sigma, \infty[$. Let us observe that the function $\varphi$ can be written

$$
\varphi(z)=\exp \left(\int_{\mathbb{R}} \log \left(\frac{\xi}{\xi-z}\right) \nu(d \xi)\right)
$$

with

$$
\nu=\sum_{i=1}^{n} \tau_{i} \delta_{\xi_{i}}
$$

The measure $\gamma\left(\xi_{1}, \ldots, \xi_{n} ; \tau_{1}, \ldots, \tau_{n}\right)$ is infinitely divisible. In fact, for $t>0$, the measures

$$
\mu_{t}=\gamma\left(\xi_{1}, \ldots, \xi_{n} ; t \tau_{1}, \ldots, t \tau_{n}\right)
$$

form a continuous semigroup of probability measures. Since a limit of infinitely divisible probability measures is infinitely divisible, every measure $\mu$ in $\mathcal{T}_{e}$ is infinitely divisible. Its Fourier-Laplace transform has the form

$$
\varphi(z)=\int_{\mathbb{R}} e^{z t} \mu(d t)=e^{\psi(z)}
$$

where $\psi$ is a continuous function on $i \mathbb{R}$. Let $\mathcal{B}_{e}$ denote the set of continuous functions $\psi(z)$ on $i \mathbb{R}$ such that $e^{\psi(z)}$ is the Fourier-Laplace transform of a measure $\mu$ in $\mathcal{T}_{e}$.

TheOrem 5.1. Let $\psi$ be a continuous function on $i \mathbb{R}$, with $\psi(0)=0$. The following properties are equivalent:
(i) $\psi$ belongs to $\mathcal{B}_{e}$ : For every $t>0$, the function $e^{t \psi}$ is the FourierLaplace transform of a probability measure in $\mathcal{T}_{e}$.
(ii) The restriction of $\psi$ to $i \mathbb{R}^{*}$ admits a holomorphic extension to $\mathbb{C} \backslash \mathbb{R}$, the derivative of which is a Pick function.
(iii) $\psi$ admits the representation

$$
\psi(z)=\beta z+\gamma \frac{z^{2}}{2}+\int_{\mathbb{R}^{*}}\left(\log \frac{\xi}{\xi-z}-\frac{\xi z}{1+\xi^{2}}\right) \nu(d \xi)
$$

where $\beta \in \mathbb{R}, \gamma \geq 0$, and $\nu$ is a positive measure on $\mathbb{R}^{*}$ such that

$$
\int_{0<|\xi| \leq 1} \log \frac{1}{|\xi|} \nu(d \xi)<\infty, \quad \int_{|\xi| \geq 1} \frac{1}{\xi^{2}} \nu(d \xi)<\infty
$$

or equivalently

$$
\int_{\mathbb{R}^{*}} \log \left(1+\frac{1}{\xi^{2}}\right) \nu(d \xi)<\infty
$$

Furthermore

$$
\beta=\operatorname{Re} \psi^{\prime}(i), \quad \gamma=\lim _{y \rightarrow \infty} \frac{1}{y} \operatorname{Im} \psi^{\prime}(i y), \quad \nu=\frac{1}{2 i \pi}\left[\psi^{\prime}\right]
$$

This is a reformulation of results in [B, Section 7]. By the change of variable $\xi \mapsto u=1 / \xi$, we get the representation

$$
\psi(z)=\beta z+\gamma \frac{z^{2}}{2}-\int_{\mathbb{R}^{*}}\left(\log (1-u z)+\frac{u z}{u^{2}+1}\right) \nu_{0}(d u),
$$

where the measure $\nu_{0}$, the image of $\nu$ by this map, satisfies

$$
\int_{\mathbb{R}^{*}} \log \left(1+u^{2}\right) \nu_{0}(d u)<\infty
$$

Observe that

$$
\operatorname{Re} \psi(i)=-\frac{1}{2}\left(\gamma+\int_{\mathbb{R}^{*}} \log \left(1+u^{2}\right) \nu_{0}(d u)\right) .
$$

To the measure $\nu_{0}$ on $\mathbb{R}^{*}$ we associate the bounded positive measure $\tilde{\nu}$ on $\mathbb{R}$ defined, for bounded continuous functions $f$ on $\mathbb{R}$, by

$$
\int_{\mathbb{R}} f(u) \tilde{\nu}(d u)=\gamma f(0)+\int_{\mathbb{R}^{*}} f(u) \log \left(1+u^{2}\right) \nu_{0}(d u) .
$$

Noticing that

$$
\lim _{u \rightarrow 0} \frac{1}{u^{2}}\left(\log (1-u z)+\frac{u z}{u^{2}+1}\right)=-\frac{1}{2} z^{2},
$$

we obtain the representation

$$
\psi(z)=\beta z-\int_{\mathbb{R}}\left(\log (1-u z)+\frac{u z}{1+u^{2}}\right) \frac{\tilde{\nu}(d u)}{\log \left(1+u^{2}\right)}
$$

By slightly modifying the statement of [B, Theorem 7.1.1], one gets the following one. On the set $\mathcal{B}_{e}$ we consider the topology of uniform convergence on compact sets in $i \mathbb{R}$, and on the set $\mathcal{M}(\mathbb{R})$ of positive bounded measures, the tight topology.

Theorem 5.2. The map

$$
\mathcal{B}_{e} \rightarrow \mathbb{R} \times \mathcal{M}(\mathbb{R}), \quad \psi \mapsto(\beta, \tilde{\nu}),
$$

is a homeomorphism.
Example (Symmetric stable laws). For $0<\alpha \leq 2$, the function $\psi$ defined on $i \mathbb{R}$ by $\psi(i y)=-|y|^{\alpha}$ belongs to $\mathcal{B}_{e}$. It extension to $\mathbb{C} \backslash \mathbb{R}$ is given by

$$
\psi(z)= \begin{cases}-(-i z)^{\alpha} & \text { if } \operatorname{Im} z>0 \\ -(i z)^{\alpha} & \text { if } \operatorname{Im} z<0\end{cases}
$$

which is a Pick function. If $0<\alpha<2$, then $\psi$ admits the representation

$$
\psi(z)=\frac{\alpha}{\pi} \cos (\alpha-1) \frac{\pi}{2} \int_{\mathbb{R}^{*}}\left(\log \frac{\xi}{\xi-z}-\frac{\xi z}{1+\xi^{2}}\right)|\xi|^{\alpha-1} d \xi
$$

If $\alpha=2$, then $\psi(z)=z^{2}$. In that case $\beta=0, \gamma=2$, and $\nu=0$.

## 6. An asymptotic property for the Markov-Krein transform.

 In this section we consider a sequence $\left(\nu_{n}\right)$ in $\mathcal{M}_{c}(\mathbb{R})$ and the sequence $\left(\mu_{n}\right)$ of the Markov-Krein transforms: for $z \in \mathbb{C} \backslash \mathbb{R}$,$$
\int_{\mathbb{R}}(1-z t)^{-\kappa_{n}} \mu_{n}(d t)=\exp \left(\int_{\mathbb{R}}-\log (1-z u) \nu_{n}(d u)\right),
$$

where $\kappa_{n}=\nu_{n}(\mathbb{R})$. We will study the convergence of $\left(\mu_{n}\right)$ assuming that $\kappa_{n}=\nu_{n}(\mathbb{R})$ goes to infinity.

First consider a simple example. Recall that $M_{n}\left(a_{1}, \ldots, a_{n} ; \tau_{1}, \ldots, \tau_{n}\right)$ is the Markov-Krein transform of the discrete measure $\nu=\sum_{i=1}^{n} \tau_{i} \delta_{a_{i}}$.

Proposition 6.1. Fix $\xi \in \mathbb{R}^{*}$ and $\tau>0$. For the tight topology we have

$$
\lim _{n \rightarrow \infty} M_{2}\left(0, \frac{n}{\xi} ; n, \tau\right)=\gamma(\xi, \tau) .
$$

Proof. Assume $\xi>0$. For a bounded continuous function $f$ on $\mathbb{R}$,

$$
\begin{aligned}
\int_{\mathbb{R}} f(t) M_{2}\left(0, \frac{n}{\xi} ; n, \tau ; d t\right) & =\frac{(n / \xi)^{-(n+\tau-1)}}{B(n, \tau)} \int_{0}^{n / \xi} f(t)\left(\frac{n}{\xi}-t\right)^{n-1} t^{\tau-1} d t \\
& =\frac{\xi^{\tau}}{n^{\tau} \frac{\Gamma(n) \Gamma(\tau)}{\Gamma(n+\tau)}} \int_{0}^{n / \xi} f(t)\left(1-\frac{t \xi}{n}\right)^{n-1} t^{\tau-1} d t .
\end{aligned}
$$

Hence

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} f(t) M_{2}\left(0, \frac{n}{\xi} ; n, \tau\right) d t=\frac{\xi^{\tau}}{\Gamma(\tau)} \int_{0}^{\infty} f(t) e^{-\xi t} t^{\tau-1} d t .
$$

More generally:
Proposition 6.2. Fix $\xi_{1}, \ldots, \xi_{k} \in \mathbb{R}^{*}$ and $\tau_{1}, \ldots, \tau_{k}>0$. For the tight topology we have

$$
\lim _{n \rightarrow \infty} M_{k+1}\left(0, \frac{n}{\xi_{1}}, \ldots, \frac{n}{\xi_{k}} ; n, \tau_{1}, \ldots, \tau_{k}\right)=\gamma\left(\xi_{1}, \ldots, \xi_{k} ; \tau_{1}, \ldots, \tau_{k}\right) .
$$

Proof. Let

$$
\nu_{n}=n \delta_{0}+\sum_{i=1}^{k} \tau_{i} \delta_{\left(n / \xi_{i}\right)}, \quad \mu_{n}=M_{k+1}\left(0, \frac{n}{\xi_{1}}, \ldots, \frac{n}{\xi_{k}} ; n, \tau_{1}, \ldots, \tau_{n}\right) .
$$

By Theorem 2.1,

$$
\int_{\mathbb{R}} \frac{1}{(z-t)^{\kappa_{n}}} \mu_{n}(d t)=z^{-n} \prod_{i=1}^{k} \frac{1}{\left(z-n / \xi_{i}\right)^{\tau_{i}}}
$$

with $\kappa_{n}=\tau_{1}+\cdots+\tau_{k}+n$. This relation can also be written as

$$
\int_{\mathbb{R}} \frac{1}{(1-t z / n)^{\kappa_{n}}} \mu_{n}(d t)=\prod_{i=1}^{k}\left(\frac{\xi_{i}}{\xi_{i}-z}\right)^{\tau_{i}}
$$

The first two moments of $\nu_{n}$ are given by

$$
p_{1}^{(n)}=\sum_{i=1}^{k} \tau_{i}\left(\frac{n}{\xi_{i}}\right)=n \sum_{i=1}^{n} \frac{\tau_{i}}{\xi_{i}}, \quad p_{2}^{(n)}=\sum_{i=1}^{k} \tau_{i}^{2}\left(\frac{n}{\xi}\right)^{2}=n^{2} \sum_{i=1}^{k}\left(\frac{\tau_{i}}{\xi_{i}}\right)^{2} .
$$

Therefore the second moment of $\mu_{n}$, given by

$$
h_{2}^{(n)}=\frac{2}{\kappa_{n}\left(\kappa_{n}+1\right)}\left(\left(p_{1}^{(n)}\right)^{2}+p_{2}^{(n)}\right),
$$

is bounded. It follows that the sequence $\left(\mu_{n}\right)$ is relatively compact.
Lemma 6.3 (see $\left[\mathbf{C u}\right.$, Lemma 3, p. 92]). Let $\left(\mu_{n}\right)$ be a sequence in $\mathcal{M}(\mathbb{R})$ which converges for the tight topology to a measure $\mu$, and let $\left(\kappa_{n}\right)$ be a sequence of positive numbers going to infinity. Then, for $y \in \mathbb{R}$,

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(1-i \frac{y t}{\kappa_{n}}\right)^{-\kappa_{n}} \mu_{n}(d t)=\int_{\mathbb{R}} e^{i y t} \mu(d t)
$$

uniformly on compact sets.
We continue the proof of Proposition 6.2. Let $\mu_{0}$ be the limit of a converging subsequence $\left(\mu_{n_{j}}\right)$. Then, by Lemma 6.3 , for $z \in i \mathbb{R}$,

$$
\int_{\mathbb{R}} e^{z t} \mu_{0}(d t)=\prod_{i=1}^{k}\left(\frac{\xi_{i}}{\xi_{i}-z}\right)^{\tau_{i}}
$$

It follows that $\mu_{0}=\gamma\left(\xi_{1}, \ldots, \xi_{k} ; \tau_{1}, \ldots, \tau_{k}\right)$, and it is the only possible limit for a converging subsequence. This proves that $\left(\mu_{n}\right)$ converges with the limit $\gamma\left(\xi_{1}, \ldots, \xi_{k} ; \tau_{1}, \ldots, \tau_{k}\right)$.

Proposition 6.4. Assume that $\lim _{n \rightarrow \infty} \kappa_{n}=\infty$, and that $\left(\mu_{n}\right)$ converges to a probability measure $\mu$ in the tight topology. Then $\mu$ is a ThorinBondesson distribution. Moreover, every Thorin-Bondesson distribution is obtained in that way.

Proof. Define

$$
F_{n}(z)=\int_{\mathbb{R}}\left(1-\frac{z t}{\kappa_{n}}\right)^{-\kappa_{n}} \mu_{n}(d t)
$$

Then, by Lemma 6.3,

$$
\lim _{n \rightarrow \infty} F_{n}(i y)=F(i y):=\int_{\mathbb{R}} e^{i t y} \mu(d t)
$$

uniformly on compact sets in $\mathbb{R}$. On the other hand,

$$
F_{n}(z)=\exp \left(\int_{\mathbb{R}}-\log \left(1-\frac{z u}{\kappa_{n}}\right) \nu_{n}(d t)\right)=\exp \left(\int_{\mathbb{R}}-\log (1-z u) \widetilde{\nu}_{n}(d u)\right),
$$

where $\widetilde{\nu}_{n}$ is the image of $\nu_{n}$ by the dilation of ratio $1 / \kappa_{n}$. By Theorem 5.1 there are Thorin-Bondesson distributions $\widetilde{\mu}_{n}$ such that, for $z \in i \mathbb{R}$,

$$
F_{n}(z)=\int_{\mathbb{R}} e^{z t} \widetilde{\mu}_{n}(d t)
$$

By the Lévy-Cramer Theorem,

$$
\lim _{n \rightarrow \infty} \widetilde{\mu}_{n}=\mu
$$

in the tight topology. Since the set $\mathcal{T}_{e}$ of Thorin-Bondesson distributions is closed in the tight topology, it follows that $\mu$ is a Thorin-Bondesson distribution.

The set of such limits is closed. On the other hand, by Proposition 6.2, this set contains the gamma convolutions $\gamma\left(\xi_{1}, \ldots, \xi_{k} ; \tau_{1}, \ldots, \tau_{k}\right)$. Hence this set is dense in $\mathcal{T}_{e}$. Being closed and dense it is equal to $\mathcal{T}_{e}$.

The following theorem describes a representation for the Fourier-Laplace transform of the Thorin-Bondesson distribution $\mu$, the limit of $\left(\mu_{n}\right)$. Define

$$
\beta_{n}=\int_{\mathbb{R}} u \widetilde{\nu}_{n}, \quad \sigma_{n}(d u)=u^{2} \widetilde{\nu}_{n}(d u)
$$

where $\widetilde{\nu}_{n}$ is, as before, the image of $\nu_{n}$ by the dilation of ratio $1 / \kappa_{n}$.
Theorem 6.5. Assume that $\beta_{n}$ and $\sigma_{n}$ have limits,

$$
\lim _{n \rightarrow \infty} \beta_{n}=\beta, \quad \lim _{n \rightarrow \infty} \sigma_{n}=\sigma
$$

(in the tight topology). Then $\mu_{n}$ has a limit $\mu$ whose Fourier-Laplace transform is given by

$$
\int_{\mathbb{R}} e^{z t} \mu(d t)=\exp \left(\beta z-\int_{\mathbb{R}} \frac{\log (1-z u)+z u}{u^{2}} \sigma(d u)\right)
$$

Observe that

$$
\lim _{u \rightarrow 0} \frac{\log (1-z u)+z u}{u^{2}}=-\frac{z^{2}}{2}
$$

Therefore the function

$$
u \mapsto \frac{\log (1-z u)+z u}{u^{2}}
$$

has a continuous extension to $\mathbb{R}$, and the formula in the theorem can be written

$$
\int_{\mathbb{R}} e^{z t} \mu(d t)=\exp \left(\beta z+\frac{1}{2} \gamma z^{2}-\int_{\mathbb{R}^{*}}(\log (1-z u)+z u) \sigma_{0}(d u)\right)
$$

with $\gamma=\sigma(\{0\})$, and $\sigma_{0}$ is the measure on $\mathbb{R}^{*}$ given by $\sigma_{0}(d u)=u^{-2} \sigma(d u)$.

Proof of Theorem 6.5. Let us prove that the sequence $\left(\mu_{n}\right)$ is relatively compact. For this we will show that the second moments $h_{2}^{(n)}$ of the measures $\mu_{n}$ are bounded. We know that

$$
h_{2}^{(n)}=\frac{2}{\kappa_{n}\left(\kappa_{n}+1\right)}\left(\left(p_{1}^{(n)}\right)^{2}+p_{2}^{(n)}\right),
$$

where $p_{m}^{(n)}$ are the moments of order $m$ of the measures $\nu_{n}$. Since

$$
p_{1}^{(n)}=\kappa_{n} \beta_{n}, \quad p_{2}^{(n)}=\kappa_{n}^{2} \sigma_{n}(\mathbb{R}),
$$

we get

$$
h_{2}^{(n)}=\frac{2 \kappa_{n}}{\kappa_{n}+1}\left(\beta_{n}^{2}+\sigma_{n}(\mathbb{R})\right) .
$$

The sequences $\left(\sigma_{n}(\mathbb{R})\right)$ and $\left(\beta_{n}\right)$ are converging, and hence the sequence $\left(h_{2}^{(n)}\right)$ is bounded. Therefore $\left(\mu_{n}\right)$ is relatively compact. Let $\mu_{0}$ be the limit of a converging subsequence of $\left(\mu_{n}\right)$. We get

$$
\int_{\mathbb{R}} e^{z t} \mu_{0}(d t)=\exp \left(\beta z-\int_{\mathbb{R}} \frac{\log (1-z u)+z u}{u^{2}} \sigma(d u)\right) .
$$

This shows that there exists only one possible limit for a converging subsequence. Therefore the whole sequence ( $\mu_{n}$ ) converges.

Let us consider the case where

$$
\nu_{n}=\sum_{k=1}^{n} \tau_{i}^{(n)} \delta_{a_{i}^{(n)}},
$$

where $a^{(n)}=\left(a_{1}^{(n)}, \ldots, a_{n}^{(n)}\right)$ and $\tau^{(n)}=\left(\tau_{1}^{(n)}, \ldots, \tau_{n}^{(n)}\right)$ are $n$-tuples of real numbers. Then $\mu_{n}=M_{n}\left(\tau^{(n)} ; a^{(n)}\right)$, and

$$
\kappa_{n}=\sum_{i=1}^{n} \tau_{i}^{(n)}, \quad \beta_{n}=\sum_{i=1}^{n} \tau_{i}^{(n)} \alpha_{i}^{(n)}, \quad \sigma_{n}=\sum_{i=1}^{n} \tau_{i}^{(n)}\left(\alpha_{i}^{(n)}\right)^{2} \delta_{\alpha_{i}^{(n)}},
$$

with $\alpha_{i}^{(n)}=\kappa_{n}^{-1} a_{i}^{(n)}$.
Theorem 6.6. Assume that the numbers $\tau_{i}^{(n)}$ satisfy $\tau_{i}^{(n)} \geq \tau>0$. Assume that the measures $\sigma_{n}$ converge to a measure $\sigma$ in the tight topology.
(i) Then $\sigma$ has the form

$$
\sigma=\sum_{j=1}^{\infty} \tau_{j} \alpha_{j}^{2} \delta_{\alpha_{j}}+\gamma \delta_{0},
$$

where $\gamma \geq 0,\left(\alpha_{j}\right)$ is a sequence of real numbers, $\tau_{j} \geq \tau$, and

$$
\sum_{j=1}^{\infty} \tau_{j} \alpha_{j}^{2}<\infty
$$

(ii) Assume moreover that $\lim _{n \rightarrow \infty} \beta_{n}=\beta$. Then the measure $\mu_{n}=$ $M_{n}\left(\tau^{(n)} ; a^{(n)}\right)$ converges to a Thorin-Bondesson distribution $\mu$ such that

$$
\int_{\mathbb{R}} e^{z t} \mu(d t)=e^{\frac{1}{2} \gamma z^{2}} e^{\beta z} \prod_{j=1}^{\infty}\left(\frac{e^{-\alpha_{j} z}}{1-z \alpha_{j}}\right)^{\tau_{j}} .
$$

Lemma 6.7. Let $\left(\mu_{n}\right)$ be a sequence of discrete measures of the form

$$
\mu_{n}=\sum_{i=1}^{n} \tau_{i}^{(n)} \delta_{\alpha_{i}^{(n)}}
$$

where $\alpha_{i}^{(n)}$ and $\tau_{i}^{(n)}$ are real numbers. Assume that $\tau_{i}^{(n)} \geq \tau>0$ for all $n$ and $i$, and $\mu_{n}$ converges to $\mu$ in the vague topology. Then $\mu$ is of the form

$$
\mu=\sum_{j=1}^{\infty} \tau_{j} \delta_{\alpha_{j}}
$$

where $\left(\alpha_{j}\right)$ is a sequence of real numbers, and $\tau_{j} \geq \tau$.
Proof. Let $\mathcal{A}$ denote the set of atoms of the measure $\mu$. Then $\mathcal{A}$ is countable. Let $a<b$ be real numbers not in $\mathcal{A}$. Then $\mu([a, b])=\mu(] a, b[)$, hence $\lim _{n \rightarrow \infty} \mu_{n}(] a, b[)=\mu([a, b])$, therefore either $\mu([a, b])=0$ or $\mu([a, b]) \geq \tau$. For an atom $a$ of $\mu$, there are two sequences $\left(a_{n}\right)$ and $\left(b_{n}\right)$ such that for every $n$ we have $a_{n}<a<b_{n}$, and $a_{n}, b_{n} \notin \mathcal{A}$, with limit $a$. Hence $\mu\left(\left[a_{n}, b_{n}\right]\right) \geq \tau$, and since $\{a\}=\bigcap_{n=0}^{\infty}\left[a_{n}, b_{n}\right]$,

$$
\mu(\{a\})=\lim _{n \rightarrow \infty} \mu\left(\left[a, b_{n}\right]\right) \geq \tau
$$

It follows that every bounded interval contains only a finite number of atoms. Hence $\mathcal{A}$ is discrete.

Let $a<b$ be two consecutive atoms of $\mu$. Let $a_{0}$ and $b_{0}$ be such that $a<a_{0}<b_{0}<b$. There are a finite number of intervals $\left[a_{i}, b_{i}\right]$ such that

$$
\left[a_{0}, b_{0}\right] \subset \bigcup\left[a_{i}, b_{i}\right] \quad \text { and } \quad \mu\left(\left[a_{i}, b_{i}\right]\right)<\tau .
$$

Therefore $\mu\left(\left[a_{0}, b_{0}\right]\right)=0$ and $\mu(] a, b[)=0$. This shows that there is an increasing sequence ( $a_{i}$ ), possibly finite, and real numbers $\tau_{j} \geq \tau$ such that

$$
\mu=\sum_{j=1}^{\infty} \tau_{j} \delta_{\alpha_{j}}
$$

Proof of Theorem 6.6. For (i) consider the sequence of measures $\mu_{n}$ defined on $\mathbb{R} \backslash\{0\}$ by $\mu_{n}(d u)=u^{-2} \sigma_{n}$,

$$
\mu_{n}=\sum_{i, a_{i}^{(n)} \neq 0} \tau_{i}^{(n)} \delta_{\alpha_{i}^{(n)}} .
$$

Then $\mu_{n}$ converges to $\mu=u^{-2} \sigma$ on $\mathbb{R} \backslash\{0\}$ in the vague topology. By Lemma 6.7 the measure $\mu$ has the form

$$
\mu=\sum_{j=1}^{\infty} \tau_{j} \delta_{\alpha_{j}}
$$

Hence $\sigma$ restricted to $\mathbb{R} \backslash\{0\}$ is equal to $u^{2} \mu$, therefore there exists $\gamma \geq 0$ such that $\sigma=u^{2} \mu+\gamma \delta_{0}$.

Part (ii) follows from Theorem 6.5.
For $a_{1}<\cdots<a_{n}$ and $\tau_{1}=\cdots=\tau_{n}=1$, the probability measure $M_{n}\left(a_{1}, \ldots, a_{n} ; 1, \ldots, 1\right)$ is a spline distribution. In that special case one obtains the following theorem, originally established by Schoenberg and Curry:

Theorem 6.8 ([ $\mathbf{C u}$, Theorem 6, p. 93]). Assume that the sequence $\mu_{n}=$ $M_{n}\left(a_{1}^{(n)}, \ldots, a_{n}^{(n)} ; 1, \ldots, 1\right)$ converges to a measure $\mu$. Then $\mu$ is a Pólya distribution: its Fourier-Laplace transform is a Pólya function,

$$
\Phi(z)=\int e^{z t} \mu(d t)=e^{\frac{1}{2} \gamma z^{2}} e^{\beta z} \prod_{j=1}^{\infty} \frac{e^{-\alpha_{j} z}}{1-z \alpha_{j}},
$$

with

$$
\gamma \geq 0, \quad \beta \in \mathbb{R}, \quad \alpha_{j} \in \mathbb{R}, \quad \sum_{j=1}^{\infty} \alpha_{j}^{2}<\infty .
$$

Conversely, every Pólya distribution is the limit of such a sequence of spline distributions.
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