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#### Abstract

We work with a fixed $N$-tuple of quasi-arithmetic means $M_{1}, \ldots, M_{N}$ generated by an $N$-tuple of continuous monotone functions $f_{1}, \ldots, f_{N}: I \rightarrow \mathbb{R}(I$ an interval) satisfying certain regularity conditions. It is known [initially Gauss, later Gustin, Borwein, Toader, Lehmer, Schoenberg, Foster, Philips et al.] that the iterations of the mapping $I^{N} \ni b \mapsto\left(M_{1}(b), \ldots, M_{N}(b)\right)$ tend pointwise to a mapping having values on the diagonal of $I^{N}$. Each of [all equal] coordinates of the limit is a new mean, called the Gaussian product of the means $M_{1}, \ldots, M_{N}$ taken on $b$. We effectively measure the speed of convergence to that Gaussian product by producing an effective-doubly exponential with fractional base - majorization of the error.


1. Introduction. In $1799{ }^{(1)}$ Gauss introduced the arithmetic-geometric mean. It is obtained as the limit in the following two-term recursion:

$$
\begin{equation*}
x_{n+1}=\frac{x_{n}+y_{n}}{2}, \quad y_{n+1}=\sqrt{x_{n} y_{n}} \tag{1.1}
\end{equation*}
$$

where $x_{0}=x$ and $y_{0}=y$ are positive parameters. Gauss [9, p. 370] proved that both $\left(x_{n}\right)_{n=1}^{\infty}$ and $\left(y_{n}\right)_{n=1}^{\infty}$ converge to a common limit, which is called the arithmetic-geometric mean ( $\mathcal{A \mathcal { G M }}$ for short) of $x$ and $y$. In fact, this limit is a nonelementary transcendental function of $x$ and $y$ elegantly expressible in terms of complete elliptic integrals:

$$
\begin{equation*}
\frac{1}{\mathcal{A G M}(x, y)}=\frac{2}{\pi} \int_{0}^{\pi / 2} \frac{d \theta}{\sqrt{x^{2} \cos ^{2} \theta+y^{2} \sin ^{2} \theta}}, \quad x, y \in(0, \infty) \tag{1.2}
\end{equation*}
$$
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$\left({ }^{1}\right)$ According to [11] p. 23] on May 30th, 1799 Gauss observed that 1.2) holds for $x=1$ and $y=\sqrt{2}$ up to 11 decimal places. On December 23rd he proved 1.2 in the general case. Most probably he had worked with this definition before, but the author of the present note found no prior information about the arithmetic-geometric mean.

It is also known [2, p. 354] that

$$
\begin{equation*}
\left|x_{n+1}^{2}-y_{n+1}^{2}\right|<\left(\frac{x_{n}^{2}-y_{n}^{2}}{4 \mathcal{A G M}(x, y)}\right)^{2}, \quad n \in \mathbb{N} \tag{1.3}
\end{equation*}
$$

In particular, $\left|x_{n}-y_{n}\right|=\left|x_{n}^{2}-y_{n}^{2}\right| /\left(x_{n}+y_{n}\right)$ tends to zero quadratically.
The iteration process described in (1.1) can be carried over to a much more general family of means. For a given interval $I$, a mean defined on $I$ is any function $M: \bigcup_{k=1}^{\infty} I^{k} \rightarrow I$ such that

$$
\min (a) \leq M(a) \leq \max (a) \quad \text { for every } a \in \bigcup_{k=1}^{\infty} I^{k}
$$

The mean is strict if

$$
\min (a)<M(a)<\max (a) \quad \text { for every nonconstant vector } a \in \bigcup_{k=1}^{\infty} I^{k}
$$

For any twice continuously differentiable, strict means $M, N$ and sequences

$$
x_{n+1}=M\left(x_{n}, y_{n}\right), \quad y_{n+1}=N\left(x_{n}, y_{n}\right), \quad n \in \mathbb{N}_{+} \cup\{0\}
$$

the difference $\left|x_{n}-y_{n}\right|$ tends to zero quadratically [1, Theorem 8.2].
Following [1, Section 8.7], we will consider the iteration of multidimensional means. Given $N \in \mathbb{N}$ and a vector of means $M=\left(M_{1}, \ldots, M_{N}\right)$ defined on a common interval $I$, for $a \in \bigcup_{k=1}^{\infty} I^{k}$ we consider the sequence of vectors

$$
\begin{aligned}
\vec{M}^{0}(a) & :=a \\
\vec{M}^{n+1}(a) & :=\left(M_{i}\left(\vec{M}^{n}(a)\right)\right)_{i=1}^{N}, \quad n \in \mathbb{N}_{+} \cup\{0\} .
\end{aligned}
$$

Whenever for every $i \in\{1, \ldots, N\}$ the limit $\lim _{n \rightarrow \infty}\left[\vec{M}^{n}(a)\right]_{i}$ exists, and it does not depend on $i$, we call it the Gaussian product of $\left(M_{i}\right)$ and denote it by $\left(\bigotimes_{i=1}^{N} M_{i}\right)(a)$. We also introduce a compact notation

$$
\delta(a):=\max (a)-\min (a)
$$

for every vector $a$ of reals.
Gustin [10] proved that the Gaussian product exists for every vector $M$ of power means. Later, J. M. Borwein and P. B. Borwein, extending some ideas of Lehmer [15], Schoenberg [21, 22] and Foster and Philips [8], proved the following (much more general) result

Proposition 1.1 ([1, Theorem 8.8]). Let $N \in \mathbb{N}$, and $M=\left(M_{1}, \ldots, M_{N}\right)$ be a vector of strict, continuous means.
(a) Then $\bigotimes_{i=1}^{N} M_{i}$ exists and is a strict, continuous mean.
(b) Suppose that the means are symmetric and continuously differentiable. Then, for $a \in \bigcup_{n=1}^{\infty} I^{n}$ such that $\delta\left(\vec{M}^{n}(a)\right) \neq 0$ for every $n \in \mathbb{N}$,

$$
\lim _{n \rightarrow \infty} \delta\left(\vec{M}^{n+1}(a)\right) / \delta\left(\vec{M}^{n}(a)\right)=0
$$

and the convergence in the Gaussian iteration is superlinear.
(c) If, in fact, the means are twice continuously differentiable, then the convergence of the Gaussian iteration is quadratic (uniformly on compact subsets).
If the means are twice continuously differentiable, part (c) implies that $\delta\left(\vec{M}^{n}(a)\right)$ converges to zero quadratically. Matkowski [16] proved that part (a) remains valid if one of the means is not strict (the Gaussian product does not have to be strict in this case).

We are going to present some effective estimation of $\delta\left(\vec{M}^{n}(a)\right)$ in the case when the vector $M$ consists of quasi-arithmetic means satisfying a certain smoothness condition.
2. Quasi-arithmetic means. We will be interested in the special case of strict, continuous means, called quasi-arithmetic means. The idea of these means only glimpsed as a natural generalization of power means in the pioneering paper by Knopp [12]. Shortly thereafter it was materialized in three nearly simultaneous papers in the early 1930s [13, 18, 6]. These means have been extensively dealt with ever since their introduction (cf. e.g. [3, Chap. 4]). Many results concerning power means have counterparts for this family (frequently under some additional assumption).

For an interval $I$ and a continuous, strictly monotone function $f: I \rightarrow \mathbb{R}$ we define a mean $A_{[f]}: \bigcup_{k=1}^{\infty} I^{k} \rightarrow I$ by the equality

$$
A_{[f]}(a):=f^{-1}\left(\frac{f\left(a_{1}\right)+\cdots+f\left(a_{k}\right)}{k}\right), \quad a \in I^{k}, k \in \mathbb{N} .
$$

All these quasi-arithmetic means are strict and continuous, whence their Gaussian products always exist.

In our setting we will fix $N \in \mathbb{N}$, an interval $I$, and a vector $\mathbf{f}=$ $\left(f_{1}, \ldots, f_{N}\right)$ of continuous, strictly monotone functions $f_{j}: I \rightarrow \mathbb{R}, j \in$ $\{1, \ldots, N\}$. It will lead us to a vector of means $\left(A_{\left[f_{j}\right]}\right)_{j=1}^{N}$ and their Gaussian product. The notion of quasi-arithmetic means could also be understood vectorially as a function $\vec{A}_{[\mathbf{f}]}: \bigcup_{k=1}^{\infty} I^{k} \rightarrow I^{N}$, as in the introduction.

Our main Theorem 3.3 is a strengthening of Proposition 1.1(c). Unlike Proposition 1.1 this theorem presents some effective estimation of $\delta\left(\vec{A}_{[f]}^{n}(a)\right)$ when the pertinent means are quasi-arithmetic means generated by functions satisfying certain smoothness conditions (belonging to the family $\mathcal{S}(I)$ defined later).

Lemmas 4.3 and 4.4 that appear in the course of estimating the difference between quasi-arithmetic means continues the 1960s papers [4, 5] and our previous results [19, 20].
2.1. Operator $P$. Now we turn to the result of Mikusiński 17] (and independently Łojasiewicz [17, footnote 2]), who found a handy tool to compare quasi-arithmetic means in terms of the operator $P_{f}:=f^{\prime \prime} / f^{\prime}$. More precisely, their result reads

Proposition 2.1 (Basic comparison). Let $I$ be an interval and $f, g \in$ $\mathcal{C}^{2}(I)$ with $f^{\prime} \cdot g^{\prime} \neq 0$ on $I$. Then the following conditions are equivalent:
(i) $A_{[f]}(a) \geq A_{[g]}(a)$ for all $a \in \bigcup_{k=1}^{\infty} I^{k}$, with equality only when $a$ is a constant vector,
(ii) $P_{f}>P_{g}$ on a dense subset of $I$,
(iii) $\left(\operatorname{sgn} f^{\prime}\right) \cdot\left(f \circ g^{-1}\right)$ is strictly convex.

The operator $P$ is central to our discussion; we will assume that the functions considered are smooth enough for it to be applied.

Moreover, we assume the second derivative of relevant functions is of almost bounded variation (i.e. of finite variation when restricted to every compact interval; cf. [14, p. 135]). Using this notion we introduce the class
$\mathcal{S}(I):=\left\{f \in \mathcal{C}^{2}(I): f^{\prime} \neq 0\right.$ and $f^{\prime \prime}$ is of almost bounded variation $\}$.
Very often we will use a global estimation of $f^{\prime \prime} / f^{\prime}$, so for $K>0$ we denote

$$
\mathcal{S}_{K}(I):=\left\{f \in \mathcal{S}(I):\left\|f^{\prime \prime} / f^{\prime}\right\|_{\infty} \leq K\right\}
$$

This is closely connected with the family of log-exp means (cf. [3, p. 269]) defined for every $a \in \mathbb{R}^{k}, k \in \mathbb{N}_{+}$, as

$$
\mathcal{E}_{p}(a):= \begin{cases}\frac{1}{p} \ln \left(\frac{e^{p \cdot a_{1}}+\cdots+e^{p \cdot a_{k}}}{k}\right) & \text { if } p \neq 0 \\ \frac{1}{k}\left(a_{1}+\cdots+a_{k}\right) & \text { if } p=0\end{cases}
$$

Indeed, a slightly weaker version of Proposition 2.1 is that

$$
\begin{equation*}
\mathcal{S}_{K}(I)=\left\{f \in \mathcal{S}(I): \mathcal{E}_{-K} \leq A_{[f]} \leq \mathcal{E}_{K}\right\} \tag{2.1}
\end{equation*}
$$

3. Main result. We are going to present a certain majorization of the speed of convergence. The theorem below depends on a free parameter $l$. There is no universal (optimal) value of $l$ that could be plugged into this theorem; the most natural restriction will be given after the statement.

Throughout, $I$ is an interval, $k \in \mathbb{N}$, and $a \in I^{k}$ is a nonconstant vector.

REMARK 3.1. It is important to note that the result depends only on the input vector $a$ (more precisely $\delta(a)$ ) and the number $K$. In particular the number of functions as well as the functions themselves are not essential.

TheOrem 3.2. Let $K \in(0, \infty)$ and $\mathbf{f}$ be a vector of functions from $\mathcal{S}_{K}(I)$. Let $\alpha=(3+7 e) / 3(\alpha \approx 7.34)$. Then

$$
\max \vec{A}_{[\mathbf{f}]}^{n}(a)-\min \vec{A}_{[\mathbf{f}]}^{n}(a)<\frac{1}{\alpha K}(\alpha l)^{2^{n-n_{0}}}
$$

for every $l \in(0,1)$ and

$$
n \geq\left\lceil\log _{2}\left(\frac{\exp (K(\max a-\min a))-1}{e^{l}-1}\right)\right\rceil=: n_{0}
$$

Taking $l$ minimizing the right hand side of the first inequality is the most natural choice. However, if we wish to decrease $n_{0}$, we may change the value of $l$.

Minimization of the right hand side is realized for $l \approx 0.05(l=\xi$ in the setting below). Thus, we obtain the following

Theorem 3.3. Let $K \in(0, \infty)$ and $\mathbf{f}$ be a vector of functions from $\mathcal{S}_{K}(I)$. Let $\alpha=(3+7 e) / 3$ and let $\mu$ be the minimum value of the function

$$
(0,1) \ni l \mapsto(\alpha l)^{\left(e^{l}-1\right) / 2}
$$

achieved for $l=\xi(\alpha \approx 7.34, \mu \approx 0.97, \xi \approx 0.05)$. Then

$$
\max \vec{A}_{[\mathbf{f}]}^{n}(a)-\min \vec{A}_{[\mathbf{f}]}^{n}(a)<\frac{1}{\alpha K} \cdot \mu^{\frac{2^{n}}{\exp (K(\max a-\min a))-1}}
$$

for every

$$
\begin{aligned}
& n \geq \log _{2}(e) \cdot K \cdot(\max a-\min a)-\log _{2}\left(e^{\xi}-1\right)+1=: n_{1} \\
& \left(n_{1} \approx 1.443 \cdot K \cdot(\max a-\min a)+5.25\right)
\end{aligned}
$$

The proofs of these theorems are postponed until Sections 4.4 and 4.5 , respectively. They will be preceded by a number of technical lemmas (in Sections 4.1 4.3.
3.1. Possible reformulation. In both theorems above we can restrict the interval $I$ to $[\min a, \max a]$ and the relevant functions to $\mathcal{S}([\min a, \max a])$ (by taking $K$ best possible).

More precisely, we can change the order of assumptions in the following way: First, take an interval $I$, a natural number $k$, and a $k$-tuple $\mathbf{f}=$ $\left(f_{1}, \ldots, f_{k}\right)$ with $f_{i} \in \mathcal{S}(I)$ for every $i \in\{1, \ldots, k\}$. Then we define

$$
K:=\sup _{\substack{x \in\left[\min _{\begin{subarray}{c}{ \\
i \in\{1, \ldots, k\}} }}\left|P_{f_{i}}(x)\right| .\right.} \\
{ } \\
{\hline 1, \ldots, k\}}\end{subarray}}
$$

Such a reformulation is natural but (i) we need to calculate $K$, which could be difficult and (ii) Remark 3.1 is no longer applicable. However we will apply this procedure in Section 5 .

## 4. Proofs of Theorems 3.2 and 3.3

4.1. Assumption $K=1$. For fixed $K>0$ and an interval $I$ we define an operator ${ }^{*}: \mathcal{S}_{K}(I) \rightarrow \mathcal{S}_{1}(K \cdot I)$ by $f^{*}(x):=f(x / K)$. Then

$$
P_{f^{*}}(x)=\frac{1}{K} P_{f}(x / K), \quad x \in K \cdot I, f \in \mathcal{S}_{K}(I) .
$$

Moreover, for every continuous, monotone function $f \in \mathcal{S}_{K}(I)$,

$$
A_{[f]}(a)=\frac{1}{K} A_{\left[f^{*}\right]}(K \cdot a) .
$$

Hence, if $\mathbf{f}=\left(f_{1}, \ldots, f_{N}\right)$ with $f_{i} \in \mathcal{S}_{K}(I)$ for $i=1, \ldots, N$ and $\mathbf{f}^{*}:=$ $\left(f_{1}^{*}, \ldots, f_{N}^{*}\right)$, then

$$
\vec{A}_{[\mathbf{f}]}(a)=\frac{1}{K} \vec{A}_{\left[\mathbf{f}^{*}\right]}(K \cdot a) .
$$

Thus, iterating, we get

$$
\vec{A}_{[\mathbf{f}]}^{n}(a)=\frac{1}{K} \vec{A}_{\left[\mathbf{f}^{*}\right]}^{n}(K \cdot a), \quad n \in \mathbb{N} .
$$

Using these properties we easily obtain

$$
\begin{aligned}
\max a-\min a & =\frac{1}{K}(\max K a-\min K a), \\
\max A_{[f]}^{n}(a)-\min A_{[f]}^{n}(a) & =\frac{1}{K}\left(\max \mathbf{A}_{\left[\mathbf{f}^{*}\right]}^{n}(K \cdot a)-\min \mathbf{A}_{\left[\mathbf{f}^{*}\right]}^{n}(K \cdot a)\right) .
\end{aligned}
$$

Hence, from now on, we will assume in many proofs (or even formulations) that $K=1$.
4.2. Approximate value of quasi-arithmetic means. The aim of the present section is to establish an approximate value of the quasi-arithmetic mean generated by a function belonging to the family $\mathcal{S}_{1}(I)$. Let us introduce a compact notation for the arithmetic mean and variation of a vector:

$$
\begin{array}{rlrl}
\bar{a} & :=\frac{1}{k}\left(a_{1}+\cdots+a_{k}\right), & a \in \mathbb{R}^{k}, k \in \mathbb{N}, \\
\operatorname{Var}(a) & :=\frac{1}{k} \sum_{i=1}^{k}\left(a_{i}-\bar{a}\right)^{2}=\frac{1}{k} \sum_{i=1}^{k} a_{i}^{2}-\bar{a}^{2}, & & a \in \mathbb{R}^{k}, k \in \mathbb{N} .
\end{array}
$$

Note that functions belonging to $\mathcal{S}(I)$ are (only) twice differentiable. However in the lemmas below it would be handy to use third derivatives. To avoid this drawback, we turn to Riemann-Stieltjes integrals (see Lemma 4.1 below).

Remark. This is just one of possible solutions - otherwise we may consider functions from $\mathcal{C}^{\infty}(I) \cap \mathcal{S}(I)$ only, and use a density-type argument to extend Theorems 3.2 and 3.3 to the whole space $\mathcal{S}(I)$.

Lemma 4.1. For every $f \in \mathcal{S}(I)$,

$$
\begin{aligned}
A_{[f]}(a)= & \bar{a}+\frac{1}{2} \operatorname{Var}(a) \cdot P_{f}(\bar{a})+\frac{1}{2 k \cdot f^{\prime}(\bar{a})} \sum_{i=1}^{k} \int_{\bar{a}}^{a_{i}}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t) \\
& +\int_{\bar{a}}^{A_{[f]}(a)} \frac{\left(f(u)-f\left(A_{[f]}(a)\right)\right) f^{\prime \prime}(u)}{f^{\prime}(u)^{2}} d u .
\end{aligned}
$$

Proof. By Taylor's theorem applied to $f$ at $\bar{a}$ and to $f^{-1}$ at $f(\bar{a})$ (with integral remainder in both cases; cf. [7, equation 2.4]) we obtain

$$
\begin{align*}
f(x)= & f(\bar{a})+(x-\bar{a}) f^{\prime}(\bar{a})+(x-\bar{a})^{2} \frac{f^{\prime \prime}(\bar{a})}{2}  \tag{4.1}\\
& +\int_{\bar{a}}^{x} \frac{1}{2}(x-t)^{2} d f^{\prime \prime}(t), \\
f^{-1}(f(\bar{a})+\delta)= & \bar{a}+\frac{\delta}{f^{\prime}(\bar{a})}  \tag{4.2}\\
& +\int_{f(\bar{a})}^{f(\bar{a})+\delta} \frac{(t-(f(\bar{a})+\delta)) f^{\prime \prime}\left(f^{-1}(t)\right)}{f^{\prime}\left(f^{-1}(t)\right)^{3}} d t .
\end{align*}
$$

By 4.1), for every $i \in\{1, \ldots, k\}$,

$$
\begin{equation*}
f\left(a_{i}\right)=f(\bar{a})+\left(a_{i}-\bar{a}\right) f^{\prime}(\bar{a})+\left(a_{i}-\bar{a}\right)^{2} \frac{f^{\prime \prime}(\bar{a})}{2}+\int_{\bar{a}}^{a_{i}} \frac{1}{2}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t) \tag{4.3}
\end{equation*}
$$

But it can be easily verified that $\sum_{i=1}^{k}\left(a_{i}-\bar{a}\right)=0$. So, by 4.3),

$$
\begin{aligned}
\frac{1}{k} \sum_{i=1}^{k} f\left(a_{i}\right) & =f(\bar{a})+\frac{1}{k} \sum_{i=1}^{k}\left(\left(a_{i}-\bar{a}\right)^{2} \frac{f^{\prime \prime}(\bar{a})}{2}+\int_{\bar{a}}^{a_{i}} \frac{1}{2}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t)\right) \\
& =f(\bar{a})+\operatorname{Var}(a) \cdot \frac{f^{\prime \prime}(\bar{a})}{2}+\frac{1}{k} \sum_{i=1}^{k} \int_{\bar{a}}^{a_{i}} \frac{1}{2}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t)
\end{aligned}
$$

Thus

$$
\begin{align*}
\delta & :=\frac{1}{k} \sum_{i=1}^{k} f\left(a_{i}\right)-f(\bar{a})  \tag{4.4}\\
& =\operatorname{Var}(a) \cdot \frac{f^{\prime \prime}(\bar{a})}{2}+\frac{1}{k} \sum_{i=1}^{k} \int_{\bar{a}}^{a_{i}} \frac{1}{2}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t)
\end{align*}
$$

Combining (4.2) and (4.4) one gets

$$
\begin{aligned}
A_{[f]}(a)= & f^{-1}\left(\frac{1}{k} \sum_{i=1}^{k} f\left(a_{i}\right)\right) \\
= & f^{-1}(f(\bar{a})+\delta) \\
= & \bar{a}+\operatorname{Var}(a) \cdot \frac{f^{\prime \prime}(\bar{a})}{2 f^{\prime}(\bar{a})}+\frac{1}{k \cdot f^{\prime}(\bar{a})} \sum_{i=1}^{k} \int_{\bar{a}}^{a_{i}} \frac{1}{2}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t) \\
& +\int_{f(\bar{a})}^{\frac{1}{k} \sum_{i=1}^{k} f\left(a_{i}\right)} \frac{\left(t-\frac{1}{k} \sum_{i=1}^{k} f\left(a_{i}\right)\right) f^{\prime \prime}\left(f^{-1}(t)\right)}{f^{\prime}\left(f^{-1}(t)\right)^{3}} d t .
\end{aligned}
$$

Lastly, upon setting $t=f(u)$ in the last integral, one obtains $d t=f^{\prime}(u) d u$ and

$$
\begin{aligned}
A_{[f]}(a)= & \bar{a}+\operatorname{Var}(a) \cdot \frac{f^{\prime \prime}(\bar{a})}{2 f^{\prime}(\bar{a})}+\frac{1}{2 k \cdot f^{\prime}(\bar{a})} \sum_{i=1}^{k} \int_{\bar{a}}^{a_{i}}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t) \\
& +\int_{\bar{a}}^{A_{[f]}(a)} \frac{\left(f(u)-f\left(A_{[f]}(a)\right)\right) f^{\prime \prime}(u)}{f^{\prime}(u)^{2}} d u .
\end{aligned}
$$

Now, we majorize the last two terms in Lemma 4.1.
Lemma 4.2. For every $f \in \mathcal{S}_{1}(I)$,
(i) $\left|\int_{\bar{a}}^{A_{[f f}(a)} \frac{\left(f(u)-f\left(A_{[f]}(a)\right)\right) f^{\prime \prime}(u)}{f^{\prime}(u)^{2}} d u\right|<\left(A_{[f]}(a)-\bar{a}\right)^{2} \cdot \exp \left(\left\|P_{f}\right\|_{*}\right)$,
(ii) $\left|\frac{1}{2 k \cdot f^{\prime}(\bar{a})} \sum_{i=1}^{k} \int_{\bar{a}}^{a_{i}}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t)\right| \leq \frac{1}{6 k} \cdot \exp \left(\left\|P_{f}\right\|_{*}\right) \cdot \sum_{i=1}^{k}\left|a_{i}-\bar{a}\right|^{3}$,
where $\left\|P_{f}\right\|_{*}:=\sup _{a, b \in I}\left|\int_{a}^{b} P_{f}(t) d t\right|$.
Proof. Note that

$$
\begin{equation*}
\frac{f^{\prime}(\Omega)}{f^{\prime}(\Theta)}=\exp \left(\int_{\Theta}^{\Omega} P_{f}(u) d u\right) \leq \exp \left(\left\|P_{f}\right\|_{*}\right) \quad \text { for all } \Omega, \Theta \in I \tag{4.5}
\end{equation*}
$$

(i) Applying the mean value theorem we obtain

$$
\begin{aligned}
& \left|\int_{\bar{a}}^{A_{[f]}(a)} \frac{\left(f(u)-f\left(A_{[f]}(a)\right)\right) f^{\prime \prime}(u)}{f^{\prime}(u)^{2}} d u\right| \\
& \quad=\left|A_{[f]}(a)-\bar{a}\right| \cdot\left|\frac{f(\Theta)-f\left(A_{[f]}(a)\right)}{f^{\prime}(\Theta)}\right| \cdot\left|\frac{f^{\prime \prime}(\Theta)}{f^{\prime}(\Theta)}\right| \text { for some } \Theta \in\left(\bar{a}, A_{[f]}(a)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left|A_{[f]}(a)-\bar{a}\right| \cdot\left|\Theta-A_{[f]}(a)\right| \cdot\left|\frac{f^{\prime}(\Omega)}{f^{\prime}(\Theta)}\right| \cdot\left|P_{f}(\Theta)\right| \text { for some } \Omega \in\left(\bar{a}, A_{[f]}(a)\right) \\
& \leq\left(A_{[f]}(a)-\bar{a}\right)^{2}\left|\frac{f^{\prime}(\Omega)}{f^{\prime}(\Theta)}\right| \\
& \left.\leq\left(A_{[f]}(a)-\bar{a}\right)^{2} \exp \left(\left\|P_{f}\right\|_{*}\right) \quad \text { by } 4.5\right) .
\end{aligned}
$$

(ii) By the mean value theorem, for every $i \in\{1, \ldots, k\}$ there exists $\beta_{i} \in\left(\min \left(\bar{a}, a_{i}\right), \max \left(\bar{a}, a_{i}\right)\right)$ satisfying

$$
\int_{\bar{a}}^{a_{i}}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t)=f^{\prime \prime}\left(\beta_{i}\right) \int_{\bar{a}}^{a_{i}}\left(a_{i}-t\right)^{2} d x=\frac{f^{\prime \prime}\left(\beta_{i}\right)}{3}\left(a_{i}-\bar{a}\right)^{3} .
$$

Applying the mean value theorem again, we find that there exists a universal value $\beta \in(\min a, \max a)$ satisfying

$$
\sum_{i=1}^{k} \int_{\bar{a}}^{a_{i}}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t)=\frac{f^{\prime \prime}(\beta)}{3} \sum_{i=1}^{k}\left(a_{i}-\bar{a}\right)^{3}
$$

Combining this equality above with 4.5, we get

$$
\begin{aligned}
\left|\frac{1}{2 k \cdot f^{\prime}(\bar{a})} \sum_{i=1}^{k} \int_{\bar{a}}^{a_{i}}\left(a_{i}-t\right)^{2} d f^{\prime \prime}(t)\right| & =\left|\frac{f^{\prime \prime}(\beta)}{6 k \cdot f^{\prime}(\bar{a})} \sum_{i=1}^{k}\left(a_{i}-\bar{a}\right)^{3}\right| \\
& \leq \frac{1}{6 k}\left|\frac{f^{\prime \prime}(\beta)}{f^{\prime}(\bar{a})}\right| \sum_{i=1}^{k}\left|a_{i}-\bar{a}\right|^{3} \\
& =\frac{1}{6 k}\left|\frac{f^{\prime \prime}(\beta)}{f^{\prime}(\beta)}\right|\left|\frac{f^{\prime}(\beta)}{f^{\prime}(\bar{a})}\right| \sum_{i=1}^{k}\left|a_{i}-\bar{a}\right|^{3} \\
& \leq \frac{1}{6 k} \cdot \exp \left(\left\|P_{f}\right\|_{*}\right) \cdot \sum_{i=1}^{k}\left|a_{i}-\bar{a}\right|^{3}
\end{aligned}
$$

Combining Lemmas 4.1 and 4.2, we obtain
Corollary 4.1. For every $f \in \mathcal{S}_{1}(I)$,

$$
\begin{aligned}
& \left|A_{[f]}(a)-\bar{a}-\frac{1}{2} \operatorname{Var}(a) P_{f}(\bar{a})\right| \\
& \quad \leq \exp \left(\left\|P_{f}\right\|_{*}\right) \cdot\left(\left(A_{[f]}(a)-\bar{a}\right)^{2}+\frac{1}{6 k} \sum_{i=1}^{k}\left|a_{i}-\bar{a}\right|^{3}\right)
\end{aligned}
$$

Therefore, the value of a quasi-arithmetic mean can be approximated in the following informal way:

$$
A_{[f]}(a) \approx \bar{a}+\frac{1}{2} \operatorname{Var}(a) P_{f}(\bar{a})
$$

Such an expression could be predicted much earlier, after Proposition 2.1. The only things to calculate were $\frac{1}{2} \operatorname{Var}(a)$ and the majorization of error, which was the most difficult part.
4.3. Estimation of the difference between quasi-arithmetic means. Recall that our aim is to reduce the results to the family $\mathcal{S}_{1}(I)$. Moreover, in the setting of Gaussian product, we deal with the limit

$$
\lim _{n \rightarrow \infty} \delta\left(\mathbf{A}_{[\mathbf{f}]}^{n}(a)\right)=0 .
$$

If $\delta\left(\mathbf{A}_{[f]}^{n}(a)\right)$ is small enough, we will majorize the difference between $A_{\left[f_{i}\right]}\left(\mathbf{A}_{[f]}^{n}(a)\right)$ and $\bar{a}$ for $i=1, \ldots, N$ (Lemma 4.3). Otherwise we will use property (2.1) to decrease $\delta\left(\mathbf{A}_{[f]}^{n}(a)\right)$ (Lemma 4.4). The following lemma specifies Proposition 1.1(c) in the case of quasi-arithmetic means.

Lemma 4.3. For every $f \in \mathcal{S}_{1}(I)$,

$$
\left|A_{[f]}(a)-\bar{a}\right|<\frac{\alpha}{2} \cdot \delta(a)^{2}, \quad \text { where } \quad \alpha=\frac{3+7 e}{3} .
$$

Proof. If $\delta(a) \geq 1$ we simply get

$$
\left|A_{[f]}(a)-\bar{a}\right| \leq \delta(a) \leq \alpha / 2 \cdot \delta(a)^{2} .
$$

From now on we will assume $\delta(a)<1$. Let $J=[\min a, \max a]$. We restrict $f$ to the interval $J$, set $g:=\left.f\right|_{J}$ and consider the mean $A_{[g]}$. Then $g \in \mathcal{S}_{1}(J)$ (we consider one-sided derivatives at the endpoints of $J$ ), and since $A_{[g]}(a)=$ $A_{[f]}(a)$ we have

$$
\left|A_{[f]}(a)-\bar{a}\right|=\left|A_{[g]}(a)-\bar{a}\right| .
$$

Therefore we can apply Corollary 4.1 to $g$ instead of $f$. By definition,

$$
\operatorname{Var}(a)=\frac{1}{k} \sum_{i=1}^{k}\left(a_{i}-\bar{a}\right)^{2}<\delta(a)^{2} .
$$

Similarly

$$
\begin{aligned}
& \left(A_{[g]}(a)-\bar{a}\right)^{2}<\delta(a)^{2}, \\
& \frac{1}{6 k} \sum_{i=1}^{k}\left|a_{i}-\bar{a}\right|^{3}<\frac{1}{6} \delta(a)^{3}, \\
& \left\|P_{g}\right\|_{*} \leq \delta(a) \cdot\left\|P_{g}\right\|_{\infty} \leq \delta(a) .
\end{aligned}
$$

Thus, by Corollary 4.1, we obtain

$$
\begin{aligned}
\mid A_{[f]}(a) & -\bar{a}\left|=\left|A_{[g]}(a)-\bar{a}\right|\right. \\
& <\frac{1}{2} \operatorname{Var}(a)\left|P_{g}(\bar{a})\right|+\exp \left(\left\|P_{g}\right\|_{*}\right) \cdot\left(\left(A_{[g]}(a)-\bar{a}\right)^{2}+\frac{1}{6 k} \sum_{i=1}^{k}\left|a_{i}-\bar{a}\right|^{3}\right) \\
& \leq \frac{1}{2} \delta(a)^{2}+e^{\delta(a)}\left(\delta(a)^{2}+\frac{1}{6} \delta(a)^{3}\right)=\left(\frac{1}{2}+e^{\delta(a)}\left(1+\frac{1}{6} \delta(a)\right)\right) \delta(a)^{2} .
\end{aligned}
$$

Lastly, as $\delta(a)<1$,

$$
\left|A_{[f]}(a)-\bar{a}\right|<\frac{3+7 e}{6} \cdot \delta(a)^{2}=\frac{\alpha}{2} \cdot \delta(a)^{2} .
$$

To majorize the difference in the more general case, in view of (2.1), let us prove the following (seemingly isolated) result.

Lemma 4.4.

$$
\exp \left(\mathcal{E}_{1}(a)-\mathcal{E}_{-1}(a)\right)-1 \leq \frac{1}{2}(\exp (\delta(a))-1) .
$$

Proof. Assume without loss of generality that $a_{1} \leq \cdots \leq a_{k}$. Then, by simple transformations,

$$
\begin{aligned}
\mathcal{E}_{1}(a)-\mathcal{E}_{-1}(a) & =\ln \left(\frac{\sum_{i=1}^{k} \exp \left(a_{i}\right)}{k} \frac{\sum_{j=1}^{k} \exp \left(-a_{j}\right)}{k}\right) \\
e^{\mathcal{E}_{1}(a)-\mathcal{E}_{-1}(a)} & =\frac{1}{k^{2}} \sum_{i=1}^{k} e^{a_{i}} \sum_{j=1}^{k} e^{-a_{j}}=\frac{1}{k^{2}} \sum_{i=1}^{k} \sum_{j=1}^{k} e^{a_{i}-a_{j}} \\
e^{\left.\mathcal{E}_{1}(a)-\mathcal{E}_{-1}(a)\right)}-1 & =\frac{1}{k^{2}} \sum_{i=1}^{k} \sum_{j=1}^{k}\left(e^{a_{i}-a_{j}}-1\right)
\end{aligned}
$$

The right hand side above will not decrease if we omit the terms $e^{a_{i}-a_{j}}-1$ for $i \leq j$ (they are nonpositive). For $i>j$ we can use a trivial estimation $a_{i}-a_{j} \leq \delta(a)$. Thus we obtain

$$
\begin{aligned}
e^{\mathcal{E}_{1}(a)-\mathcal{E}_{-1}(a)}-1 & \leq \frac{1}{k^{2}} \sum_{i>j}\left(e^{a_{i}-a_{j}}-1\right) \leq \frac{k(k-1)}{2 k^{2}}\left(e^{\delta(a)}-1\right) \\
& \leq \frac{1}{2}\left(e^{\delta(a)}-1\right) .
\end{aligned}
$$

4.4. Proof of Theorem [3.2, By the argument announced in Section 4.1. let $K=1$ and $f_{i} \in \mathcal{S}_{1}(I)$ for every $i \in\{1, \ldots, k\}$. By (2.1) and Lemma 4.4

$$
\exp \left(\delta\left(\vec{A}_{[\mathrm{f}]}(v)\right)\right)-1 \leq \exp \left(\mathcal{E}_{1}(v)-\mathcal{E}_{-1}(v)\right)-1 \leq \frac{1}{2}\left(e^{\delta(v)}-1\right), \quad v \in \bigcup_{k=1}^{\infty} I^{k}
$$

So, by simple induction, using definition of $n_{0}$, one has

$$
\begin{aligned}
\exp \left(\delta\left(\vec{A}_{[f]}^{n_{0}}(a)\right)\right)-1 & \leq \frac{1}{2^{n_{0}}\left(e^{\delta(a)}-1\right)} \\
& \leq \frac{1}{2^{\log _{2}\left(\frac{\exp (\max a-\min a)-1}{e^{l-1}}\right)}}\left(e^{\delta(a)}-1\right) \\
& =\frac{1}{\frac{\exp (\max a-\min a)-1}{e^{l}-1}}\left(e^{\delta(a)}-1\right)=e^{l}-1 .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\delta\left(\vec{A}_{[f]}^{n_{0}}(a)\right)<l . \tag{4.6}
\end{equation*}
$$

Therefore the assertion of the theorem is satisfied for $n=n_{0}$. Moreover, the mapping $n \mapsto \delta\left(\vec{A}_{[\mathbf{f}]}^{n}(a)\right)$ is decreasing. Thus for $n \geq n_{0}$, by Lemma 4.3.

$$
\begin{align*}
\delta\left(\vec{A}_{[f]}^{n+1}(a)\right) & \leq\left|\max \vec{A}_{[f]}^{n+1}(a)-\bar{a}\right|+\left|\bar{a}-\min \vec{A}_{[f]}^{n+1}(a)\right|  \tag{4.7}\\
& \leq \alpha \cdot \delta\left(\vec{A}_{[f]}^{n}(a)\right)^{2} .
\end{align*}
$$

By simple induction, inequalities 4.6) and 4.7) imply

$$
\delta\left(\vec{A}_{[\mathbf{f}]}^{n}(a)\right)<\frac{1}{\alpha}(\alpha l)^{2^{n-n_{0}}} \quad \text { for every } n \geq n_{0}
$$

4.5. Proof of Theorem 3.3. Assume $K=1$. Moreover, let $l=\xi$ and

$$
n^{*}:=\log _{2}\left(\frac{\exp (\max a-\min a)-1}{e^{\xi}-1}\right) .
$$

Applying Theorem 3.2, we have $n_{0}=\left\lceil n^{*}\right\rceil$. Thus

$$
\begin{aligned}
n_{0} & <n^{*}+1 \\
& =\log _{2}(\exp (\max a-\min a)-1)-\log _{2}\left(e^{\xi}-1\right)+1 \\
& <\log _{2} e \cdot(\max a-\min a)-\log _{2}\left(e^{\xi}-1\right)+1=: n_{1} .
\end{aligned}
$$

Therefore Theorem 3.2 is applicable for $n \geq n_{1}$ (note that in this case $n \geq n_{0}$ too). Since $\alpha \xi \in(0,1)$, this theorem implies

$$
\begin{aligned}
\delta\left(\vec{A}_{[f]}^{n}(a)\right) & <\frac{1}{\alpha}(\alpha \xi)^{2^{n-n_{0}}}<\frac{1}{\alpha}(\alpha \xi)^{2^{n-n^{*}-1}}=\frac{1}{\alpha} \cdot\left((\alpha \xi)^{\left(\epsilon^{\xi}-1\right) / 2}\right)^{\frac{2^{n}}{\exp (\max a-\min a)-1}} \\
& =\frac{1}{\alpha} \cdot \mu^{\overline{\exp (\max a-\min a)-1}} .
\end{aligned}
$$

5. Arithmetic-geometric mean revisited. In this section we keep the notation (1.1). To obtain the arithmetic-geometric mean we take $I=(0, \infty)$,

$$
f_{1}: I \ni x \mapsto x, \quad f_{2}: I \ni x \mapsto \ln (x),
$$

and their product $\mathbf{f}=\left(f_{1}, f_{2}\right)$. Then $\vec{A}_{[\mathbf{f}]}(x, y)=\left(\frac{1}{2}(x+y), \sqrt{x y}\right)$. Using this self-mapping we simply identify $\mathcal{A G M}$.

Fix $x_{0}, y_{0} \in \mathbb{R}_{+}, x_{0}>y_{0}, a_{0}=\left(x_{0}, y_{0}\right)$. We will be interested in estimating $\delta\left(\vec{A}_{[f]}^{n}(a)\right)$. We have already mentioned inequality (1.3). To visualise Theorem 3.3, we will apply it in the spirit of Section 3.1.

We have $P_{f_{1}}(x)=0$ and $P_{f_{2}}(x)=-1 / x$. Therefore

$$
K:=\sup _{\substack{x \in\left[y, 0, x_{2}\right] \\ i \in\{\{1,2\}}}\left|P_{f_{i}}(x)\right|=\frac{1}{y_{0}} .
$$

In order to apply our Theorem 3.3. we calculate

$$
\begin{aligned}
n_{1} & =\log _{2} e \cdot K \cdot(\max a-\min a)-\log _{2}\left(e^{\xi}-1\right)+1 \\
& =\log _{2} e \cdot \frac{1}{y_{0}} \cdot\left(x_{0}-y_{0}\right)-\log _{2}\left(e^{\xi}-1\right)+1 \\
& =\log _{2} e \cdot \frac{x_{0}}{y_{0}}-\log _{2} e-\log _{2}\left(e^{\xi}-1\right)+1 \\
& \approx 1.44 \cdot \frac{x_{0}}{y_{0}}+3.80 .
\end{aligned}
$$

Thus, for $n>n_{1}$, one has

$$
\delta\left(\vec{A}_{[f]}^{n}(a)\right)<\frac{y_{0}}{\alpha} \mu^{\frac{2^{n}}{\exp \left(\frac{1}{y_{0}}\left(x_{0}-y_{0}\right)\right)-1}}=\frac{y_{0}}{\alpha} \mu^{\frac{x^{n}}{\exp \left(\frac{x_{0}}{y_{0}}-1\right)-1}} .
$$

REmark. The inequality above remains valid (with the same value of $n_{1}$ ) if $\mathbf{f}$ is any family of power means with parameters between 0 and 2 . In particular it holds for a number of classical means: arithmetic-quadratic, quadratic-geometric, arithmetic-geometric-quadratic etc.
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