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Sets of recurrence as bases for the positive integers
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Introduction. Let p(n) be a real polynomial and let ε(n) > 0 be a
slowly decaying function. We consider the sets

A = {n ∈ N | ‖p(n)‖R/Z ≤ ε(n)},
where ‖t‖R/Z = minn∈Z |t − n| denotes the distance to the nearest integer
and N = {0, 1, 2, . . .}.

Our particular concern will be the additive properties of such sets. Specif-
ically, when is A a basis for N of a given finite order? That is, for which k,
if any, is it true that the sumset

kA = A+ · · ·+A = {n1 + · · ·+ nk | ni ∈ A}
contains all sufficiently large integers? We will also be interested in when A
is an almost basis of order k, by which we mean that kA has asymptotic
density 1. Here, the asymptotic density of a set B is defined as

d(B) = lim
n→∞

|B ∩ [n]|
n

,

provided that the limit exists. We use [n] to denote the set {1, . . . , n}.
We consider two types of behaviour of ε(n): we either demand that

ε(n)→ 0, or that ε(n) is bounded pointwise by a suitably small constant ε0
(in which case we may equally well assume that ε(n) = ε0). This technical
issue will appear at various points in the paper.

In the case when deg p = 1, the problem is rather straightforward. We are
then essentially dealing with Bohr sets, which are simple and well studied
objects (see e.g. [8, Chapter 4.4]). We expect that the sets kA should not be
significantly larger than A, and hence that A should not be a basis of any
order for sufficiently small ε.

2010 Mathematics Subject Classification: Primary 11J54; Secondary 11P99.
Key words and phrases: additive basis, set of recurrence, Nil-Bohr set, small fractional
parts.
Received 30 March 2015; revised 23 December 2015.
Published online 12 July 2016.

DOI: 10.4064/aa8125-4-2016 [309] c© Instytut Matematyczny PAN, 2016



310 J. Konieczny

It is an easy exercise to show that for any k the set

A = {n ∈ N | ‖αn‖R/Z ≤ ε(n)}
is not a basis of order k provided that, say, α ∈ R \Q and ε(n) < 1/(3k) for
all n. Indeed, this follows easily from the observation that ‖Nα‖R/Z < 1/3
for N ∈ kA. Similarly, one can show that A defined above is not a basis of
order k if ε(n)→ 0 as n→∞. We leave the details to the interested reader.

The problem is most interesting when deg p = 2. One might expect A
to behave roughly as a random set such that n ∈ A with probability ε(n),
and hence to be a basis of finite order if ε(n) decays reasonably slowly.
A particular case of this problem was considered by Erdős, who asked the
following (1).

Question 1. Is the set A = {n ∈ N | ‖
√
2n2‖R/Z ≤ 1/log n} a basis of

order 2?

Somewhat unexpectedly, the answer to this question is negative. One can
even produce an explicit sequence

Ni =
(3 + 2

√
2)2i+1 − (3− 2

√
2)2i+1

2
√
2

such that Ni 6∈ 2A for all sufficiently large i.
Several other constructions of this type are possible, each leading to a

sequence Ni 6∈ 2A with Ni growing exponentially with i. Hence, one may
hope that the following weaker variant should have a positive answer. Recall
that we call A an almost basis of order 2 if d(2A) = 1.

Question 2. Is the set A = {n ∈ N | ‖
√
2n2‖R/Z ≤ 1/log n} an almost

basis of order 2?

This is indeed the case. In fact, we can prove a stronger statement con-
cerning the size of the complement (2A)c = N \ 2A, namely |[T ] \ 2A| �
logC T as T →∞, where C is a constant.

Here and elsewhere, we use the Vinogradov notation f � g or f =
O(g) to denote that f ≤ Cg for some constant C. When C depends on a
parameter A, we write f �A g or f = OA(g). If f = O(g) and g = O(f),
we write f = Θ(g).

In larger generality, we have the following collection of results.

Theorem A. Let ε(n) be a slowly decaying function, let α ∈ R \Q and
set

A = {n ∈ N | ‖αn2‖R/Z ≤ ε(n)}.
Then:

(1) Personal communication from Ben Green; no written reference could be located.
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A1. For any α ∈ R \ Q, A is an almost basis of order 2 provided that
ε(n) decays slowly enough.

A2. For uncountably many exceptional values of α, A is a basis of order 2
provided that ε(n) decays slowly enough.

A3. In particular, for any α ∈ R \ Q, A is a basis of order 3 provided
that ε(n) decays slowly enough.

A4. However, for almost all α, A is not a basis of order 2 as long as
ε(n)→ 0.

Above, the phrase “provided that ε(n) decays slowly enough” may be
expanded into “there exists ε0(n) → 0 such that if ε(n) ≥ ε0(n) for all n,
then the statement holds”, and “almost all” means “all except for a set of
Lebesgue measure 0”. We state the results in a more rigorous manner when
we approach the proof.

We first address item A4, which was the original motivation for this
research project. Because of A2, we cannot hope to obtain a result for all α,
but we are able to cover a number of interesting cases, including Lebesgue
almost all reals, as well as all quadratic surds. This is done in Section 1.

Items A1 and A2 are proved in Section 2. Our key idea is to translate in-
formation about the complement of 2A into information about good rational
appoximations of α. We are then able to use known equidistribution results
as a black box, in order to show that if (2A)c had positive (upper asymp-
totic) density, then α would have too many good rational approximations.
Item A2 is proved by an explicit construction using continued fractions.

Item A3 is an immediate consequence of A1 (or, strictly speaking, the
proof thereof). In fact, our argument implies that 2A+ B contains all suffi-
ciently large integers for any set B with at least two elements.

For polynomials p of degree ≥ 3, the situation becomes much simpler.
The heuristic expectation that A should be a basis of order 2 is confirmed
in this case, as long as we impose suitable genericity assumptions. Below we
give a special case of our main result for polynomials of degree ≥ 3.

Theorem B. Let d ≥ 3. Fix some slowly decaying function ε(n), α ∈
R \Q and set

A = {n ∈ N | ‖αnd‖R/Z ≤ ε(n)}.
Then:

B1. For almost all α, A is a basis of order 2 provided that ε(n) decays
slowly enough.

B2. Nevertheless, for uncountably many α, A is not a basis of order 2,
even when ε(n) is constant.

In Section 3 we will establish a more general result in which the polyno-
mial p varies in a linear family. The bulk of the difficulty lies in proving B1.
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We rely on similar ideas to those for A1, and relate each element in the
complement of 2A to the lack of equidistribution of a certain polynomial se-
quence. Using a known result about distribution of polynomial sequences, we
then connect lack of equidistribution with a system of approximate rational
dependencies, which generically turn out not to be satisfiable.

For B2, it suffices to take α sufficiently well approximable by rationals,
and we can construct such α explicitly.

1. Failure to be a basis of order 2. Our goal in this section is to
prove that the sets

(1.1) Aαε := {n ∈ N | ‖αn2‖R/Z < ε(n)}
are “usually” not bases of order 2, even when ε(n) = ε0 is constant.

Theorem (A4, reiterated). There exists a set Z ⊂ R of Lebesgue mea-
sure 0 such that for any α ∈ R \ Z and any ε(n)→ 0, the set Aαε defined in
(1.1) is not a basis of order 2. The same is true for α ∈ Q[

√
d] \Q, for any

d ∈ N.

This result is somewhat surprising, because a random (unstructured) set
of similar size should be a basis of order 2. In fact, if A ⊂ N is constructed
randomly with

P(n ∈ A) = ε,

independently for each n, then with high probability 2A contains all integers
larger than roughly (1/ε2) log(1/ε).

We will prove a variety of partial results, with different restrictions on
α and ε(n), not all of which are included in Theorem A4 as stated above.
For α, we separately address the “structured” case when α is a quadratic
surd or, more generally, is badly approximable, and the “generic” case when
α is selected from a suitable set of full measure. For ε(n), we assume that
either ε(n)→ 0 as n→∞, or ε(n) ≤ ε0(α) is bounded by a constant which
is allowed to depend on α.

1.1. General strategy. We begin by introducing a somewhat technical
tool which will allow us to detect large integers N in the complement of 2Aαε .
Importantly, we are able to reduce the task of proving that N 6∈ 2Aαε to the
task of verifying a simple Diophantine inequality.

The basic idea is quite simple. Suppose that we allowed α to take rational
values, and take for instance α = 1/2. Assuming that ε(n) < 1/2 for all n,
the set Aαε is far from being a basis of order 2. Indeed, we then have Aαε = 2N,
which is not a basis of any order.

The following lemma makes this observation quantitative. We will use it
multiple times.
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Lemma 1.1. Suppose that for an odd integer N , there are integers k,m,
with k even and m odd, and a real parameter δ > 0, such that

(1.2)
∥∥∥∥Nα− m

k

∥∥∥∥
R/Z

<
1− δ
kN

.

Then N 6∈ 2Aαε for any pointwise bounded ε(n) ≤ ε0, where ε0 = δ/(2k).

Proof. Take γ with |γ| < 1− δ so that

Nα ≡ m

k
+

γ

kN
(mod 1).

Consider any decomposition N = n1 + n2 with n1, n2 ∈ N. Then
‖n21α− n22α‖R/Z = ‖(n1 − n2)Nα‖R/Z

=

∥∥∥∥(n1 − n2)mk
+
n1 − n2
N

γ

k

∥∥∥∥
R/Z
≥ 1

k
− |γ|

k
>
δ

k
= 2ε0.

It follows that n21α and n22α cannot both lie in (−ε0, ε0) modulo 1. Hence at
least one of n1, n2 fails to belong to Aαε and so N 6∈ 2Aαε .

Our next result is in similar spirit, with the difference that instead of the
pointwise bound ε(n) ≤ ε0, we work with the condition ε(n)→ 0.

Remark. It might seem that a set Aαε with ε(n) → 0 must necessarily
be “smaller” than one with ε(n) = ε0, and hence that Lemma 1.2 below is
strictly weaker than Lemma 1.1. However, we wish to emphasise that for
variable ε(n) we allow the value ε(n) to be large when n is small.

Because we expect the complement of 2Aαε to have density 0, we cannot
rule out a priori that small values of n play a role. In fact, for any ε0 > 0,
one can construct ε(n) → ε0 such that Aαε is a basis of order 2, simply by
exploiting the fact that Aαε0 is syndetic. Hence, it is not the case that small
values of n can be altogether ignored.

Here and elsewhere, by a slight abuse of notation, we write Aαε0 , allowing
the symbol ε0 to also denote the constant function n 7→ ε0.

Lemma 1.2. Let ε(n)→ 0, and let (Ni)
∞
i=1 be an increasing sequence of

odd integers. Suppose that for each i,

Niα =
mi

k
+

γi
kNi

,

where mi, k are integers, k is even and mi is odd. Assume further that γ
with |γ| < 1 is an accumulation point of γi. Then Ni 6∈ 2Aαε for infinitely
many i, unless γ + kn2α ∈ Z for some integer n.

Proof. Passing to a subsequence, we may assume that γi → γ as i→∞.
Let ε0 be such that (1− |γ|)/k > 2ε0 > 0. Then from Proposition 1.1

it follows that Ni 6∈ 2Aαε0 for sufficiently large i. Hence, if Ni ∈ 2Aαε for
some i, then Ni can be represented as n1 + n2 with n1 ∈ Aαε \ Aαε0 and
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n2 ∈ Aαε . Note that the set Aαε \ Aαε0 is finite, so passing to a subsequence
again we may assume that there exists a single n1 such that for each i we
have n2,i := Ni − n1 ∈ Aαε .

Directly from the membership condition for Aαε , we now find

ε(n2,i) >

∥∥∥∥(Ni − 2n1)

(
mi

k
+

γi
kNi

)
+ n21α

∥∥∥∥
R/Z

.

We have ε(n2,i)→ 0 and

Ni − 2n1
Ni

γi
k
→ γ

k
as i→∞.

It follows that ∥∥∥∥m′ik +
γ

k
+ n21α

∥∥∥∥
R/Z
→ 0,

where m′i := (N−2n1)mi mod k. Note that m′i is odd and takes only finitely
many values. Restricting to a subsequence, we may assume that m′i = m′

is constant. Now, the expression in the limit above is independent of i, and
hence ∥∥∥∥m′k +

γ

k
+ n21α

∥∥∥∥
R/Z

= 0.

In particular, k(γ/k+n21α) ∈ Z, contradicting the irrationality assumption.

1.2. Quadratic irrationals. We will now prove Theorem A4 in the
special case when α =

√
2. The argument generalises to α ∈ Q[

√
d] \ Q

without any new ideas. This case is already representative for some of our
methods. Our immediate goal is the following result.

Proposition 1.3. Let ε1 := 1
4

(
1− 1

4
√
2

)
. Suppose that either ε(n)≤ ε0<ε1

or ε(n) → 0. Then A
√
2

ε is not a basis of order 2. When ε(n) is pointwise
bounded, we additionally have the quantitative bound

|[T ] \ 2A
√
2

ε | � log T,

where the implicit constant depends at most on ε0, ε1.

Proof. Any positive integer solution (x, y) to the Pell equation

(1.3) X2 − 2Y 2 = 1

gives rise to the rational approximation x/y of α with x
y −
√
2 = 1

y(x+
√
2y)

.

The fundamental solution to (1.3) is (x, y) = (3, 2). If we let φ := 3+2
√
2

and φ̂ := 3 − 2
√
2, and define integer sequences ai, bi by φi = ai + bi

√
2,

then all solutions to (1.3) are of the form (x, y) = (ai, bi). We note that
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ai, bi have explicit formulas:

(1.4) ai =
φi + φ̂i

2
, bi =

φi − φ̂i

2
√
2
,

as well as recursive relations:

ai+2 = 6ai+1 − ai, a0 = 1, a1 = 3,

bi+2 = 6bi+1 − bi, b0 = 0, b1 = 2.

It will be convenient to take Ni = bi/2. Each Ni is an integer, and if i is
odd, then Ni is odd. We may write

Ni

√
2 =

ai
2

+
γi
2Ni

, where γi = φ̂iNi =
−1
4
√
2
+O

(
1

N2
i

)
.(1.5)

To prove the statement in the case ε(n) ≤ ε0 < ε1, we apply Lemma 1.1
to Ni, assuming that i is large enough and odd. It follows that Ni 6∈ 2A

√
2

ε ,
and hence A

√
2

ε is not a basis of order 2. The quantitative estimate follows
from the fact that Ni = Θ(φi), and for any T there are Θ(log T ) values of i
with Ni < T .

In the case ε(n) → 0, we similarly apply Lemma 1.2 to the sequence
Ni restricted to odd i, with γ = −1/(4

√
2). The claim follows unless there

exists n such that γ + 2n2
√
2 ∈ Z. Since

√
2 is irrational, that would imply

2n2 = 1/8, which is absurd.

The result for general quadratic irrational α ∈ Q[
√
d] can be obtained

with essentially the same argument.

Proposition 1.4. For any α ∈ Q[
√
d] \ Q there exists ε1 = ε1(α) such

that the following is true. Suppose that either ε(n) ≤ ε0 < ε1 or ε(n) → 0.
Then Aαε is not a basis of order 2.

Proof. We may write α = (a+ b
√
d)/c, where a, b, c are integers. Let

φ = x + y
√
d ∈ Z[

√
d] be a unit, and let µ := ν2(y), the largest power

of 2 dividing y. Replacing φ by φ2n for large n, we may assume that µ is
sufficiently large, or more concretely µ > ν2(b) and 2µ > bc.

As before, we consider the integer valued sequences

(1.6) ai =
αφi − α̂φ̂i

2
√
d

c, bi =
φi − φ̂i

2
√
d
c.

Using µ > ν2(b) and ν2(x) = 0, we obtain

(1.7) ν2(a1) = ν2(ay + bx) = ν2(b), ν2(b1) = ν2(cy) = ν2(c) + µ.

Because the sequences ai and bi are periodic modulo any power of 2,
there exists some L such that for all i ≡ 1 (mod L) we have ν2(ai) = ν2(a1)
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and ν2(bi) = ν2(b1). For any such i we define

(1.8) Ni :=
bi

2ν2(c)+µ
, mi :=

ai

2ν2(b)
, k := 2ν2(c)−ν2(b)+µ.

It is straightforward, if mundane, to check that these quantities are integers,
and that

Niα =
mi

k
+

γi
kNi

,

where gcd(mi, k) = 1 and γi are given by

γi =
bφ̂i

2µ+ν2(c)
=

±bc
2µ+ν2(bc)+1

√
d
+ o(1).

Here, o(1) denotes an error term which goes to 0 as i→∞. The choice of µ
guarantees that |γi| < 1/2 for large i. In the case ε(n) ≤ ε0, it follows from
Lemma 1.1 that Ni 6∈ 2Aαε provided that ε1 ≤ 1/(4k).

To deal with the case ε(n)→ 0, we notice that

γi → γ :=
±bc
√
d

2µ+ν2(bc)+1d
.

By Lemma 1.2, we have Ni 6∈ 2Aαε for sufficiently large i unless γ+kn2α ∈ Z
for some n. However, the latter would imply k2µ+ν2(bc)+1d | bc2, which is
impossible, since

ν2(k2
µ+ν2(bc)+1d) ≥ µ+ ν2(bc) + 1 > ν2(bc

2).

1.3. Badly approximable reals. We now turn to the proof of a variant
of Theorem A4 for badly approximable α.

We say that α is badly approximable if for any p, q we have∣∣∣∣α− p

q

∣∣∣∣ ≥ c(α)

q2
,

where c(α) > 0 is a constant depending only on α. The most well known
examples of such numbers are quadratic irrationals.

This is a more general situation than α ∈ Q[
√
d], but still rather specific.

In particular, almost all α are not badly approximable. However, badly ap-
proximable α provide a non-trivial and fairly explicit class of examples where
the conclusion of Theorem A4 holds (as opposed to an “almost surely” type
of statement).

A useful characterisation of badly approximable reals is that these are
precisely the ones whose continued fraction expansion has bounded entries
(see Appendix, Fact A.16). A specific class of badly approximable real num-
bers which has attracted some attention are those whose entries are produced
by finite automata. For instance, it has been shown that such numbers are
transcendental unless their continued fraction expansion is periodic (see [1]).



Sets of recurrence as bases 317

The main result in this section shows that the sets Aαε are not bases of
order 2 for badly approximable α and sufficiently small ε.

Proposition 1.5. If α is badly approximable then there is ε1 = ε1(α)
such that if ε(n) ≤ ε0 < ε1 then Aαε is not a basis of order 2. Moreover,
|[T ] \ 2Aαε | � log T , where the implicit constant depends only on α.

We will make extensive use of the continued fraction expansion of 2α.
The crucial role played by the continued fraction expansion explains why
we were able to give rather elementary proofs for α =

√
2 and α ∈ Q[

√
d],

whose expansion is particularly simple.
Continued fractions are a classical topic, and we assume some familiarity

with the basic notions and theorems. For an accessible introduction, see
e.g. [5], or the more analytic approach in [6]. For the perspective inspired
by measurable dynamics, see [2, Chpt. 3]. In the Appendix, we provide a
complete list of properties used. Here, we just review several basic properties
and introduce notation, which we will also use in subsequent sections. We
will write

2α = [a0; a1, a2, . . . ] = a0 +
1

a1 +
1

a2 + · · ·

(1.9)

and ai will denote the coefficients of 2α throughout this section (note that
for technical reasons we consider 2α rather than α). By obvious translation
invariance, we may assume that a0 = 0. We also use the partial approxima-
tions

pi
qi

= [0; a1, a2, . . . , ai] =
1

a1 +
1

a2 +
. . .

ai

.(1.10)

These are essentially the best possible rational approximations of α (see
A.15), and we have the error term of the form

(1.11) 2α =
pi
qi

+
δi
q2i
,

where δi can be explicitly described by

(1.12) |δi| = q2i

(
1

qiqi+1
− 1

qi+1qi+2
+

1

qi+2qi+3
− · · ·

)
.

In particular, |δi| < qi/qi+1 < 1/ai+1 ≤ 1.

Proof of Proposition 1.5. Because α is badly approximable, so is 2α, and
by A.17 the coefficients ai are bounded, say ai ≤ amax. Let κ be large enough
that 2κ - ai for all i.
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We claim that among any four consecutive indices {j, j + 1, j + 2, j + 3}
we can find an index i such that pi is odd and ν2(qi) < κ, where as usual
ν2(qi) is the largest power of 2 dividing qi.

For each i we have (e.g. by A.3) gcd(pi, pi+1) = gcd(qi, qi+1) = 1, and
in particular neither pi, pi+1 nor qi, qi+1 can both be even. If for some j ≤
i ≤ j + 2 both pi and pi+1 are odd then either qi or qi+1 is odd, and the
claim holds. Otherwise, since pi, pi+1 can never both be even, the parity of
pi alternates. It follows that for one of i ∈ {j, j + 1}, both pi, pi+2 are odd,
while pi+1 is even. Then qi+2 − qi = ai+2qi+1 is not divisible by 2κ, so one
of qi+2, qi is not divisible by 2κ. Either i or i+ 2 is the sought index.

Suppose now that i is an index such that pi is odd and ν2(qi) < κ, whose
existence we have just proved. Take

(1.13) Ni :=
qi
ki/2

, ki := 2ν2(qi)+1.

(The definition makes sense for arbitrary i, but we only apply it to i as
above.)

Note that ki is guaranteed to be an even integer, and Ni an odd integer.
More precisely, ki ≤ 2κ is a power of 2. It is slightly inconvenient that the Ni

do not need to be distinct for distinct i, but this will not lead to problems
since the Ni take any given value at most κ times.

Finally, we introduce γi := 2δi/ki, so that

Niα =
pi
ki

+
γi
kiNi

.

Note that

|γi| ≤ |δi| ≤
qi
qi+1

=
qi

qi + qi−1
≤ 1− 1

1 + amax
< 1.

We are now in a position to apply Lemma 1.1 (with δ = 1/(1 + amax)).
It follows that for ε0 < 1/(2κ+1(1 + amax)), if ε(n) ≤ ε0 for all n, then
Ni 6∈ 2Aαε for all i as described above. In particular, the complement of 2Aαε
is infinite, proving the first part of the proposition.

For the quantitative bound, we begin by noticing that logNi = Θ(i).
Hence, given T , we have Ni ∈ [T ] for i ≤ i0(T ), with i0(T ) = Θ(log T ). For
any four consecutive values of i, sufficiently large, for at least one of them
we have Ni 6∈ 2Aαε . Thus,

|[T ] \ 2Aαε | �
i0(T )

4κ
� log T.

Remark. In the above result we deal exclusively with pointwise bounded
ε(n). As noted earlier, it does not quite follow that an analogous claim holds
when ε(n)→ 0, since large values of ε(n) for small n can lead to problems.
The main difficulty which stops us from extending our results is establishing
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the irrationality condition in Lemma 1.2. This can be done for specific values
of α, but we do not give a general result.

Remark. We believe that our methods should extend to numbers such
as

e1/n = [1;n− 1, 1, 1, 3n− 1, 1, 1, 5n− 1, 1, . . .],

tanh(1/n) = [0;n, 3n, 5n, 7n, . . . ],

whose continued fraction expansions are well understood (see [6, Chpt. II]).
It is straightforward to adapt our argument to these situations, and the only
reason we do not pursue this further is that we doubt if any of those results
would be of much interest.

1.4. Generic reals. Finally, we consider “generic” values of α. We prove
a version of A4 which is valid for α outside a set of measure 0. Conveniently,
in this case we can make the dependence on ε rather explicit.

Proposition 1.6. For all α ∈ R off a set of measure 0, the set Aαε fails
to be a basis of order 2 if either ε(n) ≤ ε0 < 1/4 for all n, or ε(n)→ 0.

We retain the definitions and conventions from the previous section.
Namely, we assume that 2α ∈ (0, 1) has expansion 2α = [0; a1, a2, . . . ] and
pi/qi = [0; a1, a2, . . . , ai] are the convergents.

The following description of the continued fraction expansion comes as
no surprise. It can be construed as a continued fractions analogue of the fact
that almost all numbers are normal.

Proposition 1.7. There exists a set Z of zero measure such that the
following is true for α 6∈ Z. Let b = (bi)

l
i=1 ∈ Nl be a finite string of integers.

Let J be the set of indices where b occurs in the expansion (ai)
∞
i=1, i.e. the

set of those j ∈ N for which aj+t = bt for all t ∈ [l]. Then the asymptotic
density d(J) = limn→∞

1
n |J ∩ [n]| of the set J exists and is positive.

Proof. Let T : [0, 1]→ [0, 1] be the continued fraction map T (x) = {1/x},
where {·} denotes the fractional part, and let µ be the Gauss measure on
[0, 1],

µ(E) =
1

log 2

�

E

dx

x+ 1
.

It is known that ([0, 1], T,B, µ) is an ergodic measure preserving system,
and that T acts on continued fraction expansions as a shift: T ([0; c1, c2, . . . ])
= [0; c2, c3, . . . ] (for details, see [2, Chpt. 3], and Appendix A).

Define B ⊂ [0, 1] to be the set of those β ∈ [0, 1] whose expansion is of
the form β = [0; b1, . . . , bl, ∗, ∗, . . .]. In simpler terms, B is an interval with
endpoints [0; b1, . . . , bl] and [0; b1, . . . , bl + 1]. Clearly, µ(B) > 0.
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By the pointwise ergodic theorem, for all α off a set of zero measure we
have

d(J) = lim
N→∞

1

N

N∑
n=1

1B(T
n(2α)) =

�
1B dµ = µ(B).

Proof of Proposition 1.6, case ε(n) ≤ ε0 < 1/4. Let A be a large,
odd integer, to be specified in the course of the proof. For almost all choices
of α, the sequence (A,A,A) appears infinitely often in (ai)

∞
i=1, i.e. there

exists an infinite set J such that for each j ∈ J we have aj+1 = aj+2 =
aj+3 = A.

We claim that for each j ∈ J we can find i = i(j) ∈ {j, j +1, j +2} such
that pi, qi are both odd.

If pj , qj are odd, we are done. Else, because gcd(pj , qj) = 1, precisely
one of the two, say pj , is even. If pj+1, qj+1 are both odd, we are done.
Otherwise, qj+1 is odd, because pj , pj+1 cannot both be even. We have the
recursive relation pj+2 = aj+2pj+1 + pj = Apj+1 + pj , so pj+2 is odd. By a
similar argument, qj+2 is odd, so we are done.

For any j ∈ J , take Nj = qi(j) and γj = δi(j). By construction, Nj is odd
and we have

Njα =
pi(j)

2
+

γj
2Nj

.

We are now in a position to apply Lemma 1.1. It follows that Nj 6∈ Aαε
provided that ε(n) ≤ ε1 for all n, where ε1 < 1

4−
1
4 |γj | for all j. We know that

|γj | < 1/ai(j)+1 = 1/A, so it will suffice to ensure that ε0 < 1/4 − 1/(4A),
which can be accomplished by choosing A sufficiently large.

We will next deal with the situation when ε(n)→ 0. Surprisingly, this is
more difficult, because care is needed to ensure that the irrationality condi-
tion in Lemma 1.2 is satisfied.

We need a preliminary lemma about estimation of the error term δi
based on the knowledge of a limited number of continued fraction coefficients.
Recall that δi is related to α by 2α = pi/qi + δi/q

2
i .

Lemma 1.8. Let l be a positive integer. Then there exists a function
δ̃l : N2l+1

≥1 → R such that for any n > l we have

(1.14) |δn − (−1)nδ̃l((ai)n+li=n−l)| � 2−l/2,

where the implicit constant is absolute.

Proof. Recall that δn = q2n(2α − pn/qn). Using standard facts about
continued fractions, setting ρn = [an; an+1, . . . ] we may write
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δn = q2n

(
pn−1ρn + pn−2
qn−1ρn + qn−2

− pn−1an + pn−2
qn−1an + qn−2

)
=

(−1)n(qn−1an + qn−2)
2(ρn − an)

(qn−1an + qn−2)(qn−1ρn + qn−2)
.

Recalling that qn−2/qn−1 = [0; an−1, an−2, . . . ] := λn we may simplify the
above formula to

δn = (−1)n(ρn − an)
an + λn
ρn + λn

.

Setting ρ̃ = ρ̃((ai)
n+l
i=n−l) := [an; an+1, . . . , an+l] and λ̃ = λ̃((ai)

n+l
i=n−l) :=

[0; an−1, an−2, . . . , an−l] we have ρn = ρ̃+O(2−n/2) and λn = ρ̃+O(2−n/2).
It remains to define

δ̃l = δ̃l((ai)
n+l
i=n−l) := (−1)n(ρ̃− an)

an + λ̃

ρ̃+ λ̃
.

Proof of Proposition 1.6, case ε(n) → 0. Using Proposition 1.7, for al-
most all choices of α, we may find arbitrarily long strings of 1’s in the ex-
pansion (ai)

∞
i=1. More precisely, there exists an infinite set J and a sequence

l(j), j ∈ J , with l(j) → ∞ as J 3 j → ∞, such that aj+t = 1 for all j ∈ J
and |t| ≤ l(j).

Repeating the argument from the proof in the pointwise bounded case,
we find for each j ∈ J an index i = i(j) ∈ {j, j + 1, j + 2} such that pi, qi
are both odd. Without loss of generality we may assume that i(j) = j, i.e.
pj , qj are both odd for j ∈ J .

Set Nj := qj and γj := δj , so that

Njα ≡
pi(j)

2
+

γj
2Nj

(mod 1).

Applying Lemma 1.2, we conclude that either Nj 6∈ Aαε for infinitely many j,
or for each limit point γ of γj there exists n such that γ + 2n2α ∈ Z.

Passing to a subsequence, we may assume that γj converges. Using Lem-
ma 1.8 we can identify γ := limj→∞ γj :

γ = ± 1

ϕ
·
1 + 1

ϕ

ϕ+ 1
ϕ

= ± 1√
5
,

where ϕ = (1 +
√
5)/2 = [1; 1, 1, . . . ].

There are two cases to consider, depending on whether or not α and γ
are affinely independent over Z. If they are, then we are done by Lemma 1.2.
Otherwise, α ∈ Q[

√
5]. However, we can exclude this case, since Q[

√
5] has

measure 0 (alternatively, we can apply Proposition 1.3).

Remark 1.9. It is tempting to try to repeat the argument for ε(n) ≤ ε0
in the case ε(n) → 0. Arguing along these lines, one can find a sequence of
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odd integers Nj such that Njα ≡ pi(j)/2 + γj/(2Nj) (mod 1) with pi(j) odd
and γj → 0. Lemma 1.2 would be applicable with γ = 0. We may conclude
(inspecting the proof of Lemma 1.2) that for sufficiently large j, the only
possible representation of Nj as a member of 2Aαε is Nj = Nj +0. However,
0 ∈ Aαε , and we cannot exclude the possibility that Nj ∈ Aαε , hence the need
for a more involved argument.

2. Largeness and equidistribution. In Section 1 we have seen that
usually the sets Aεα (as defined in 1.1) are not bases of order 2. Our goal
in this section is to show that the sets 2Aεα nevertheless tend to be quite
sizeable. For the convenience of the reader we recall the statements of our
main theorem, given in the introduction. Our first result deals with density,
and applies in a fairly general situation.

Theorem (A1, reiterated). Let α ∈ R\Q. Then there exists a decreasing
sequence εα(n)→ 0 such that Aαε is an almost basis of order 2 provided that
ε(n) ≥ εα(n) for all n.

We will also prove a more surprising result, which shows that results from
Section 1 cannot be generalised to all α.

Theorem (A2, reiterated). There exists an uncountable set E ⊂ R such
that for any α ∈ E, there exists a decreasing sequence εα(n) → 0 such that
Aαε is a basis of order 2 provided that ε(n) ≥ εα(n) for all n.

As the reader will have noticed, because of the monotonicity of the family
Aαε with respect to ε, it is no loss of generality to assume in both theorems
that ε(n) = εα(n) for all n.

2.1. Equidistribution and quantitative rationality. In Section 1,
specifically in Lemmas 1.1 and 1.2, we have identified a class of obstructions
to Aαε being a basis of order 2. Namely, we found sufficient conditions for a
large integer N to fail to belong to 2Aαε .

Here, our first goal is to prove that these obstructions are essentially
the only possible ones. We obtain two subtly different results, which can
be construed as partial converses to Lemmas 1.1 and 1.2. Because ‖·‖R/Z is
always at most 1/2, we implicitly assume that ε0 ≤ 1/2 in what follows.

Lemma 2.1. There exists a constant C such that the following is true.
Let α ∈ R \ Q, let ε(n) ≥ ε0 for all n, and suppose that N 6∈ 2Aαε . Then
there exists 0 < k ≤ 1/εC0 such that

(2.1) ‖kNα‖R/Z ≤
1

NεC0
.

Lemma 2.2. Let α ∈ R \ Q and ε1 > 0. For any ε0 > ε1 there exists
N0 = N0(α, ε1, ε0) such that following is true for N ≥ N0. Suppose that
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ε(n) ≥ ε0 for all n and N 6∈ 2Aαε . Then N is odd and there exist m, k ∈ N
and γ ∈ R such that 2 | k, gcd(m, k) = 1, and

(2.2) Nα =
m

k
+

γ

kN
,

1− |γ|
2k

> ε1.

We pause to describe the difference between these two results. Both state
that if N 6∈ 2Aαε , then Nα is well approximated by a rational with small
denominator. In Lemma 2.1, the quality of approximation is worse, but no
additional assumptions are imposed on N . On the other hand, in Lemma 2.2
we obtain detailed information, but we need to restrict to sufficiently largeN .
In particular, Lemma (2.1) is non-vacuous in the regime ε ∼ 1/N δ with δ
sufficiently small.

The first step in order to prove Lemmas 2.1 and 2.2 is to reduce the prob-
lem of representing N as an element of 2Aαε to an equidistribution statement
about an orbit on the torus.

Observation. Fix α, let ε(n) = ε0 be constant, and let N ∈ N. Then
N ∈ 2Aαε if and only if the quadratic orbit

xn :=
(
n2α, (N − n)2α

)
∈ T2

enters the set (−ε0, ε0)2 ⊂ T2 at some time up to N , i.e. there exists 0 <
n ≤ N such that xn ∈ (−ε0, ε0)2.

For a sequence (xn)∞n=1 ∈ X of points in a compact metric space endowed
with a probability measure µ, we shall say, following e.g. [3], that xn is
(δ,N)-equidistributed if for each f ∈ Lip(X;R) we have∣∣∣En≤Nf(xn)− �

X

f dµ
∣∣∣ ≤ δ‖f‖Lip.

Here,

‖f‖Lip = sup
x,y∈X

|f(x)− f(y)|
dX(x, y)

,

and Lip(X;R) ⊂ C(X;R) denotes the space of those f with ‖f‖Lip <∞.
Although we are ultimately interested in density, equidistribution turns

out to be easier to work with. Of course, not every dense sequence is equidis-
tributed. However, equidistribution implies density, if we allow for a slight
change in the parameters. The following observation is elementary.

Observation. Suppose that X is a d-dimensional compact smooth man-
ifold equipped with a Riemannian metric and with a measure µ arising from
a volume form. Then there exists a constant c > 0 such that the following is
true. Let δ > 0, and suppose that a sequence xn is (cδd, N)-equidistributed.
Then for any x ∈ X, there exists n such that dX(x, xn) < δ.
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It is a classical result of Weyl that lack of equidistribution of a polynomial
orbit on the torus can always be explained by a rational obstruction. We have
the following classical theorem (see [2, Thm. 1.4]).

Theorem 2.3 (Weyl equidistribution). For any d there exist a family of
constants N0(p, δ) such that the following is true. Let p(n) = (pi(n))

d
i=1 be

a polynomial sequence in Td. Suppose that p(n) is not (δ,N)-equidistributed.
Then either N < N0(p, δ), or there exists k ∈ Zd\{0} such that if

∑
i kipi =∑

j αjn
j, then αj ∈ Z for all j.

We will need a quantitative version of the above theorem. The following
result is a special case of [3, Theorem 1.16].

Theorem 2.4. For any d, r there exists a constant C such that the fol-
lowing is true. Let p(n) = (pi(n))

d
i=1 be a polynomial sequence in Td with

deg p = r. Suppose that p(n) is not (δ,N)-equidistributed. Then there exists
k ∈ Zd \ {0} such that ki � 1/δC and if we write

∑
i kipi =

∑
j αjn

j then
‖αj‖R/Z � 1/(N jδC).

We are now ready to prove the main results in this section.

Proof of Lemma 2.1. Since N 6∈ 2Aαε , the orbit (n2α, (N − n)2α) misses
(−ε0, ε0)2 up to time N . It follows that (n2α, 2Nnα) fails to be (cε20, N)-
equidistributed with c > 0.

By the characterisation of equidistribution in Theorem 2.4, it follows that
there is a universal constant C such that we can find k1, k2 with |ki| � 1/εC0 ,
(k1, k2) 6= (0, 0), such that

‖k1α‖R/Z �
1

N2εC0
and ‖k2Nα‖R/Z �

1

NεC0
.

Hence, for i = 1, 2 we have ‖kiNα‖R/Z � 1/(NεC0 ), and since the ki cannot
both be 0, the claim follows.

Proof of Lemma 2.2. It follows from Lemma 2.1 that there exists K =
Oε0(1) such that ‖kNα‖R/Z = Oε0(1/N) for some k ∈ [K]. Possibly replacing
k with one of its divisors, we can therefore write

Nα =
m

k
+

γ

kN
,

where gcd(m, k) = 1, |γ| ≤ G and G = Oε0(1) is a constant.
Let δ > 0 be a small number to be determined later and letM =M(δ, α)

be such that (n2α mod 1) intersects any interval of length δ as n ranges over
any progression P = n0 + l[M ′] with length M ′ ≥ M and step l ≤ K. We
know that such an M exists, for instance by Theorem 2.4.

Note that for any n ∈ N we have

(n2α, (N − n)2α) =
(
n2α, n2α+

(N − 2n)m

k
+
N − 2n

N

γ

k

)
.
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Thus, the values n2α mod 1 and (N−n)2α mod 1 depend only on n2αmod 1,
N − 2n mod k and (N − 2n)/N . If k is even, then for any choice of n,
N − 2n mod k has the same parity as N , and obviously (N − 2n)/N ∈
[−1, 1]. These turn out to be essentially the only restrictions.

Observation 2.5. Let τ ∈ T, b ∈ [k], x ∈ [−1, 1], and if k is even,
assume additionally that b ≡ N (mod 2). Then there exists some n ∈ [N ]
such that ‖n2α− τ‖R/Z ≤ δ, (N − 2n)m mod k = b and∣∣∣∣N − 2n

N
− x
∣∣∣∣ ≤ 2KM

N
provided that N > 2KM .

Proof. We can pick n0 such that∣∣∣∣N − 2n0
N

− x
∣∣∣∣ ≤ 2

N
.

Next, we can pick n1 with |n0− n1| ≤ k such that (N − 2n1)m ≡ b (mod k)
and ∣∣∣∣N − 2n1

N
− x
∣∣∣∣ ≤ 2K

N
.

Let P = n2 + k[M ] be a progression of length M , step k, containing n1,
and contained in [N ]. For n ∈ P we have∣∣∣∣N − 2n

N
− x
∣∣∣∣ ≤ 2KM

N

and (N − 2n)m ≡ b (mod k). For at least one of these values, we have
‖n2α− τ‖R/Z ≤ δ.

If N is even or k is odd, then taking τ = 0, b = 0, x = 0 and set-
ting δ = ε0/2 we find some n ∈ [N ] such that ‖n2α‖R/Z ≤ ε0/2 and
‖(N − n)2α‖R/Z ≤ ε0/2 + 2MKG/N , unless N ≤ 2KM . Since N 6∈ 2Aαε ,
this situation is only possible if N �MKG/ε0. Hence, we may assume that
N is odd and k is even.

If |γ| ≥ 1, then taking τ = 0, b = 1, x = 1/γ, δ = ε0/2 we again find some
n ∈ [N ] such that ‖n2α‖R/Z ≤ ε0/2 and ‖(N−n)2α‖R/Z ≤ ε0/2+2MKG/N ,
which leads to a contradiction, unlessN �MKG/ε0. Hence, we may assume
this is not the case.

Finally, take b = 1, x = − sgn γ and τ = − 1
2k (1−|γ|) and δ = (ε0−ε1)/2.

Then for some n ∈ [N ] we have (assuming N ≥ KM)

ε0 ≤ max(‖n2α‖R/Z, ‖(N − n)2α‖R/Z)

≤ 1− |γ|
2k

+
ε0 − ε1

2
+ 2

MKG

N
.

If (1− |γ|)/(2k) ≤ ε1, then the above implies that N � MKG/(ε0 − ε1).
Otherwise, the decomposition Nα = m/k+γ/(kN) obtained earlier satisfies
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the condition (1− |γ|)/(2k) > ε1, and we find that k is even and N is odd
from previous considerations.

2.2. Almost bases of order 2. With tools introduced in 2.1, we are
ready to prove the first of the two main results of this section, of which
Theorem A1 is a special case.

To formulate the theorem, we need an additional piece of notation. For
real α, the irrationality measure of α, denoted µ(α), is the smallest µ such
that for any δ > 0 we have ∣∣∣∣α− p

q

∣∣∣∣ ≥ c

qµ+δ

for any p, q with α 6= p/q, where c = c(α, δ, µ) > 0 is a constant independent
of p and q. If no such µ exists, then µ(α) = ∞. We also recall that α is
said to be badly approximable if |α− p/q| ≥ c/q2 for any integers p, q, where
c = c(α) > 0.

For α ∈ Q we have (somewhat artificially) µ(α) = 1, and µ(α) ≥ 2 for
any other α. For almost all α (with respect to Lebesgue measure), we have
µ(α) = 2. Specifically, this holds for algebraic numbers, which is a celebrated
result due to Roth [7].

Theorem 2.6. Let α ∈ R \ Q. Then there exists a decreasing sequence
εα(n)→ 0 such that for any ε with ε(n) ≥ εα(n) for all n, the set Aαε is an
almost basis of order 2.

Moreover, if µ(α) <∞, then the assumption ε(n) ≥ εα(n) can be replaced
with log(1/ε(n))/log n→ 0. In this case, we additionally have

|[T ] \ 2Aαε | � T 1−c,

where the constant c > 0 depends only on α.
Finally, if α is badly approximable, and ε(n) ≥ ε0 > 0 for all n, we have

a sharper estimate
|[T ] \ 2Aαε | � log T,

where the implicit constant depends only on α and ε0.

We begin by proving a technical proposition which describes local sparsity
of the complement of 2Aαε . We wish to point out that this is a slightly
stronger type of statement than Theorem 2.6, since even sets with extremely
slow asymptotic growth can contain many consecutive elements.

Proposition 2.7. There exists a constant C such that the following is
true. Let α ∈ R \ Q and suppose that ε(n) ≥ ε0 > 0. Suppose that N,N ′ 6∈
2Aαε and N ′ > N . Then:

(1) If α is badly approximable, then N ′ −N � NεC0 .
(2) If µ(α) <∞ and τ > µ(α)−2

µ(a)−1 , then N
′ −N �τ N

1−τεC0 .
(3) If µ(α) =∞ then N ′−N � εC0 ω(Nε

C
0 ), where ω(t)→∞ as t→∞.
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Proof. Since N,N ′ 6∈ 2Aαε , it follows from Lemma 2.1 that there are
k, k′ ≤ 1/εC0 such that ‖kNα‖R/Z, ‖k′N ′α‖R/Z ≤ 1/(NεC0 ), where C is a
universal constant.

Let Q0(δ) denote the least positive integer such that ‖Q0(δ)α‖R/Z ≤ δ.
For any irrational α we have Q0(δ) → ∞ as δ → 0. Moreover, if µ > µ(α)
and 1/(1− τ) = µ−1 (resp. if µ = 2, and τ = 0 if α is badly approximable),
then Q0(δ)� 1/δ1−τ .

Let L := N −N ′ and m := kk′ ≤ 1/ε2C0 . We have

‖mLα‖R/Z ≤ k‖k′N ′α‖R/Z + k′‖kNα‖R/Z ≤
2

Nε2C0
,

and as a consequence
L

ε2C0
≥ Q0

(
2

Nε2C0

)
� (Nε2C0 )1−τ .

In each case, this easily leads to the sought bound.

Proof of Theorem 2.6. We may assume that ε(2n) ≥ 1
2ε(n), and that

ε(n) is non-increasing. Set N := N \ 2Aαε and enumerate N = {Ni}∞i=1 so
that Ni+1 > Ni.

Our first aim is to show that the sequence Ni increases rapidly enough.
Take any i. If Ni+1 ≥ 2Ni, then we have a sufficiently good lower bound for
Ni+1, so suppose that this is not the case. Since Ni+1, Ni 6∈ 2Aαε(Ni+1)

, we
may apply Proposition 2.7 to conclude that

Ni+1 −Ni �


Niε(Ni)

C if α b. approx., with C > 0,
N c
i ε(Ni)

C if µ(α) <∞, with C, c > 0,
ε(Ni)

Cω(Niε(Ni)
C) else, with ω(t)→∞, C > 0.

(2.3)

In the general case, we have Ni+1 − Ni → ∞ as i → ∞ provided that
ε(n)Cω(nε(n)C) → 0 as n → ∞. The latter condition is satisfied for ε(n)
constant, and hence also for some slowly decaying εα(n)→ 0. Lack of control
on ω makes it impossible to say anything more explicit about εα.

In the case when µ(α) < ∞, assume that ε(n) � 1/N δ, where δ is
small enough. We have Ni+1 � Ni + c2N

c1
i with c1, c2 > 0. A simple in-

ductive argument shows that in this case Ni � i1+c for some c > 0. Hence,
|[T ] ∩N| � T 1/(1+c), proving the sought bound.

When α is badly approximable and ε(n)≥ ε0, we have Ni+1�Ni(1+ε
C
0 )

with some constant C. It follows by a simple inductive argument that logNi

� log i. In particular, |[T ] ∩N| � log T .

Remark. Essentially the same argument leads to a result in higher di-
mensions. More precisely, if α ∈ Rr and we define

A = {n ∈ N | ‖n2αi‖R/Z < ε for i = 1, . . . , r},
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where ε > 0 is constant, then one can show that 2A has density 1 provided
that k · α =

∑
i kiαi is irrational for all k ∈ Zr \ {0}.

2.3. Exceptional values of α. We have seen in Section 1 that the sets
Aαε tend not to be bases of order 2. The main result of this section shows
that such statements do not generalise to all values of α: we can find values
of α such that Aαε is a basis of order 2 as soon as ε(n) ≥ ε0 > 0.

For such values of α we also find that Aαε is a basis of order 2 for some
ε(n) → 0. However, we have little control over the rate of convergence, so
we do not pursue this issue further.

Our approach amounts to carefully preventing the conditions (2.2) in
Lemma 2.2 from being satisfied. The crucial step is establishing some control
over all good approximations of α.

Throughout this section, we work with α ∈ (0, 1)\Q, and we let ai denote
the digits in the continued fraction expansion of α:

α = [a0; a1, a2, . . . ] = a0 +
1

a1 +
1

a2 + · · ·

(2.4)

(note the difference with usage in Section 1), and pi/qi denote the rational
approximations of α arising from the truncated continued fractions: pi/qi =
[a0; a1, . . . , ai].

Recall that νp(a) denotes the largest power of the prime p dividing a. We
will be interested in α satisfying the following conditions:

ν2(qi) −→∞ as i→∞ through even numbers,(2.5)
νp(qi) −→∞ as i→∞ through odd numbers, for p odd prime.(2.6)

We observe that if the ai obey (2.5), (2.6), then they also obey

ν2(ai) −→∞ as i→∞ through even numbers,(2.7)
νp(ai) −→∞ as i→∞ through odd numbers, for p odd prime.(2.8)

This is an easy consequence of the facts that ai =
qi−qi−2

qi−1
(Fact A.2) and

gcd(qi, qi−1) = 1 (Fact A.3).
The following observation ensures that our considerations are not vacu-

ous. It is not difficult, but the proof is slightly mundane.

Observation 2.8. There exist uncountably many α such that the condi-
tions (2.5) and (2.6) (and hence also (2.7) and (2.8)) are satisfied. Moreover,
for any hi ∈ N with hi → ∞ as i → ∞, we can additionally require that
ai ≤ hi for all i.

Proof. Let p be a prime and k(p)i a sequence of integers with k(p)i → ∞.
We will construct a sequence a(p)i such that a(p)i ≤ pk

(p)
i and an associated
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sequence q(p)i (related to a(p)i by r(p)i /q
(p)
i = [a

(p)
0 ; a

(p)
1 , . . . , a

(p)
i ] for some r(p)i )

in such a way that νp(q
(p)
i ) ≥ k

(p)
i for sufficiently large i. Once this is done,

we choose sequences k(p)i with k(p)i →∞ such that
∏
p p

k
(p)
i ≤ hi, and define

ai ≤
∏
p p

k
(p)
i by requiring that ai ≡ a

(p)
i (mod pk

(p)
i ). It is clear that the

sequence ai thus defined satisfies (2.5) and (2.6).
To construct a(p)i we proceed by induction. We only consider the case

p 6= 2; the case p = 2 is fully analogous. We may take arbitrary values a(p)i
for a number of small values of i. In particular, in the construction we may
assume that i is large enough that k(p)i ≥ 1. Suppose that a(p)1 , . . . , a

(p)
i have

been constructed for some i ≡ 1 (mod 2). Since at most one of q(p)i , q
(p)
i+1 is

divisible by p, we can choose a(p)i+1 ≤ p ≤ pk
(p)
i+1 so that q(p)i+1 = a

(p)
i+1q

(p)
i +

q
(p)
i−1 6≡ 0 (mod p). Next, since p - q(p)i+1, we may choose a(p)i+2 ≤ pk

(p)
i+2 so that

q
(p)
i+2 = a

(p)
i+2q

(p)
i+1 + q

(p)
i ≡ 0 (mod pk

(p)
i+2). This finishes the inductive step. It

follows from the construction that νp(qi) ≥ pk
(p)
i for all but finitely many i,

so the sequence satisfies the required conditions.
To show that the number of possible choices of α is uncountable, we

notice that different choices of the sequences k(p)i produce different α. Since
there are uncountably many choices for k(p)i , there are also uncountably many
choices of α.

Theorem A2 is an immediate consequence of the following slightly more
technical result, paired with Observation 2.8.

Proposition 2.9. Suppose that for some α, the conditions (2.5)–(2.8)
are satisfied, and (log ai)/i→ 0. Then Aαε is a base of order 2 provided that
ε(n) ≥ ε0 > 0 for all n.

Proof. For a contradiction, suppose that there is some ε0 > 0 such that
Aαε0 is not a base of order 2.

By Lemma 2.2, for infinitely many odd N there exist k,m, γ with k even
and gcd(m, k) = 1 such that

Nα =
m

k
+

γ

kN
,

1

2k
(1− |γ|) > ε0

2
.

Because k is automatically bounded by k ≤ 1/ε0, we may assume that
k does not depend on N . Moreover, we may assume that m and N are
coprime, because a similar relation is satisfied for N ′ = N/gcd(N,m), m′ =
m/gcd(N,m) and γ′ = γ/gcd(N,m)2.

We fix N , but we reserve the right to assume that N is sufficiently large
in terms of ε0 and k, and take m, γ as above. Set q = kN and p = m, and let
i be the largest index such that p/q lies between α and pi/qi, where q := kN .
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We will assume that i is odd so that α < pi+2/qi+2 < p/q ≤ pi/qi. The other
case, when α > pi+2/qi+2 > p/q ≥ pi/qi, is fully analogous.

The case p/q = pi/qi is particularly simple. Because k is even, qi =
q = kN is even, and in particular i is even (because of assumption (2.5)).
Since N is odd, ν2(qi) = ν2(k) is bounded. However, this contradicts (2.5)
provided that N (and hence i) is sufficiently large. Hence, we may assume
that p/q < pi/qi.

We now deal with the general p/q. We can write
p

q
=
api+1 + bpi
aqi+1 + bqi

for some coprime a, b∈N, simply because pi+1/qi+1<p/q < pi/qi. A straight-
forward computation using A.3 shows that

p

q
− pi+2

qi+2
=

(ai+2b− a)(pi+1qi − piqi+2)

qqi+2
=

∆

qqi+2
,

where ∆ := ai+2b− a ≥ 1. It follows that
k|γ|
q2

=
|γ|
kN2

=

∣∣∣∣pq − α
∣∣∣∣ > ∣∣∣∣pq − pi+2

qi+2

∣∣∣∣ = ∆

qqi+2
.

Thus,

(2.9) γ ≥ ∆

k

q

qi+2
=
∆

k

(
b− ∆

qi+2

)
.

To have some rather crude control on the size of ∆, we note that q ≥ qi (see
A.15), so

1 ≥ |γ| ≥ ∆

k

q

qi+2
≥ ∆

4kai+2ai+1
,

which leads to ∆ ≤ 4kai+2ai+1 � (1 + 1/10)i. On the other hand, because
of A.2 we have qi �

√
2
i
, so if N (and hence also i) is sufficiently large, then

∆/qi+2 < ε0. Combining this with the previous bounds, we find that

1− 2kε0 ≥ |γ| >
∆

k
(b− ε0),

which in particular implies that 1 > ∆b/k provided that ε0 is small enough.
Let us write k = k0k1 as a product of a power of 2 and an odd integer. Re-

call that k0k1 = q
N | aqi+1+bqi. Assuming that N (and hence i) is sufficiently

large, and possibly exchanging the order of k0, k1, we conclude from (2.5) and
(2.6) that k0 | qi, gcd(k0, qi+1) = 1 and k1 | qi+1, gcd(k1, qi) = 1. The divisi-
bility condition k0 | aqi+1 + bqi reduces to k0 | a, and likewise k1 | aqi+1 + bqi
reduces to k1 | b.

Clearly, k1 | b implies that b ≥ k1. From k0 | a, we have k0 |∆ = ai+2b− a
because of (2.7) and (2.8). Consequently, ∆ ≥ k0. Thus, ∆b ≥ k0k1 =
k > ∆b. This contradiction finishes the proof.
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3. Higher degrees. In this section we deal with the sets

(3.1) Apε := {n ∈ N | ‖p(n)‖R/Z ≤ ε(n)},
where p : Z→ R is a polynomial, generally of degree higher than 2, and ε(n)
is a slowly decaying function. Our main goal is to prove a generalisation of
Theorem B1.

Theorem (B1, reiterated). There exists a set Z ⊂ R of measure 0 such
that for any ε(n) > 0 with log(1/ε(n))/log n→ 0 and any α ∈ R \Z, the set
Apε defined in (3.1) with p(n) = αnd is a basis of order 2.

Note that the limit restriction is just another way of saying that ε(n) =
n−o(1). In particular, any function of the form ε(n) = log−C n will be suitable.

We will also give a simple argument for B2.

Theorem (B2, reiterated). There exists a closed uncountable set E ⊂ R
and a constant ε0 > 0 such that for any ε with ε(n) ≤ ε0 and any α ∈ E,
the set Apε defined in (3.1) is not a basis of order 2.

3.1. Bases of order 2. In degree at least 3, the generic behaviour is
that Apε is a basis of order 2. We can prove a result for p varying over an
affine subspace P of the R-vector space R[x]. For brevity, we refer to such
P as an affine family of polynomials. Note that P has a canonical Haar
measure (defined up to a constant factor), and hence we have a notion of
zero measure sets.

Theorem 3.1. Let P ⊂ R[x] be an affine family of polynomials, and let
ε(n) > 0 be such that log(1/ε(n))/log n → 0. Then at least of the following
holds:

(1) For all p ∈ P we have deg p ≤ 2.
(2) There is p ∈ P such that deg p > deg(p− q) for all q ∈ P.
(3) For all p ∈ P off a set of measure 0, the set Apε is a basis of order 2.

Proof of Theorem B1 assuming Theorem 3.1. Apply Theorem 3.1 to the
linear family of polynomials P = {αxd | α ∈ R} with d ≥ 3. It is clear that
neither (1) nor (2) holds for P. Hence, we have (3), which is precisely the
claim of B1.

Perhaps a more useful restatement of the above theorem is that if P is an
affine family of polynomials not satisfying (1) or (2), then P must satisfy (3).
We clearly need to include (1), because the behaviour for polynomials of
degree 2 is different. Condition (2) is meant to exclude the possibility that
the behaviour of Apε is controlled by a highest degree term which is constant
in p.

In the above theorem, we cannot replace “almost all p ∈ P” with “all
p ∈ P”, because Apε need not be a basis of order 2, for example when p is
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rational. We also believe there exist p ∈ R[x] with deg p ≥ 3 and highly
irrational leading coefficients such that Apε is not a basis of order 2.

To prove Theorem 3.1, we need a simple geometric lemma.

Lemma 3.2. Let P be an affine space equipped with a volume form. Let
α, β : P → R be affine forms, let B ⊂ P be an open convex set, and let k, l ∈ Z
be such that kα+ lβ is non-constant. Then there exists r0 = r0(α, β,B) such
that for r ≥ r0 and arbitrary δ > 0 we have

(3.2) Pv∈rB
(
‖kα(v) + lβ(v)‖R/Z ≤ δ

)
= 2δ(1 + o(1))

as r →∞, where the error term is bounded uniformly in δ and k, l (but may
depend on α, β and B).

Proof. If α and β are affinely dependent, then the problem becomes
simpler, and can be solved by an argument similar to the one presented
below. Let us suppose that α, β are not affinely dependent.

It is easy to construct a parallelepiped K such that (α(v), β(v)) are uni-
formly distributed in T2 for v ∈ K. Then

Pv∈K
(
‖kα(v) + lβ(v)‖R/Z ≤ δ

)
= 2δ.

It is elementary that for each r, there exist collections C+(r), C−(r) of such
parallelepipeds with C+(r) ⊃ rB ⊃ C−(r) and vol(C±(r))/vol(rB) → 1 as
r →∞. The proof now follows by a sandwiching argument.

Proof of Theorem 3.1. We shall assume that neither (1) nor (2) holds,
and derive (3). We may assume that ε(n)� 1/nδ, where δ is a small positive
constant yet to be determined, and that ε(n) is decreasing.

Given p ∈ P, we define N (p) to be the set of N such that N 6∈ 2Apε(N).
Since N (p) ⊃ N\2Apε, it will suffice to show that N (p) is almost surely finite.
For this, it is enough to prove that Ep∈rB |N (p)| <∞, where B ⊂ P denotes
the unit ball with respect to some norm on P.

Take any N ∈ N (p). Following the argument in Lemma 2.1, the orbit
(p(n), p(N − n)) is not 1/ε(N)O(1)-equidistributed for n ∈ [N ]. Hence, by
Theorem 2.4, there exist (k, l) ∈ Z2 \ {(0, 0)} such that

(3.3) ‖kp(n) + lp(N − n)‖C∞[N ] �
1

ε(N)O(1)
� NO(δ), |k|, |l| � NO(δ),

where ‖
∑

i αin
i‖C∞[N ] := maxiN

i‖αi‖R/Z.
Given k, l and p, let N (p)

k,l denote the set of all N satisfying (3.3) (for
some choice of the implicit constants). We have

N (p) ⊂
⋃

(k,l) 6=(0,0)

N (p)
k,l .
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We will allow for a certain finite set N∗ ⊂ N of N which may belong to
particularly many sets N (p)

k,l . It will suffice if (for a suitable choice of N∗) we
prove the bound

(3.4)
∑

(k,l)6=(0,0)

Ep∈rB |N (p)
k,l \ N∗| <∞.

We can write p(x) =
∑d

i=0 α
(p)
i xi, where α(p)

i are affine functions of p.
Because conditions (2) and (3) do not hold, α(p)

d is not a constant function
of p, and d ≥ 3.

A straightforward manipulation of (3.3) shows that if N ∈ N (p)
k,l then

‖kα(p)
d + (−1)dlα(p)

d ‖R/Z �
1

Nd−O(δ)
,(3.5)

‖kα(p)
d−1 − (−1)dlα(p)

d−1 − (−1)dlα(p)
d N‖R/Z �

1

Nd−1−O(δ)
.(3.6)

If k + (−1)dl 6= 0 then the first bound (3.5) together with Lemma 3.2
implies for r ≥ r0 = r0(αd, αd−1, B) that

(3.7) Pp∈rB(N ∈ N (p)
k,l )�

1

Nd−O(δ)
.

Else, if k + (−1)dl = 0, then likewise the second bound (3.6) together with
Lemma 3.2 implies for r ≥ r0 that

(3.8) Pp∈rB(N ∈ N (p)
k,l )�

1

Nd−1−O(δ)
,

unless 2α
(p)
d−1 + Nα

(p)
d is constant in p. The latter condition can only hold

for a single value of N , independent of k and l. Letting N∗ consist of this
specific N (or N∗ = ∅ if no such N exists), we conclude that for any N we
have the bound

(3.9) Pp∈rB(N ∈ N (p)
k,l \ N∗)�

1

Nd−1−O(δ)
.

Because for N ∈ N (p)
k,l we have |k|, |l| � NO(δ), at the cost of worsening

implicit constants, we may rewrite (3.8) as

(3.10) Pp∈rB(N ∈ N (p)
k,l \ N∗)�

1

(k4 + l4)Nd−1−O(δ)
.

Taking δ sufficiently small, we can now derive

(3.11)
∑
k,l

Ep∈rB |N p
k,l \ N∗| �

∑
k,l

1

k4 + l4

∑
N

1

N1.1
<∞.

This finishes the proof.
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Remark. The same ideas can be applied to higher dimensions. One then
defines

Apε := {n ∈ N | ‖pi(n)‖R/Z ≤ ε(n), i ∈ [r]}
for a polynomial map p(n) = (pi(n))

r
i=1. For ε(n) ≥ ε0 > 0, these sets will

generically be bases of order 2.
Because the general version of the equidistribution Theorem 2.4 holds for

general nilmanifolds, similar arguments can be applied to “generic” Nil-Bohr
sets (see [3] and [4] for relevant definitions).

3.2. Non-bases of order 2. We close this section by considering situ-
ations when the sets Apε fail to be bases of order 2. We show that for higher
degrees of polynomials, it is still possible for Apε to fail to be a basis of or-
der 2. For concreteness, we work with the polynomials of the specific form
p(n) = αnd.

Proof of Theorem B2. Take any ε0 < 1/4, and let d be fixed. We first
claim, in analogy to Lemma 1.2, that there is some N0 = N0(d, ε0) such that
if N > N0 is odd and ε(n) ≤ ε0 for all n, and if N and α satisfy∥∥∥∥Nα− 1

2

∥∥∥∥
R/Z
≤ 1

Nd
,

then N 6∈ 2Apε. Indeed, if n1, n2 ∈ [N ] are such that n1 + n2 = N then

‖nd1α− (−1)dnd2α‖R/Z =
∥∥∥d−1∑
j=0

(−1)jnd−1−j1 nj2Nα
∥∥∥ =

1

2
+O

(
1

N

)
,

where the implicit constant in the error term depends only on d. Thus it is
impossible that n1, n2 ∈ Apε if ε(n) ≤ ε0 < 1/4 and N is sufficiently large.

Let Ni be a rapidly increasing sequence of odd integers, and set

Γ :=
⋂
i∈N

Γi, Γi :=

{
α ∈ T

∣∣∣∣ ‖Niα− 1/2‖R/Z ≤
1

Nd
i

}
.

For any α ∈ Γ , by the above observation we have Ni 6∈ 2Apε for all but
finitely many i.

Note that for each i, Γi is a union of Ni closed intervals of length 2/Nd+1
i

each, equally spaced in T. Assuming Ni are increasing rapidly enough, each
set
⋂
j<i Γj is a union of closed intervals, and each of these intervals intersects

at least two different intervals in Γi.
It now follows easily that Γ contains a homeomorphic copy of the Cantor

set, and hence is uncountable. The set E in B2 can be taken to be Γ + Z.

A. Appendix: Continued fractions. In this appendix we recall some
fairly standard facts concerning continued fractions. Because the results are
standard, we do not provide proofs, merely references.
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A.1. Basic definitions. A continued fraction is an expression of the
form

[a0; a1, a2, . . . ] = a0 +
1

a1 +
1

a2 +
1

a3 + . . .

,

where a0 ∈ Z and ai ∈ N for i > 0. This can be either finite or infinite; we
focus mostly on the infinite case.

A standard way to make sense of infinite fractions of this form is to
consider consecutive finite approximations, which we typically denote as pn

qn
,

given by
pn
qn

= [a0; a1, a2, . . . , an] = a0 +
1

a1 +
1

. . . +
1

an

.

In particular, p0 = a0, q0 = 1. It is also convenient to define p−1 = 1 and
q−1 = 0.

We list some basic properties of the partial approximations. Through-
out, ai denote integers, and pi, qi are defined as above. Perhaps the most
fundamental fact that we shall use is the following.

Fact A.1 ([5, Thm. 5]). We have the relation

[a0, a1, . . . , an, x] =
xpn + pn−1
xqn + qn−1

.

It is not difficult to derive the following consequences.

Fact A.2 ([5, Thms. 1, 12]). The sequences pn, qn are given recursively by

pn+2 = an+2pn+1 + pn, p−1 = 1, p0 = a0,

qn+2 = an+2qn+1 + qn, q−1 = 0, q0 = 1.

In particular, pn+m ≥ 2(m−1)/2pn and qn+m ≥ 2(m−1)/2qn for each n,m.

Fact A.3 ([5, Thm. 2]). We have

qnpn+1 − qn+1pn = (−1)n, or equivalently
pn+1

qn+1
− pn
qn

=
(−1)n

qnqn+1
.

The sequence pn/qn converges rather rapidly. We shall denote

α := lim
n→∞

pn
qn

= [a0; a1, a2, . . . ].

and refer to ai as the continued fraction expansion of α.
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Fact A.4 ([5, Thm. 9]). The speed of convergence in α = limn→∞
pn
qn

is
described by

α− pn
qn

=
∞∑
i=n

(−1)i

qiqi+1
,

and in particular ∣∣∣∣α− pn
qn

∣∣∣∣ < 1

qnqn+1
<

1

an+1q2n
.

As a consequence, it is always easy to compare two continued fraction
approximations.

Fact A.5 ([5, Thm. 4]). We have the ordering
p0
q0
<
p2
q2
<
p4
q4
< · · · < α < · · · < p5

q5
<
p3
q3
<
p1
q1
.

It is often useful to have a good understanding of the ratio qn+1/qn.
Fortunately, this quantity has a simple description.

Fact A.6 ([5, Thm. 6]). We have qn+1/qn = [an+1; an, . . . , a1].

A.2. Ergodic perspective. Every irrational number has precisely one
(infinite) continued fraction expansion. (A similar statement is true for ratio-
nal numbers, but one needs to be careful with uniqueness.) More precisely,
we have the following fact.

Fact A.7 ([2, Lem. 3.4]). The map Z×NN
≥13(a0, a1, . . . ) 7→ [a0; a1, a2, . . . ]

∈ R\Q is a bijection. Likewise, NN
≥1 3 (a1, . . . ) 7→ [0; a1, a2, . . . , ] ∈ [0, 1]\Q

is a bijection.

Definition A.8 (Continued fraction transformation). Define the trans-
formation T : [0, 1] \ Q → [0, 1] \ Q by Tα = {1/α}, where {x} denotes the
fractional part of x. (One may extend the definition to Q by setting Tα = 0
for x ∈ Q if one wishes to have a map T : [0, 1]→ [0, 1].)

Define the measure µ on [0, 1] by

µ(A) =
1

log 2

�

A

dx

x+ 1
for A ∈ B([0, 1]),

where B([0, 1]) denotes the Borel σ-algebra.
We refer to the transformation T as the continued fraction transformation

and to µ as the Gauss measure.

Fact A.9 ([2, Chpt. 3]). The transformation T acts on NN by a shift:

T ([0; a1, a2, . . . ]) = T ([0; a2, a3, . . . ]).

Fact A.10 ([2, Chpt. 3]). The measure µ is equivalent to the Lebesgue
measure. The transformation T is measurable and piecewise continuous.
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Fact A.11 ([2, Chpt. 3]). The transformation T is µ-invariant, in the
sense that for each A ∈ B([0, 1]) we have µ(T−1(A)) = µ(A).

Thus, ([0, 1], T,B([0, 1]), µ) is a measure preserving system (for introduc-
tion to measure preserving systems, see e.g. [2, Chpt. 1]).

Fact A.12 ([2, Thm. 3.7]). The measure preserving system ([0, 1], T,
B([0, 1]), µ) is ergodic.

A.3. Good rational approximations. Essentially all good rational
approximations of a number α = [a0; a1, a2, . . . ] come from continued frac-
tions.

Fact A.13 (Legendre, [5, Thm. 4]). If∣∣∣∣α− p

q

∣∣∣∣ < 1

2q2

for some p/q, then there exists some i with p/q = pi/qi.

For context, we also mention a result which we do not use, even implicitly.

Fact A.14 (Hurwitz). For every α there are p, q such that∣∣∣∣α− p

q

∣∣∣∣ < 1√
5 q2

.

Call a fraction p/q a best rational approximation (of the second kind, in
the terminology of [5]) of α if |qα − p| < |q′α − p′| for any p′/q′ 6= p/q with
q′ ≤ q.

Fact A.15 ([5, Thms. 16, 17]). If p/q is a best rational approximation
of α, then there exists some i with p/q = pi/qi. Conversely, if i ≥ 1 then pi/qi
is a best rational approximation of α. In particular, if |α− p/q| ≤ |α− pi/qi|
then q ≥ qi.

See also [5, Chpt. 6] for different notions of best rational approximation
and more similar results.

Badly approximable numbers can be characterised in terms of their con-
tinued fraction expansion. Recall that α is badly approximable precisely
when |α− p/q| � 1/q2 for all p/q.

Fact A.16 ([2, Prop. 3.10]). The number α is badly approximable if and
only if the sequence (ai)

∞
i=1 is bounded.

A particularly important class of badly approximable numbers are the
quadratic irrationals.

Fact A.17 ([5, Thm. 28]). The expansion (ai)
∞
i=1 of α is eventually pe-

riodic if and only if α is a quadratic irrational.
In particular, if α is quadratic irrational then α is badly approximable.
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