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Generic distributional chaos and
principal measure in linear dynamics

Zongbin Yin and Qigui Yang (Guangzhou)

Abstract. Generic distributional chaos and principal measure in linear dynamics
are investigated. Sufficient conditions for a C0-semigroup of operators on a Fréchet space
to be generically distributionally chaotic are provided and applied to concrete examples.
Furthermore, the distributionally chaotic dynamics of product operators (product C0-
semigroups, respectively) are considered. It is shown that under certain conditions, the
product operator is generically distributionally chaotic if and only if there is a factor
operator exhibiting generic distributional chaos. Another interesting finding is that there
exist distributionally chaotic (but not hypercyclic) operators whose principal measure
could be less than any fixed positive number.

1. Introduction. Chaos in infinite-dimensional linear systems has been
widely studied in the past three decades. Especially, the study of hypercyclic-
ity and Devaney chaos for linear operators and C0-semigroups has became an
active research area (see books [6,16]). In [15], Godefroy and Shapiro intro-
duced the concept of chaos for linear operators in the sense of Devaney [14],
which requires the hypercyclic property and the density of periodic points.

Schweizer and Smı́tal [25] introduced another popular concept of chaos
for interval maps (namely, distributional chaos) by considering the dynamics
of pairs with some statistical properties. They proved that a continuous self-
map of a compact interval exhibits distributional chaos if and only if it has
positive topological entropy. Later, the notions of distributional chaos and
principal measure were extended to general dynamical systems [23,24], and
especially to the framework of linear dynamics in the last few years. It seems
that the first example of a distributionally chaotic operator on a Fréchet
space was given by Oprocha [22], where the annihilation operator of a quan-
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tum harmonic oscillator was investigated. Wu and Zhu [30] further proved
that the principal measure of the annihilation operator studied in [22] is 1.
Since then, distributional chaos for linear operators on infinite-dimensional
spaces has been studied by many authors [1,3,5,7–9,17–21,28,29,32]. A sys-
tematic investigation of distributional chaos for linear operators on Fréchet
spaces was recently conducted by Bernardes et al. [9], where the concept of
distributionally irregular vector and a criterion characterizing distributional
chaos were introduced.

Very recently, the study of distributionally chaotic dynamics of linear
operators has been successfully extended to C0-semigroups of operators.
Distributional chaos of the translation semigroup on weighted Lp spaces
was considered in [4], and some sufficient conditions in terms of the weight
for distributional chaos were provided. In [2, 13], Conejero et al. considered
Devaney chaos and distributional chaos for some examples of C0-semigroups
of operators which are solutions of certain partial differential equations.
Based on the results of [9], Albanese et al. [1] further developed the theory
of distributional chaos for C0-semigroups of operators on Banach spaces. An
extension of distributional chaos to families of operators (including C0-semi-
groups) on Fréchet spaces was also proposed by Conejero et al. [12].

It is known from [9] that an operator acting on a Fréchet space exhibits
distributional chaos if and only if it admits a distributionally chaotic pair.
However, given a distributionally chaotic operator, it is in general hard to
offer a full description of the distributionally scrambled sets and the set of
distributionally chaotic pairs, including their size, invariance property, di-
versity, and algebraic and topological structures. Moreover, it is mentioned
in [22] that the exact value of an operator’s principal measure is hard to cal-
culate. Following this line of investigation, we further explore distributional
chaos for operators and C0-semigroups in some new aspects.

In the present work, we deal with the notion of generic distributional
chaos for C0-semigroups of operators on Fréchet spaces. This means that the
set of all distributionally chaotic pairs for a C0-semigroup forms a residual
set. Obviously, not every distributionally chaotic operator (or C0-semigroup)
has this property. In Section 2, we provide some sufficient conditions for a
C0-semigroup of operators on a Fréchet space to be generically distribu-
tionally chaotic. Then we focus on a concrete example of a C0-semigroup
on the space C([0,∞)) of real-valued continuous functions, which is proved
to be Devaney chaotic, topologically mixing and generically distributionally
chaotic with principal measure 1. It is also shown that there exists an oper-
ator T on C([0,∞)) such that λT is Devaney chaotic, topologically mixing
and generically distributionally chaotic with principal measure 1 for every
constant λ 6= 0.
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In Section 3, we study distributional chaos and the principal measure for
product (also called direct sum) operators and product C0-semigroups. It is
shown that if there is a factor operator that is distributionally chaotic, then
so is the product operator, and the principal measure of the product operator
is no less than that of any factor operator. Generally, this property does not
hold for generic distributional chaos. We show that under certain conditions,
the product of finitely many operators is generically distributionally chaotic
if and only if some factor operator exhibits generic distributional chaos.
Analogous results for product C0-semigroups are also obtained.

It is worth mentioning that the backward shift, which is an important
class of operators in linear dynamics, has principal measure 1 if it is distri-
butionally chaotic [20, 27]. And it is easy to see that every distributionally
chaotic operator (or C0-semigroup) on a Banach space (as a special Fréchet
space) has principal measure 1. So we may wonder whether there exists a
distributionally chaotic operator on a Fréchet space with principal measure
less than 1. Indeed, we prove that there are distributionally chaotic operators
whose principal measure is less than any given positive number. Moreover,
such operators need not be hypercyclic and hence may not be Devaney chaotic.

Throughout this paper, denote N = {1, 2, 3, . . .}, Z+ = {0, 1, 2, 3, . . .}
and R+ = (0,∞).

2. Generically distributionally chaotic C0-semigroups. Let X be
an infinite-dimensional Fréchet space, that is, a metrizable, complete and
locally convex topological vector space. Let (‖ · ‖k)k∈N be an increasing
sequence of seminorms on X, which defines a translation-invariant metric

(2.1) ρ(x, y) =

∞∑
i=1

1

2i
‖x− y‖i

1 + ‖x− y‖i
, ∀x, y ∈ X,

such that X is complete under the metric ρ(·, ·). Throughout this paper, we
denote the Fréchet space by (X, (‖ · ‖k)k∈N, ρ) (or simply X) and let L(X)
be the space of continuous linear operators on X.

Recall that a family T = {Tt}t≥0 ⊆ L(X) is called a strongly continuous
semigroup of linear operators onX (or simply a C0-semigroup of operators) if

(i) T0 = I (the identity operator on X);
(ii) TtTs = Tt+s for all s, t ≥ 0;
(iii) lims→t Tsx = Ttx for all x ∈ X and s, t ≥ 0.

The infinitesimal generator A of a C0-semigroup T = {Tt}t≥0 on X is
defined by

Ax = lim
t→0+

Ttx− x
t

, x ∈ D(A),

where D(A) :=
{
x ∈ X : limt→0+

Ttx−x
t exists

}
is the domain of A.
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Given a C0-semigroup T = {Tt}t≥0 on X, T is said to be hypercyclic if
there exists a vector x ∈ X such that {Ttx : t ≥ 0} is dense in X. Moreover,
T is topologically mixing if for any pair U, V of non-empty open subsets
of X, there exists t0 > 0 such that Tt(U) ∩ V 6= ∅ for all t > t0. A vector
x0 ∈ X is called a periodic point for T if there is t > 0 such that Ttx0 = x0.
We denote by Per(T ) the set of all periodic points for T . Further, T is said
to be Devaney chaotic if T is hypercyclic and the set Per(T ) is dense in X.

For any x, y ∈ X and any t > 0, define the distributional function of x
and y to be Φtx,y : R+ → [0, 1], where

(2.2) Φtx,y(ε) =
1

t
µ({0 ≤ s ≤ t : ρ(Tsx, Tsy) < ε}), ∀ε > 0,

where µ denotes the Lebesgue measure on R throughout this paper. The
upper and lower distributional functions of x and y are then defined by

(2.3) Φ∗x,y(ε) = lim sup
t→∞

Φtx,y(ε), Φx,y(ε) = lim inf
t→∞

Φtx,y(ε), ∀ε > 0,

respectively.

Definition 2.1. Let (X, (‖ · ‖k)k∈N, ρ) be a Fréchet space. A C0-semi-
group T = {Tt}t≥0 of operators on X is said to be distributionally chaotic
if there exist an uncountable subset S ⊂ X and δ > 0 such that

Φx,y(δ) = 0 and Φ∗x,y(ε) = 1, ∀ε > 0,

for any distinct x, y ∈ S. In this case, S is said to be a distributionally
δ-scrambled set and (x, y) a distributionally chaotic pair. In addition, T is
called densely distributionally chaotic if the scrambled set S may be chosen
to be dense in X; and T is generically distributionally chaotic if the set of
all distributionally chaotic pairs is residual in X ×X.

Let A ⊂ R+ be a Lebesgue measurable set. The upper density and lower
density of A are defined as

Dens(A) := lim sup
t→∞

µ(A ∩ [0, t])

t
, Dens(A) := lim inf

t→∞

µ(A ∩ [0, t])

t
,

respectively. Then the conditions Φ∗x,y(ε) = 1, Φx,y(δ) = 0 in Definition 2.1
are equivalent to

Dens{s ≥ 0 : ρ(Ts(x), Ts(y)) < ε} = 1,

Dens{s ≥ 0 : ρ(Ts(x), Ts(y)) < δ} = 0,
(2.4)

respectively.
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Given M ⊂ Z+, the upper density and lower density of M are defined as

dens(M) := lim sup
n→∞

card(M ∩ [0, n− 1])

n
,

dens(M) := lim inf
n→∞

card(M ∩ [0, n− 1])

n
,

respectively, where card(M) denotes the cardinality of the set M .
To measure the degree of chaos for a given dynamical system, the concept

of principal measure was introduced for general dynamical systems [24,25].
For the study of principal measures of certain linear operators, we refer
to [22, 27, 30]. Naturally, we can extend this concept to C0-semigroups of
operators on Fréchet spaces.

Definition 2.2. Let T = {Tt}t≥0 be a C0-semigroup of operators on a
Fréchet space X. The principal measure µp(T ) of T is defined as follows:

µp(T ) = sup
x∈X

1

diam(X)

∞�

0

(Φ∗x,0(s)− Φx,0(s)) ds,

where Φ∗x,0(s) and Φx,0(s) are the upper and lower distributional functions
of x and 0, respectively, as defined in (2.3), and diam(X) is the diameter
of X.

In [8, 9], Peris et al. introduced the notion of distributionally irregular
vector for operators on Fréchet spaces in order to characterize distributional
chaos. Later, Albanese et al. [1] extended this notion to C0-semigroups of
operators.

Definition 2.3. Let T = {Tt}t≥0 be a C0-semigroup of operators on
a Fréchet space (X, (‖ · ‖k)k∈N, ρ). Let k ∈ N. A vector x ∈ X is called
distributionally k-irregular if:

(i) there exists A ⊂ R+ with Dens(A) = 1 such that limt→∞, t∈A Ttx
= 0;

(ii) there exists B ⊂ R+ with Dens(B) = 1 such that limt→∞, t∈B ‖Ttx‖k
=∞.

Moreover, the orbit of x under T is called distributionally near zero if (i)
holds, and distributionally k-unbounded if (ii) holds.

Albanese et al. [1] proved that a C0-semigroup of operators on a Banach
space is distributionally chaotic if and only if it admits a distributionally
chaotic pair. With a similar argument, we show that this result still holds
for C0-semigroups of operators on Fréchet spaces.

Theorem 2.4. Let T = {Tt}t≥0 be a C0-semigroup of operators on a
Fréchet space X. Then T is distributionally chaotic if and only if T admits
a distributionally chaotic pair.
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Proof. Necessity. This is obvious.

Sufficiency. Suppose that T admits a distributionally chaotic pair (x, y).
To show that T exhibits distributional chaos, it is sufficient to prove the
existence of a distributionally chaotic pair for Tt0 with some t0 > 0, as
shown in [12, Theorem 4.2].

Given t0 > 0, denote by Fnx,y the distributional function of x, y under Tt0 ,
namely,

(2.5) Fnx,y(ε) =
1

n
card

(
{0 ≤ i ≤ n− 1 : ρ(T it0x, T

i
t0y) < ε}

)
, ∀ε > 0.

By using the local equicontinuity of T , one can follow the proof of [33,
Theorem 2.1] to show that for any ε > 0, there exists ε1 = ε1(ε) > 0 such
that

(2.6) Fnx,y(ε1) ≤ Φnt0x,y (ε) and Φnt0x,y (ε1) ≤ n+ 1

n
Fn+1
xy (ε)

for any n ∈ N.

Since (x, y) is a distributionally chaotic pair of T , there exists ε0 > 0
such that

Φx,y(ε0) = 0 and Φ∗x,y(ε) = 1, ∀ε > 0.

It then follows from (2.6) that there is ε′0 > 0 such that

Fnx,y(ε
′
0) ≤ Φnt0x,y (ε0), ∀n ∈ N.

Therefore

(2.7) 0 ≤ lim inf
n→∞

Fnx,y(ε
′
0) ≤ lim inf

n→∞
Φnt0x,y (ε0) = 0.

Moreover, for any δ > 0, there exists δ′ > 0 such that

Φnt0x,y (δ′) ≤ n+ 1

n
Fn+1
x,y (δ), ∀n ∈ N,

which implies

(2.8) 1 = lim sup
n→∞

Φnt0x,y (δ′) ≤ lim sup
n→∞

n+ 1

n
Fn+1
x,y (δ) ≤ 1.

Combining (2.7) and (2.8) shows that (x, y) is a distributionally chaotic pair
of Tt0 .

As is proven in Theorem 2.4, a C0-semigroup of operators is distribu-
tionally chaotic if it admits a distributionally chaotic pair. In the follow-
ing, we further investigate the set of distributionally chaotic pairs for a
C0-semigroup of operators. We focus on generic distributional chaos.

Proposition 2.5. Let T be a C0-semigroup of operators on X. If T
admits a residual distributionally scrambled set, then T is generically dis-
tributionally chaotic.
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Proof. Let (Γi)i≥1 be a family of dense open subsets of X such that (x, y)
is a distributionally chaotic pair of T for any distinct x, y ∈

⋂
i≥1 Γi. Denote

Υi = {(x, y) ∈ X ×X : x, y ∈ Γi, x 6= y}, ∀i ≥ 1.

Then each Υi is a dense open subset of X ×X. Moreover,
⋂
i≥1 Υi consists

of distributionally chaotic pairs of T .

We note that the assumption in Proposition 2.5 is very strong and rules
out a large class of C0-semigroups. Actually, if a C0-semigroup T = {Tt}t≥0

admits a residual distributionally scrambled set, then T1 also admits a resid-
ual distributionally scrambled set, as shown in the proof of Theorem 2.4. It
then follows from [10, Theorem 34] that every non-zero vector of X should
be an irregular vector of T1. Therefore Ttx 9 0 (as t → ∞) for every
x ∈ X \ {0}.

Next, we deal with the case that there is a dense subset X0 of X such
that the orbit of each x ∈ X0 under T tends to zero. The following lemma
is a continuous version of [9, Proposition 8] for operators.

Lemma 2.6. Let T = {Tt}t≥0 be a C0-semigroup of operators on a
Fréchet space X. Then the following assertions are equivalent:

(i) T has a distributionally unbounded orbit.
(ii) There exist δ ∈ (0, 1), a sequence (yk)k ⊂ X and a sequence (Mk)k

of positive numbers with limk→∞Mk =∞ such that

lim
k→∞

yk = 0 and lim
k→∞

M−1
k µ({s ∈ [0,Mk] : ρ(Tsyk, 0) > δ}) = 1.

(iii) The set of all vectors with distributionally unbounded orbit is resid-
ual in X.

Proof. The implication (iii)⇒(i) is trivial.

(i)⇒(ii). Let y be a vector with distributionally m-unbounded orbit.
Then there exists A ⊂ R+ with Dens(A) = 1 such that

lim
s→∞, s∈A

‖Tsy‖m =∞.

Set yk = k−1y for each k ∈ N. Then limk→∞ yk = 0. For each k ∈ N and
any ε > 0,

Dens({s ≥ 0 : ‖Tsyk‖m > ε}) = Dens({s ≥ 0 : ‖Tsy‖m > kε})
≥ Dens(A) = 1.

It follows that

(2.9) Dens({s ≥ 0 : ρ(Tsyk, 0) > 2−mε/(1 + ε)})
≥ Dens({s ≥ 0 : ‖Tsyk‖m > ε}) = 1.
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Let δ = 2−mε/(1 + ε). Then (2.9) implies that there is a sequence (Mk)k∈N
of positive numbers such that

M−1
k µ({s ∈ [0,Mk] : ρ(Tsyk, 0) > δ}) > 1− k−1.

Therefore
lim
k→∞

M−1
k µ({s ∈ [0,Mk] : ρ(Tsyk, 0) > δ}) = 1.

(ii)⇒(iii). First, we show that there exist δ1 > 0 and m ∈ N such that

(2.10) lim
k→∞

M−1
k µ({s ∈ [0,Mk] : ‖Tsyk‖m > δ1}) = 1.

Indeed, for δ > 0 in (ii), there exists a positive integer i such that δ is in
[2−i−1, 2−i). Moreover, for any x ∈ X with

‖x‖j ≤
δ

2− δ
, ∀j ∈ [1, i+ 2],

we have

ρ(x, 0) =

∞∑
k=1

1

2k
‖x‖k

1 + ‖x‖k
≤ δ

2
+

∞∑
k=i+3

1

2k
‖x‖k

1 + ‖x‖k
≤ δ

2
+

1

2i+2
≤ δ.

Therefore, if ρ(x, 0) > δ, then there exists an integer j ∈ [1, i+ 2] such that
‖x‖j > δ/(2− δ).

Denote δ1 = δ/(2− δ) and m = i + 2. Since (‖ · ‖k)k is a sequence of
increasing seminorms, this yields

{s ∈ [0,Mk] : ρ(Tsyk, 0) > δ} ⊂ {s ∈ [0,Mk] : ‖Tsyk‖m > δ1},
which further implies that (2.10) holds.

Second, for each k ∈ N, we prove that the set

Qk :=
{
x ∈ X : ∃t > 0 with µ({0 ≤ s ≤ t : ‖Tsx‖m > k}) ≥ t(1− k−1)

}
is dense in X.

In fact, given any x ∈ X, ε > 0 and a fixed positive integer m1, since the
sequence (yk)k tends to zero in X, we can choose z = yl with l large enough
such that

‖z‖m1 < C :=
δ1ε

4k2
.

From (2.10), we can further require z to satisfy

µ({s ∈ [0,Ml] : ‖Tsz‖m > δ1}) ≥Ml

(
1− 1

2k

)
.

Let K = {0, 1, . . . , 2k − 1} and

zj := x+
εj

2kC
z, ∀j ∈ K.

Then ‖zj − x‖m1 < ε. It is sufficient to show that there is j0 ∈ K such that
zj0 ∈ Qk.
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Denote

A := {s ∈ [0,Ml] : ‖Tsz‖m > δ1}.

Then µ(A) ≥Ml

(
1− 1

2k

)
. Further set

Bj := {s ∈ [0,Ml] : ‖Tszj‖m ≤ k}, ∀j ∈ K.

Fix j1, j2 ∈ K with j1 6= j2. If s ∈ Bj1 ∩Bj2 ∩A, then

(2.11) ‖Tszj1 − Tszj2‖m =
|j1 − j2|ε‖Tsz‖m

2kC
>

δ1ε

2kC
= 2k.

However, the subadditivity of the seminorm indicates that

(2.12) ‖Tszj1 − Tszj2‖m ≤ ‖Tszj1‖m + ‖Tszj2‖m ≤ 2k.

The contradiction between (2.11) and (2.12) implies Bj1 ∩ Bj2 ∩ A = ∅ for
any distinct j1, j2 ∈ K. Therefore there exists j0 ∈ K such that µ(Bj0∩A) ≤
µ(A)/(2k), which yields

µ(A−Bj0) ≥ µ(A)(1− (2k)−1) ≥Ml(1− (2k)−1)2 ≥Ml(1− k−1).

According to the definition of Bj0 , one has

‖Tszj0‖m > k, ∀s ∈ A−Bj0 ,

so zj0 ∈ Qk. Therefore Qk is dense in X for each positive integer k.

Let

Q′k := {x ∈ X : ∃t > 0, γ ∈ (0, 1) with

µ({0 ≤ s ≤ t : ‖Tsx‖m > k − γ}) ≥ t(1− k−1)}

for each k ∈ N. Since Qk ⊂ Q′k, Q
′
k is also dense in X (for each k ∈ N).

We further show that every Q′k is open in X. Indeed, let x̄ ∈ Qk; then there
exist t̄ > 0 and γ̄ ∈ (0, 1) such that

(2.13) µ({0 ≤ s ≤ t̄ : ‖Tsx̄‖m > k − γ̄}) ≥ t̄(1− k−1).

Set ε̄ = (1 − γ̄)/2; the local equicontinuity of T implies that there exists a
sufficiently small neighborhood O(x̄) of x̄ such that

(2.14) ‖Tsx̄− Tsȳ‖m < ε̄, ∀s ∈ [0, t̄], ∀ȳ ∈ O(x̄).

If ‖Tsx̄‖m > k − γ̄ for some s ∈ [0, t̄], then

‖Tsȳ‖m > ‖Tsx̄‖m − ε̄ > k − (1 + γ̄)/2.

Therefore it follows from (2.13) and (2.14) that ȳ ∈ Q′k for any ȳ ∈ O(x̄).
Hence Q′k is an open subset of X.

Finally, for any fixed y ∈
⋂∞
k=1Q

′
k, there exists a sequence (nk)k of

positive numbers tending to infinity and satisfying

µ(Rk) ≥ nk(1− k−1),
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where Rk := {0 ≤ s ≤ nk : ‖Tsy‖m > k − 1}. Let R :=
⋃∞
k=1Rk. Then

Dens(R) = 1 and

lim
s→∞, s∈R

‖Tsy‖m =∞.

Therefore the orbit of y is distributionally m-unbounded. Hence we conclude
that the set of all vectors with distributionally m-unbounded orbit is residual
in X.

Theorem 2.7. Let T = {Tt}t≥0 be a C0-semigroup of operators on a
separable Fréchet space X. Suppose that there exists a dense subset X0 of X
such that limt→∞ Ttx = 0 for each x ∈ X0. Then the following statements
are equivalent:

(i) T is distributionally chaotic.
(ii) T has a residual set of distributionally k-irregular vectors for some

k ∈ N.
(iii) T is generically distributionally chaotic.

Proof. (i)⇒(ii). Assume that T is distributionally chaotic. Then T ad-
mits a distributionally irregular vector, as shown by Conejero et al. [12]. So
we can deduce from Lemma 2.6 that there exists k ∈ N such that the set of
vectors with distributionally k-unbounded orbit is residual in X. We only
need to show that the the set of vectors with orbit distributionally near zero
is residual in X.

Indeed, for each n ∈ N, denote

Mn =
{
x ∈ X : ∃t > 0, τ ∈ (0, n−1) with

µ({s ∈ [0, t] : ρ(Tsx, 0) < n−1 − τ}) ≥ t(1− n−1)
}
.

Then Mn is open and dense in X. Moreover, it is not hard to check that⋂
n∈NMn is a residual set consisting of vectors with orbits distributionally

near zero.

(ii)⇒(iii). Let (Di)i∈N be a family of dense open subsets of X such that⋂
Di consists of distributionally k-irregular vectors for T . For each j ∈ N,

denote Cj = {(x, y) ∈ X ×X : x− y ∈ Dj}. It is not hard to show that Cj
is a dense open subset of X ×X. So

⋂
j Cj is residual in X ×X. For every

(x, y) ∈
⋂
Cj , it follows that x − y is a distributionally k-irregular vector,

which implies that (x, y) is a distributionally chaotic pair. Therefore T is
generically distributionally chaotic.

(iii)⇒(i). This is trivial.

Corollary 2.8. Let T = {Tt}t≥0 be a C0-semigroup of operators on a
separable Fréchet space X. Suppose that there exists a dense subset X0 of X
such that limt→∞ Ttx = 0 for each x ∈ X0. If the infinitesimal generator A of
T admits an eigenvalue λ with λ > 0, then T is generically distributionally
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chaotic and T has a dense distributionally δ-scrambled linear manifold for
some δ > 0.

In the rest of this section, we focus on a concrete example of a C0-
semigroup of operators on a non-normable Fréchet space, which is proved
to be both generically distributionally chaotic and Devaney chaotic.

Throughout this paper, denote by Z = C([0,∞)) the space of all real
continuous functions on the interval [0,∞). It is known that Z is a separable
Fréchet space with the family of seminorms

pk(f) = sup
x∈[0,k]

|f(x)|, ∀f ∈ Z, ∀k ∈ N,

which induces a translation-invariant metric

ρ1(f, g) =

∞∑
k=1

1

2k
pk(f − g)

1 + pk(f − g)
.

Let Z1 ⊂ Z be the set of all non-negative functions. For any given h ∈ Z1,
define Sh = {St}t≥0 ⊂ L(Z) by

(2.15) St(f)(x) = e
	x+t
x h(s) dsf(x+ t), ∀f ∈ Z, ∀t ≥ 0.

It is not hard to check that Sh = {St}t≥0 is a C0-semigroup of operators
on Z. Note that the chaotic dynamics of this semigroup on some other linear
spaces had also been studied, for example in [2, 26,31].

Theorem 2.9. Let h ∈ Z1. Then the C0-semigroup Sh defined in (2.15)
is generically distributionally chaotic. Moreover, the principal measure of Sh
is equal to 1.

Proof. We first construct a distributionally irregular vector for Sh. De-
note

(2.16) M0 = −1, Mn = n!, Qn = (Mn,Mn + 1), Pn = [Mn−1 + 1,Mn],

for all n ≥ 1. Set

A1 =
⋃
k≥1

[
M2k + 1,

M2k + 1 +M2k+1

2

]
, A2 =

⋃
k≥1

[M2k+1 + 1,M2k+2 − 1],

and

(2.17) f̃(x) =


0, x ∈ P2i−1, i ≥ 1,

i, x ∈ P2i, i ≥ 1,

[f̃(Mi + 1)− f̃(Mi)](x−Mi) + f̃(Mi), x ∈ Qi, i ≥ 1.

Then it follows that

Dens(A1) = Dens(A2) = 1
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and

(2.18) lim
s→∞, s∈A1

Ssf̃ = 0, lim
s→∞, s∈A2

p1(Ssf̃) =∞.

So f̃(x) ∈ Z is indeed a distributionally 1-irregular vector for Sh. It is also
easy to check that for each f ∈ Z with compact support, Stf → 0 as t→∞.
According to Theorem 2.7, Sh is generically distributionally chaotic.

From (2.18), we can compute the upper and lower distributional func-

tions of f̃ and 0 with respect to Sh:

Φ∗
f̃ ,0

(ε) = 1, ∀ε > 0,

Φ
f̃ ,0

(ε) = 0, ∀ε ∈ (0, 1).

Then from the definition of principal measure,

µp(Sh) = sup
g∈Z

1�

0

(Φ∗g,0(s)− Φg,0(s)) ds ≥
1�

0

(Φ∗
f̃ ,0

(s)− Φ
f̃ ,0

(s)) ds = 1.

Remark 2.10. In the case of h(x) ≡ 0, Sh is actually the translation
semigroup. Theorem 2.9 implies that the translation semigroup on Z is
generically distributionally chaotic with principal measure 1.

Corollary 2.11. Let h ∈ Z1. Then every non-trivial operator St ∈
Sh = {St}t≥0 on Z is generically distributionally chaotic with principal mea-
sure µp(St) = 1.

Proof. The proof is similar to that of Theorem 2.9. Indeed, f̃ defined
in (2.17) is also a distributionally 1-irregular vector for St. We omit the
details.

Theorem 2.12. Let h ∈ Z1. Then the C0-semigroup Sh = {St}t≥0 is
topologically mixing and Devaney chaotic. Moreover, every operator St with
t > 0 is also topologically mixing and Devaney chaotic.

Proof. Given non-empty open sets U, V ⊂ Z, there exist f1 ∈ U and
ε > 0 such that O(f1, ε) ⊂ U , where O(f1, ε) = {h(x) ∈ Z : ρ1(f1, h) < ε}.
Then we can find ε1 > 0 such that

U1 := {h(x) ∈ Z : |f1(x)− h(x)| < ε1, ∀x ∈ [0, ε−1
1 ]} ⊂ O(f1, ε).

Let f2 ∈ V . For any t > ε−1
1 , set

(2.19)

f3(x) =


f1(x), x ∈ [0, ε−1

1 ],

e−
	t
0 h(s) dsf2(0)− f1(ε−1

1 )

t− ε−1
1

(x− ε−1
1 ) + f1(ε−1

1 ), x ∈ [ε−1
1 , t],

e−
	x
x−t h(s) dsf2(x− t), x ∈ [t,∞).
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Then f3 ∈ U1 ⊂ U and St(f3)(x) ≡ f2(x) ∈ V . So Sh is topologically mixing.
In particular, Ss is a topologically mixing operator for any s > 0.

Next, we show that for each fixed s > 0, the set of periodic points of
Ss is dense in Z. Let t0 > 0. For any fixed f ∈ Z and any δ ∈ (0, 1), there
exists a non-negative integer i such that δ ∈ [2−i−1, 2−i). Choose n0 ∈ N
such that n0t0 > i+ 1. Define

(2.20) g(x) =



f(x), x ∈ [0, n0t0],[
e−

	(n0+1)t0
0 h(s) dsf(0)− f(n0t0)

]
(x− n0t0) + f(n0t0),

x ∈ [n0t0, (n0 + 1)t0],

e
−

	x
x−k(n0+1)t0

h(s) ds
g(x− k(n0 + 1)t0),

x ∈ [k(n0 + 1)t0, (k + 1)(n0 + 1)t0], ∀k ∈ N+.

Then it is easy to see that g ∈ Z and

ρ1(g, f) =
∞∑
k=1

1

2k
p1,k(g − f)

1 + p1,k(g − f)
=

∞∑
k=i+2

1

2k
p1,k(g − f)

1 + p1,k(g − f)
<

1

2i+1
≤ δ.

Moreover, this shows that

(Sn0+1
t0

g)(x) = g(x), ∀x ∈ [0,∞),

so g(x) is a periodic point of St0 . This implies that the set of periodic points
of St0 is dense in Z. So the set of periodic points of Sh is also dense in Z.
Hence Sh is Devaney chaotic and each non-trivial operator St0 with t0 > 0
is also Devaney chaotic.

In [11], Bonet asked whether every infinite-dimensional non-normable
separable Fréchet space supports a hypercyclic operator T such that λT
is hypercyclic for all λ 6= 0. For the real continuous function space Z =
C([0,∞)), we have the following result.

Theorem 2.13. Let T : Z → Z be the translation operator defined by
Tf(x) = f(x+ 1). Then for any fixed λ ∈ R \ {0}, the operator T̃ := λT on
Z is topologically mixing, Devaney chaotic and generically distributionally
chaotic with principal measure µp(T̃ ) = 1.

Proof. To show that T̃ = λT is topologically mixing and Devaney chaotic,
we only need to modify the proof of Theorem 2.12 slightly.

Indeed, following the proof of Theorem 2.12, for any positive integer
n > ε−1

1 , we replace f3 defined in (2.19) by

f̃3(x) =


f1(x), x ∈ [0, ε−1

1 ],
1
λn f2(0)− f1(ε−1

1 )

n− ε−1
1

(x− ε−1
1 ) + f1(ε−1

1 ), x ∈ [ε−1
1 , n],

1

λn
f2(x− n), x ∈ [n,∞).
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Then f̃3 ∈ U1 ⊂ U and T̃nf̃3 = f2 ∈ V . Thus T̃ is topologically mixing. To
show density of the periodic points of T̃ , it suffices to replace g(x) defined
in (2.20) by

(2.21)

g̃(x) =


f(x), x ∈ [0, i+ 1],[

1

λi+2
f(0)− f(i+ 1)

]
(x− i− 1) + f(i+ 1), x ∈ [i+ 1, i+ 2],

1

λk(i+2)
g(x− k(i+ 2)), x ∈ [k(i+ 2), (k + 1)(i+ 2)], ∀k ∈ N,

so ρ1(g̃, f) ≤ δ and T̃ i+2(g̃) = g̃. This implies that the set of all periodic

points of T̃ is dense in Z. Therefore T̃ is Devaney chaotic.

Finally, we construct a distributionally 1-irregular vector for T̃ . Then
similar to the proof of Theorem 2.9, one can show that T̃ is generically
distributionally chaotic and µp(T̃ ) = 1.

Set

B1 =
⋃
k≥1

{
j ∈ N : M2k + 1 < j <

M2k + 1 +M2k+1

2

}
,

B2 =
⋃
k≥1

{j ∈ N : M2k+1 + 1 < j < M2k+2 − 1},

and

(2.22)

G(x) =


0, x ∈ P2i−1, i ≥ 1,

i

(
1 +

1

|λ|M2i

)
, x ∈ P2i, i≥1,

[G(Mi + 1)−G(Mi)](x−Mi) +G(Mi), x ∈ Qi, i ≥ 1,

where Mi, Pi, Qi(i ≥ 1) are defined in (2.16). Then we have

dens(B1) = dens(B2) = 1,

and

lim
j→∞, j∈B1

T̃ jG = 0, lim
j→∞, j∈B2

p1(T̃ jG) =∞,

so G ∈ Z is a distributionally 1-irregular vector of T̃ .

3. Distributional chaos and principal measure for product op-
erators and C0-semigroups. In this section, we investigate the distribu-
tionally chaotic dynamics for product operators and product C0-semigroups.
We also compare the degree of chaos of a product operator with that of its
factor operators from the viewpoint of principal measure.
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3.1. Distributional chaos for product operators. Let

(Xi, (‖ · ‖i,k)k∈N, ρi) (i = 1, 2)

be infinite-dimensional separable complex Fréchet spaces. Then their Carte-
sian product X = X1×X2 is also a Fréchet space with the topology induced
by the family of seminorms {pk}k∈N where

(3.1) pk(x, y) = ‖x‖1,k + ‖y‖2,k, ∀k ∈ N.
Define the metric ρ on X by

(3.2) ρ((x1, x2), (y1, y2)) =

∞∑
i=1

1

2i
pk(x1 − y1, x2 − y2)

1 + pk(x1 − y1, x2 − y2)

for all (x1, x2), (y1, y2) ∈ X; then ρ is translation-invariant and

(3.3) ρi(xi, yi) ≤ ρ((x1, x2), (y1, y2)) ≤ ρ1(x1, y1) + ρ2(x2, y2).

Suppose Ti : Xi → Xi (i = 1, 2) are continuous linear operators. The
product operator T of T1 and T2 on X is defined by

(3.4) T (x1, x2) = (T1x1, T2x2), ∀(x1, x2) ∈ X.
It is easy to check that T is a continuous linear operator on X. In this case,
each Ti is called a factor operator.

Theorem 3.1. Let Ti : Xi → Xi be continuous linear operators on
Fréchet spaces Xi (i = 1, 2). Assume that T1 is distributionally chaotic. Then
the product operator T of T1 and T2 is distributionally chaotic. Moreover,
µp(T ) ≥ µp(T1).

Proof. Assume that (x, y) ∈ X1 × X1 is a distributionally chaotic pair
of T1. Then ((x, 0), (y, 0)) ∈ X × X is also a distributionally chaotic pair
of T . So T exhibits distributional chaos.

Let F ∗x,y(s), Fx,y(s) [F̂ ∗u,v(s), F̂u,v(s)] be the upper and lower distribu-
tional functions of (x, y) [(u, v)] with respect to T1 [T ]. For any ε > 0, there
exists a pair (x, y) ∈ X1 ×X1 such that

1�

0

(F ∗x,y(s)− Fx,y(s)) ds > µp(T1)− ε.

Setting ū = (x, 0) ∈ X and v̄ = (y, 0) ∈ X, we obtain

1�

0

(F̂ ∗ū,v̄(s)− F̂ū,v̄(s)) ds =

1�

0

(F ∗x,y(s)− Fx,y(s)) ds > µp(T1)− ε,

which implies µp(T ) ≥ µp(T1).

Remark 3.2. It is not hard to show that Theorem 3.1 holds for the
product of any finitely many operators. Namely, for any fixed positive in-
teger n ≥ 2, let Ti be a continuous linear operator on a Fréchet space Xi
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(i = 1, . . . , n) and T be the product of Ti (i = 1, . . . , n). If Tj exhibits
distributional chaos for some j ∈ {1, . . . , n}, then T is also distributionally
chaotic with µp(T ) ≥ µp(Tj).

It is worth mentioning that the conclusion of Theorem 3.1 does not
hold for the property of generic distributional chaos (or dense distributional
chaos), as shown by the following example.

Example 3.3. Let T1 be a generically (or densely) distributionally
chaotic operator on a Fréchet space X1. Denote T = T1 × aI on X1 ×X1,
where a is a non-zero constant and I is the identity operator on X1. When
|a| ≥ 1, it is easy to see that T is distributionally chaotic but not generically
(or densely) distributionally chaotic. Indeed, any distributionally chaotic
pair of T should have the form ((x1, y), (x2, y)) for some x1, x2, y ∈ X1.
Following this line, it can be shown that even the product of a generically
distributionally chaotic operator and a distributionally chaotic operator can-
not be generically distributionally chaotic.

Conversely, if the product operator T is distributionally chaotic, then
how about the factor operators? The following is a partial answer in the
Banach space case.

Theorem 3.4. Let Ti be continuous linear operators on Banach spaces
(Xi, ‖ · ‖i) (i = 1, 2). Suppose that for each i ∈ {1, 2}, there exists a dense
subset Yi ⊂ Xi such that

T ki x→ 0 (as k →∞), ∀x ∈ Yi.
Then the following assertions are equivalent:

(i) The product operator T of T1 and T2 exhibits distributional chaos.
(ii) There exists j ∈ {1, 2} such that Tj exhibits generic distributional

chaos.

Proof. (i)⇒(ii). Assume that the product operator T is distributionally
chaotic on X = X1 ×X2. Then T admits a distributionally irregular vector
x = (x1, x2) ∈ X. So there exists A ⊂ N with dens(A) = 1 such that

lim
k∈A
‖T kx‖ = lim

k∈A
(‖T k1 x1‖1 + ‖T k2 x2‖2) =∞.

Denote

A1 = {k ∈ A : ‖T k1 x1‖1 > ‖T k2 x2‖2}, A2 = A \A1.

Then

dens(A1) + dens(A2) ≥ dens(A) = 1,

which implies that there exists j ∈ {1, 2} satisfying dens(Aj) > 0 and

lim
k∈Aj

2‖T kj xj‖j ≥ lim
k∈Aj

‖T kx‖ =∞.
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According to [9, Proposition 8], there is a residual subset of Xj whose ele-
ments have distributionally unbounded orbit under Tj . Then the hypothesis
of this theorem implies that Tj is generically distributionally chaotic.

(ii)⇒(i). This is obvious.

Unfortunately, it is still difficult to prove the converse of Theorem 3.1.
On the other hand, for the property of distributional chaos of type 2 (DC-2,
a property weaker than distributional chaos), a sufficient and necessary con-
dition for the product operator to be DC-2 can be obtained. For this purpose,
we first recall some notions related to DC-2 (see [28]).

Let T be an operator on a Fréchet space X. For any x, y ∈ X and n ∈ N,
denote

Fnx,y(ε) =
1

n
card({0 ≤ i ≤ n− 1 : ρ(T ix, T iy) < ε}), ∀ε > 0.

The upper and lower density functions of x, y with respect to T are then
defined as

F ∗x,y(ε) = lim sup
n→∞

Fnx,y(ε), ∀ε > 0,

Fx,y(ε) = lim inf
n→∞

Fnx,y(ε), ∀ε > 0,

respectively. A pair (x, y) ∈ X ×X is called distributionally chaotic of type
2 for T if

(3.5) F ∗x,y(ε) ≡ 1, and Fx,y(ε) < F ∗x,y(ε) for all ε in an interval.

Note that (3.5) is equivalent to

F ∗x,y(ε) ≡ 1, and Fx,y(t0) < 1 for some t0 > 0.

An operator T on X is said to be distributionally chaotic of type 2 (DC-2,
for short) if there is an uncountable set Γ ⊂ X such that for any distinct
x, y ∈ Γ , (x, y) is a distributionally chaotic pair of type 2. In this case, Γ is
called a distributionally scrambled set of type 2 for T .

Clearly, T is DC-2 if and only if T admits a distributionally chaotic pair
of type 2, because if (x, y) is a distributionally chaotic pair of type 2, then
{λ(x − y) : λ ∈ R} is obviously an uncountable distributionally scrambled
set of type 2 for T .

Proposition 3.5. Let Ti : Xi → Xi be continuous linear operators on
Fréchet spaces Xi (i = 1, 2). Then the product operator T = T1 × T2 on
X = X1 ×X2 is DC-2 if and only if there exists j ∈ {1, 2} such that Tj is
DC-2.

Proof. Sufficiency. This is similar to the case of distributional chaos (see
Theorem 3.1).
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Necessity. Suppose that ((x1, x2), (y1, y2)) ∈ X ×X is a distributionally
chaotic pair of type 2 for T . Then

dens({n ∈ N : ρ(Tn(x1, x2), Tn(y1, y2)) < ε}) = 1, ∀ε > 0,(3.6)

dens({n ∈ N : ρ(Tn(x1, x2), Tn(y1, y2)) ≥ ε0}) > 0(3.7)

for some ε0 > 0.
If ρ(Tn(x1, x2), Tn(y1, y2)) < ε for some n ∈ N, then

ρi(T
n
i xi, T

n
1 yi) < ε, i = 1, 2.

So it follows from (3.6) that for every i ∈ {1, 2},
(3.8) dens({n ∈ N : ρ(Tni xi, T

n
i yi)) < ε}) = 1, ∀ε > 0.

On the other hand, if ρ(Tm(x1, x2), Tm(y1, y2)) ≥ ε0 for some m ∈ N, then
either

ρ1(Tm1 x1, T
m
1 y1) ≥ ε0/2

or

ρ2(Tm2 x2, T
m
2 y2) ≥ ε0/2,

which implies

{n ∈ N : ρ(Tn(x1, x2), Tn(y1, y2)) ≥ ε0}

⊂
⋃
i

{n ∈ N : ρ(Tni xi, T
n
i yi)) ≥ ε0/2}.

Therefore it follows from (3.7) that there exists j ∈ {1, 2} such that

(3.9) dens({n ∈ N : ρ(Tnj xj , T
n
j yj)) ≥ ε0/2}) > 0.

Combining (3.8) and (3.9) shows that (xj , yj) is a distributionally chaotic
pair of type 2 for Tj . Hence Tj is DC-2.

Next, we extend the above results for product operators to product C0-
semigroups. Let Ti = {Tt,i}t≥0 be a C0-semigroup of operators on a Fréchet
space Xi (i = 1, 2). Let X be the Cartesian product of X1 and X2. The
product semigroup T = {Tt}t≥0 of T1 and T2 is defined by

(3.10)
Tt : X → X, ∀t ≥ 0,

Tt(x1, x2) := (Tt,1x1, Tt,2x2), ∀(x1, x2) ∈ X.

It is known that T = {Tt}t≥0 is a C0-semigroup of operators on X.

Theorem 3.6. Let Ti = {Tt,i}t≥0 be C0-semigroups of operators on
Fréchet spaces Xi (i = 1, 2). Let T = {Tt}t≥0 be the product semigroup
of T1 and T2. Suppose that T1 is distributionally chaotic. Then so is T .
Moreover, µp(T ) ≥ µp(T1).

Proof. This proof is similar to that of Theorem 3.1, and we omit it.
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Based on the study of product operators and C0-semigroups, one can
easily construct C0-semigroups (or operators) on certain Fréchet spaces that
are distributionally chaotic but not Devaney chaotic.

Corollary 3.7. Let X1, X2 be Fréchet spaces. Assume T1 = {Tt,1}t≥0 is
a distributionally chaotic C0-semigroup of operators on X1, and let I be the
identity C0-semigroup on X2. Let T = {Tt}t≥0 be the product C0-semigroup
of T1 and I. Then

(i) T is distributionally chaotic;
(ii) T is not Denavey chaotic.

Theorem 3.8. Let Ti = {Ti,t}t≥0 be C0-semigroups of operators on Ba-
nach spaces Xi (i = 1, 2). Let T = {Tt}t≥0 be the product semigroup of
T1 and T2. Suppose that for each j ∈ {1, 2}, there exists a dense subset
Xj,0 ⊂ Xj such that limt→∞ Tj,tx = 0 for all x ∈ Xj,0. Then T is distribu-
tionally chaotic if and only if Tl is generically distributionally chaotic for
some l ∈ {1, 2}.

Proof. According to [1, Theorem 3.1], T is distributionally chaotic if and
only if Tt0 exhibits distributional chaos for some t0 > 0. The hypothesis of
the theorem and Theorem 3.4 imply that Tt0 is distributionally chaotic if
and only if Tl,t0 is generically distributionally chaotic for some l ∈ {1, 2},
which is further equivalent to Tl being generically distributionally chaotic
for some l ∈ {1, 2}.

As an application of Theorem 3.8, one can consider the complexification
of a C0-semigroup of operators on some real Banach space. Let T1 be a C0-
semigroup of operators on a real Banach space X1. Then its complexification
T̃1 can be considered as the product semigroup T1 × T1 on X1 × X1. If T1

satisfies the hypothesis of Theorem 3.8, then T1 is distributionally chaotic if
and only if its complexification T̃1 is.

3.2. Further exploration of principal measure. In this subsection,
we further study the principal measures of distributionally chaotic operators
and C0-semigroups.

In Theorem 2.9, we proved that the C0-semigroup Sh has principal mea-
sure 1 by showing that it admits a distributionally 1-irregular vector. In
terms of distributionally irregular vectors, the following proposition pro-
vides a more general result.

Proposition 3.9. Let T = {Tt}t≥0 be a C0-semigroup of operators on
a Fréchet space (X, (‖ · ‖k)k∈N, ρ). Assume that T admits a distributionally
i-irregular vector x. Then µp(T ) ≥ 21−i.
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Proof. From the definition of distributionally irregular vector, there exist
A,B ⊂ R+ with Dens(A) = Dens(B) = 1 such that

(3.11) lim
t→∞, t∈A

Ttx = 0, lim
t→∞, t∈B

‖Ttx‖i =∞.

Given s ∈ (0, 1), one can find a positive number N1 such that ρ(Ttx, 0) < s
for all t ∈ A \ (A ∩ [0, N1]), so

{t > 0 : ρ(Ttx, 0) < s} ⊃
{
t > 0 : t ∈ A \ (A ∩ [0, N1])

}
,

which further implies that Dens({t > 0 : ρ(Ttx, 0) < s}) = 1. Therefore
Φ∗x,0(s) ≡ 1 for all s ∈ (0, 1).

On the other hand, we show that Φx,0(s) = 0 for every s ∈ (0, 21−i).
Indeed, given s0 ∈ (0, 21−i), there is M > 0 such that

M

1 +M
2i−1 > s0.

From (3.11), there exists N2 > 0 such that for each t ∈ B \ (B ∩ [0, N2]), we
have ‖Ttx‖i > M , so

ρ(Ttx, 0) =

∞∑
k=1

1

2k
‖Ttx‖k

1 + ‖Ttx‖k
≥
∞∑
k=i

1

2k
‖Ttx‖k

1 + ‖Ttx‖k

≥ ‖Ttx‖i
1 + ‖Ttx‖i

2i−1 >
M

1 +M
2i−1 > s0.

Therefore Dens({t > 0 : ρ(Ttx, 0) < s0}) = 0, which means that Φx,0(s0)
= 0. According to the definition of principal measure, we conclude that

µp(T ) = sup
y∈X

1�

0

(Φ∗y,0(s)− Φy,0(s)) ds ≥
21−i�

0

(Φ∗x,0(s)− Φx,0(s)) ds = 21−i.

When the Fréchet space (X, (‖ · ‖k)k∈N, ρ) under consideration is just
a Banach space (X, ‖ · ‖), that is, ‖ · ‖k = ‖ · ‖ for every k ∈ N and ρ(x, y) =
‖x− y‖/(1 + ‖x− y‖), every distributionally chaotic C0-semigroup of oper-
ators has principal measure 1.

Remark 3.10. An analogue of Proposition 3.9 for linear operators on
Fréchet spaces can be obtained. In particular, every distributionally chaotic
linear operator on a Banach space (as a special Fréchet space) has principal
measure 1.

Note that in the literature one can find examples of operators on Fréchet
spaces with principal measure 1, for instance the annihilation operator of
the unforced quantum oscillator [22, 30] and the weighted shift on Köthe
sequence spaces [27]. We may wonder whether the principal measure of a
distributionally chaotic operator (or C0-semigroup) on a Fréchet space could
be less than one. We obtain the following result.
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Theorem 3.11. For any ε > 0, there exists a continuous linear opera-
tor T acting on a Fréchet space such that T is distributionally chaotic and
µp(T ) < ε.

Proof. Let r ∈ N. Define an operator T : Z → Z by

(3.12) (Tf)(x) =


0, x ∈ [0, r],

f(r + 2) · (x− r), x ∈ [r, r + 1],

f(x+ 1), x ∈ [r + 1,∞),

for f ∈ Z = C([0,∞)). It is easy to see that T is a continuous linear operator.
Moreover, for each n ∈ N,

(Tnf)(x) =


0, x ∈ [0, r],

f(r + n+ 1) · (x− r), x ∈ [r, r + 1],

f(x+ n), x ∈ [r + 1,∞).

We show that T is distributionally chaotic. Recall the function f̃ ∈ Z defined
in (2.17) and set Mn = n! for each n ∈ N. Denote

B1 =
⋃
k≥1

{
n ∈ N : M2k − r ≤ n ≤

M2k + 1 +M2k+1

2

}
,

B2 =
⋃
k≥1

{n ∈ N : M2k+1 − r ≤ n ≤M2k+2 − 1− r} .
(3.13)

Then dens(B1) = dens(B2) = 1. Furthermore,

lim
n→∞, n∈B1

Tnf̃ = 0 and lim
n→∞, n∈B2

pr+1(Tnf̃) =∞,

so f̃ is a distributionally (r+ 1)-irregular vector of T . According to [9, The-
orem 12], T is distributionally chaotic. Moreover, it follows from Proposi-
tion 3.9 that µp(T ) ≥ 1/2r.

On the other hand, for any f, g ∈ Z and each n ∈ N,

ρ1(Tnf, Tng) =

∞∑
k=1

1

2k
pk(T

nf − Tng)

1 + pk(Tnf − Tng)

=

∞∑
k=1+r

1

2k
pk(T

nf − Tng)

1 + pk(Tnf − Tng)

<

∞∑
k=1+r

1

2k
=

1

2r
.

Consequently,

F ∗f,g(s) = Ff,g(s) = 1, ∀s > 1/2r,
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which implies

µp(T ) = sup
f∈X1

1�

0

(F ∗f,0(s)− Ff,0(s)) ds ≤ 1/2r.

Hence we conclude that µp(T ) = 1/2r.
For any ε > 0, there is an r0 ∈ N such that 1/2r0 < ε. Thus one can

find a distributionally chaotic operator T on Z with µp(T ) < ε by choosing
r > r0 in (3.12).

Remark 3.12. We note that the operator T defined in (3.12) is not
hypercyclic, and hence not Devaney chaotic either.

For the operator T defined in (3.12), it follows from Theorem 3.1 and the
proof of Theorem 3.11 that µp(T ×T ) = µp(T ). However, it is still unknown
whether there exists a distributionally chaotic operator T ′ with µp(T ′) < 1
but µp(T ′ × T ′) = 1.
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[6] F. Bayart and T. Bermúdez, Dynamics of Linear Operators, Cambridge Univ. Press,
Cambridge, 2009.

[7] F. Bayart and Z. Ruzsa, Difference sets and frequently hypercyclic weighted shifts,
Ergodic Theory Dynam. Systems 35 (2015), 691–709.
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