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#### Abstract

Let $G$ be a locally compact group. We give a self-contained elementary proof of the relation $\lambda(G)^{\prime \prime}=\rho(G)^{\prime}$ between the left and right regular representations of $G$.


Let $G$ be a locally compact group. Denote by $\lambda: G \rightarrow \mathcal{U}\left(L^{2}(G)\right)$ the left regular representation of $G$, and by $\rho: G \rightarrow \mathcal{U}\left(L^{2}(G)\right)$ the right regular representation of $G$. The Commutation Theorem states:

Theorem 1. $\lambda(G)^{\prime \prime}=\rho(G)^{\prime}$.
By the von Neumann double commutant theorem, $\lambda(G)^{\prime \prime}$ and $\rho(G)^{\prime \prime}$ are the weak*-closed subalgebras of $\mathcal{B}\left(L^{2}(G)\right)$ generated by $\lambda(G)$ and $\rho(G)$, respectively; recall that the former is the group von Neumann algebra $V N(G)$ of $G$. Thus the Commutation Theorem says that these two von Neumann algebras are commutants of each other.

This theorem was first proved by Murray and von Neumann [5, Lemma 5.3.3] for discrete groups, by Segal [6] for unimodular groups, and finally by Dixmier [2] for general locally compact groups using the theory of quasi-Hilbert algebras. The aim of this short note is to give a self-contained elementary proof of Theorem 1. (For such a proof in the case of unimodular groups, see the recent book [1].)

As the aim is to give an elementary self-contained proof of Theorem 1 , I would like to stress that all we need (besides some basic concepts from functional analysis, and the von Neumann double commutant theorem, which is only used in discussion of the immediate consequence of Theorem 1 above) is basic facts about integration theory on locally compact groups as can be found in any textbook on abstract harmonic analysis (such as [4, Chapter 2]).

[^0]We shall even take care of distinguishing between a function and its equivalence class, and use convolution product only in the situation where the resulting product is an everywhere defined continuous function (see Lemma 2 below).

Let us now fix some more notation. A (left) Haar measure on $G$ is fixed; the integral of a function $f$ with respect to the Haar measure is written as $\int f(x) d x=\int f$. Let us denote by $\Delta$ the modular function of the group $G$. For any complex function $f$ on $G$, we write $\widetilde{f}(x):=\overline{f\left(x^{-1}\right)}$.

Denote by $\mathcal{C}(G)$ the algebra of all the complex-valued continuous functions defined on $G$, by $\mathcal{C}^{b}(G)$ the subalgebra consisting of those that are bounded, and by $\mathcal{C}_{c}(G)$ those with compact support. Denote by $\mathscr{B}(G)$ the collection of all complex-valued Borel functions on $G$. Given any $f \in \mathscr{B}(G)$, its equivalence class is

$$
[f]:=\{g \in \mathscr{B}(G): g=f \text { a.e. on } G\}
$$

where a.e. means a.e. with respect to the Haar measure on $G$. We shall always distinguish between a function $f$ and its equivalence class $[f]$.

For $1 \leq p<\infty$, define as usual the spaces $\mathscr{L}^{p}(G)$ and $L^{p}(G)$ relative to the Haar measure; the former is a seminormed space of functions and the latter is a normed space (in fact, a Banach space) of equivalence classes of functions.

As we differentiate between functions and their equivalence classes, we have to differentiate between convolution products of functions and of equivalence classes of functions. But in fact, we shall only use the convolution product in one of the following situations.

LEMMA 2.
(i) If $f, g \in \mathscr{L}^{2}(G)$, then $f * \widetilde{g}$ is an everywhere defined bounded continuous function on $G$ with its uniform norm satisfying

$$
|f * \widetilde{g}|_{G} \leq\|f\|_{2}\|g\|_{2}
$$

(ii) If $f \in \mathcal{C}_{c}(G)$ and $g \in \mathscr{L}^{2}(G)$, then $f * g$ is an everywhere defined (possibly unbounded) continuous function in $\mathscr{L}^{2}(G)$ such that

$$
\|f * g\|_{2} \leq\|f\|_{1}\|g\|_{2}
$$

(iii) If $f \in \mathscr{L}^{2}(G)$ and $g \in \mathcal{C}_{c}(G)$, then $f * g$ is an everywhere defined bounded continuous function in $\mathscr{L}^{2}(G)$ such that

$$
\|f * g\|_{2} \leq C_{g}\|g\|_{1}\|f\|_{2}
$$

where $C_{g}:=\sup \left\{\Delta(y)^{-1 / 2}: y \in \operatorname{supp} g\right\}$.
In particular, there will be no problems of measurability or of functions only defined a.e. in the discussion below.

Proof of Lemma 2. Most of the conclusions are standard. Statement (i) is a consequence of Cauchy-Schwarz-Hölder's inequality.

The inequality in (ii) can be found in, say, [4, Proposition 2.39]. For the continuity, notice that for $f \in \mathcal{C}_{c}(G)$ and $g \in \mathscr{L}^{2}(G)$,

$$
\begin{aligned}
\widetilde{(f * g)}(x) & =\overline{\int f(y) g\left(y^{-1} x^{-1}\right) d y}=\int \widetilde{g}(x y) \widetilde{f}\left(y^{-1}\right) d y \\
& =\Delta(x)^{1 / 2} \int \widetilde{g}(x y) \Delta(x y)^{-1 / 2} \cdot \widetilde{f}\left(y^{-1}\right) \Delta\left(y^{-1}\right)^{-1 / 2} d y \\
& =\Delta(x)^{1 / 2}\left(\left(\widetilde{g} \Delta^{-1 / 2}\right) *\left(\widetilde{f} \Delta^{-1 / 2}\right)\right)(x) .
\end{aligned}
$$

Since $\widetilde{g} \Delta^{-1 / 2} \in \mathscr{L}^{2}(G)$ while $\widetilde{f} \Delta^{-1 / 2} \in \mathcal{C}_{c}(G) \subseteq \widetilde{\mathscr{L}^{2}(G)}$, the continuity of $f * g$ in (ii) then follows from that of (i).

Most of (iii) could also be found in [4, Proposition 2.39], but it could also be deduced from (i) and (ii) as follows. Suppose that $f \in \mathscr{L}^{2}(G)$ and $g \in \mathcal{C}_{c}(G)$. Then, first of all, $g=\widetilde{(\widetilde{g})}$ and $\widetilde{g} \in \mathcal{C}_{c}(G) \subseteq \mathscr{L}^{2}(G)$, and so $f * g=f * \widetilde{(\widetilde{g})}$ is an everywhere defined bounded continuous function on $G$ by (i). Next, using the previous calculation,

$$
\begin{aligned}
\|f * g\|_{2}^{2} & =\int|(f * g)(x)|^{2} d x=\int|\widetilde{(f * g)}(x)|^{2} \Delta(x)^{-1} d x \\
& =\int\left|\left(\left(\widetilde{g} \Delta^{-1 / 2}\right) *\left(\widetilde{f} \Delta^{-1 / 2}\right)\right)(x)\right|^{2} d x \\
& =\left\|\left(\widetilde{g} \Delta^{-1 / 2}\right) *\left(\widetilde{f} \Delta^{-1 / 2}\right)\right\|_{2}^{2} \leq\left\|\widetilde{g} \Delta^{-1 / 2}\right\|_{1}^{2}\left\|\widetilde{f} \Delta^{-1 / 2}\right\|_{2}^{2}
\end{aligned}
$$

This gives the inequality in (iii) because

$$
\begin{aligned}
\left\|\widetilde{g} \Delta^{-1 / 2}\right\|_{1} & =\int\left|\widetilde{g}(x) \Delta(x)^{-1 / 2}\right| d x=\int\left|g\left(x^{-1}\right)\right| \Delta\left(x^{-1}\right)^{1 / 2} d x \\
& =\int|g(x)| \Delta(x)^{1 / 2} \Delta(x)^{-1} d x \leq C_{g}\|g\|_{1}
\end{aligned}
$$

while $\left\|\tilde{f} \Delta^{-1 / 2}\right\|_{2}=\|f\|_{2}$.
Lemma 3. Let $f, g \in \mathscr{L}^{2}(G)$, and let $h \in \mathcal{C}_{c}(G)$. Then

$$
|(f * h) * \widetilde{g}|_{G} \leq C_{h}\|h\|_{1}\|f\|_{2}\|g\|_{2}, \quad|f *(h * \widetilde{g})|_{G} \leq C_{\widetilde{h}}\|\widetilde{h}\|_{1}\|f\|_{2}\|g\|_{2}
$$

where $C_{h}$ and $C_{\widetilde{h}}$ are as defined above.
Proof. For the first inequality,

$$
|(f * h) * \widetilde{g}|_{G} \leq\|f * h\|_{2}\|g\|_{2} \leq C_{h}\|f\|_{2}\|h\|_{1}\|g\|_{2}
$$

The second one is proved similarly, using in addition the following:

$$
\widetilde{(h * \widetilde{g})}(x)=\overline{\int h(y) \widetilde{g}\left(y^{-1} x^{-1}\right) d y}=\int g(x y) \widetilde{h}\left(y^{-1}\right) d y=(g * \widetilde{h})(x)
$$

Note that $g * \widetilde{h}$ is an everywhere defined (bounded continuous) function
in $\mathscr{L}^{2}(G)$, and so

$$
f *(h * \widetilde{g})=f *(\widetilde{(g * \widetilde{h})}
$$

is an everywhere defined bounded continuous function on $G$. -
Corollary 4. Let $f, g \in \mathscr{L}^{2}(G)$, and let $h \in \mathcal{C}_{c}(G)$. Then

$$
(f * h) * \widetilde{g}=f *(h * \widetilde{g}) \quad \text { everywhere on } G .
$$

Proof. Note from the preceding discussion that we are comparing two everywhere defined continuous functions. The statement follows from the special case where in addition $f, g \in \mathcal{C}_{c}(G)$ and the usual approximation using the previous lemma.

We can now give our proof of the Commutation Theorem:
Proof of Theorem 1. It is easy to see that $\rho(G) \subseteq \lambda(G)^{\prime}$, and so $\lambda(G)^{\prime \prime} \subseteq \rho(G)^{\prime}$. It remains to prove the reverse inclusion. A simple argument (e.g. approximating integrals by finite sums) shows that $\left(^{1}\right)$

$$
\begin{aligned}
& \rho(G)^{\prime} \subseteq\left\{S \in \mathcal{B}\left(L^{2}(G)\right): S([f * g])=(S[f]) *[g] \text { for all } f, g \in \mathcal{C}_{c}(G)\right\} \\
& \lambda(G)^{\prime} \subseteq\left\{T \in \mathcal{B}\left(L^{2}(G)\right): T([f * g])=[f] *(T[g]) \text { for all } f, g \in \mathcal{C}_{c}(G)\right\}
\end{aligned}
$$

We need to show that $S T=T S$ whenever $T \in \lambda(G)^{\prime}$ and $S \in \rho(G)^{\prime}$.
Indeed, for such $T$ and $S$, we have

$$
\|(S[f]) *[h]\|_{2} \leq\|S\|\|[f * h]\|_{2} \leq\|S\|\|f\|_{1}\|h\|_{2} \quad\left(f, h \in \mathcal{C}_{c}(G)\right)
$$

For each neighbourhood $V$ of $\mathbf{e}$, let $k_{V} \in \mathcal{C}_{c}(G)^{+}$be such that $k_{V}=\widetilde{k_{V}}$ is supported in $V$ and $\int k_{V}=1$. Then we see that

$$
\left\|\left(S\left[k_{V}\right]\right) *[h]\right\|_{2} \leq\|S\|\|[h]\|_{2} \quad\left(h \in \mathcal{C}_{c}(G)\right)
$$

It follows that there exists $A_{V} \in \mathcal{B}\left(L^{2}(G)\right)$ of norm $\leq\|S\|$ such that

$$
A_{V}[h]=\left(S\left[k_{V}\right]\right) *[h]=S\left(\left[k_{V} * h\right]\right) \quad\left(h \in \mathcal{C}_{c}(G)\right)
$$

consequently, $A_{V}$ converges strongly to $S$ as $V \rightarrow\{\mathbf{e}\}$.
Similarly, since $T^{*} \in \lambda(G)^{\prime}$, we have

$$
\left\|[h] *\left(T^{*}[g]\right)\right\|_{2} \leq\|T\|\|[h * g]\|_{2} \leq C_{g}\|g\|_{1}\|T\|\|h\|_{2} \quad\left(g, h \in \mathcal{C}_{c}(G)\right)
$$

where $C_{g}$ is the constant depending on $g$ defined earlier. So there exists $B_{V} \in \mathcal{B}\left(L^{2}(G)\right)$ such that

$$
B_{V}[h]=[h] *\left(T^{*}\left[k_{V}\right]\right)=T^{*}\left(\left[h * k_{V}\right]\right) \quad\left(h \in \mathcal{C}_{c}(G)\right),
$$

and

$$
\limsup _{V \rightarrow\{\mathbf{e}\}}\left\|B_{V}\right\| \leq\|T\|,
$$

[^1]and so $B_{V}$ converges strongly to $T^{*}$ as $V \rightarrow\{\mathbf{e}\}$. We deduce that $C_{V}:=B_{V}^{*}$ converges (operator-)weakly to $T$ as $V \rightarrow\{\mathbf{e}\}$.

Fix $f_{V}, g_{V} \in \mathscr{L}^{2}(G)$ such that

$$
\left[f_{V}\right]=S\left[k_{V}\right] \quad \text { and } \quad\left[g_{V}\right]=T^{*}\left[k_{V}\right]
$$

Then

$$
\begin{equation*}
A_{V}[h]=\left[f_{V} * h\right] \quad \text { and } \quad B_{V}[h]=\left[h * g_{V}\right] \quad\left(h \in \mathcal{C}_{c}(G)\right) \tag{1}
\end{equation*}
$$

For $h \in \mathscr{L}^{2}(G)$ and $h_{1} \in \mathcal{C}_{c}(G)$, we see that

$$
\begin{aligned}
\left\langle C_{V}[h] \mid\left[h_{1}\right]\right\rangle & =\left\langle[h] \mid B_{V}\left[h_{1}\right]\right\rangle=\int h(x) \overline{\left(h_{1} * g_{V}\right)(x)} d x \\
& =\iint h(x) \overline{h_{1}(y) g_{V}\left(y^{-1} x\right)} d y d x=\iint h(x) \overline{h_{1}(y) \overline{g_{V}\left(y^{-1} x\right)} d x d y} \\
& =\iint h(x) \widetilde{g_{V}}\left(x^{-1} y\right) \overline{h_{1}(y)} d x d y=\int\left(h * \widetilde{g_{V}}\right)(y) \overline{h_{1}(y)} d y
\end{aligned}
$$

where the fourth equality follows from the Fubini theorem, whose hypothesis is easily checked to be satisfied. The last equality then shows that the everywhere defined (bounded) continuous function $h * \widetilde{g_{V}}$ must belong to $\mathscr{L}^{2}(G)$. Hence,

$$
\left\langle C_{V}[h] \mid\left[h_{1}\right]\right\rangle=\left\langle\left[h * \widetilde{g_{V}}\right] \mid\left[h_{1}\right]\right\rangle,
$$

and so

$$
\begin{equation*}
C_{V}[h]=\left[h * \widetilde{g_{V}}\right] \quad\left(h \in \mathscr{L}^{2}(G)\right) \tag{2}
\end{equation*}
$$

We remark that it is crucial for the argument below that in constructing $g_{V}$, we start with $T^{*}$ instead of working directly with $T$.

Let $U, V$ be neighbourhoods of $\mathbf{e}$, and let $h \in \mathcal{C}_{c}(G)$. By (1) and (2), we see that

$$
\begin{equation*}
C_{U} A_{V}[h]=C_{U}\left[f_{V} * h\right]=\left[\left(f_{V} * h\right) * \widetilde{g_{U}}\right] \tag{3}
\end{equation*}
$$

On the other hand, we have

$$
C_{U}[h]=\left[h * \widetilde{g_{U}}\right] ;
$$

but $g:=h * \widetilde{g_{U}}$ belongs to $\mathscr{L}^{2}(G)$ but not to $\mathcal{C}_{c}(G)$, and so we cannot apply (1) yet. However, both $g$ and $\widetilde{g}$ are still in $\mathscr{L}^{2}(G)$ : the former represents $C_{U}[h]$, while for the latter, we see that $\widetilde{g}=g_{U} * \widetilde{h}$, and $g_{U} \in \mathscr{L}^{2}(G)$ while $\widetilde{h} \in \mathcal{C}_{c}(G)$, and so $g_{U} * \widetilde{h} \in \mathscr{L}^{2}(G)$ by Lemma 2 (iii). Thus, there exist $g_{n} \in \mathcal{C}_{c}(G)$ such that $g_{n} \rightarrow g$ and $\widetilde{g}_{n} \rightarrow \widetilde{g}$, both in $\mathscr{L}^{2}(G)$ [say, by noting that $g \in \mathscr{L}^{2}(G, \mu)$ where $d \mu(x)=\left(1+\Delta(x)^{-1}\right) d x$, and then choosing $g_{n} \in \mathcal{C}_{c}(G)$ such that $g_{n} \rightarrow g$ in $\left.\mathscr{L}^{2}(G, \mu)\right]$. Thus, for $\phi \in \mathcal{C}_{c}(G)$, we see that

$$
\begin{aligned}
\left\langle A_{V}[g] \mid[\phi]\right\rangle & =\lim _{n}\left\langle A_{V}\left[g_{n}\right] \mid[\phi]\right\rangle=\lim _{n}\left\langle\left[f_{V} * g_{n}\right] \mid[\phi]\right\rangle \\
& =\lim _{n} \int\left(f_{V} * g_{n}\right) \bar{\phi}=\int\left(f_{V} * g\right) \bar{\phi}
\end{aligned}
$$

the last equality is because $\widetilde{g}_{n} \rightarrow \widetilde{g}$ in $\mathscr{L}^{2}(G)$, and so

$$
f_{V} * g_{n}=f_{V} * \widetilde{\widetilde{g}}_{n} \rightarrow f_{V} * \widetilde{\widetilde{g}}=f_{V} * g \quad \text { in } \mathcal{C}^{b}(G)
$$

with respect to the uniform norm (by Lemma 2 (i)). Since this is true for every $\phi \in \mathcal{C}_{c}(G)$, we see first that $f_{V} * g \in \mathscr{L}^{2}(G)$ and second that

$$
A_{V}[g]=\left[f_{V} * g\right] .
$$

But this gives

$$
A_{V}\left(C_{U}[h]\right)=A_{V}[g]=\left[f_{V} * g\right]=\left[f_{V} *\left(h * \widetilde{g_{U}}\right)\right] .
$$

This, (3), and Corollary 4 then give $C_{U} A_{V}=A_{V} C_{U}$. Passing to the limit as $V \rightarrow\{\mathbf{e}\}$ and then as $U \rightarrow\{\mathbf{e}\}$, we conclude that $T S=S T$.

Acknowledgments. This proof was obtained as part of my study of Eymard's paper [3] during my postdoctoral fellowship (2007-2009) at the University of Alberta, Canada, under the supervision of Prof. Anthony ToMing Lau; I would like to express my gratitude to Prof. Lau for his continuing support and to the Killam Foundation for the financial support of this postdoc. The proof was noted in a "translation" of [3], mainly for my own use, but has also been distributed among a group of students and postdocs of Prof. Lau, and it has only recently been suggested by Prof. Antoine Derighetti (École Polytechnique Fédérale de Lausanne, Switzerland) that this elementary proof has some value. I would like to thank Prof. Derighetti for his encouragement and his many comments and critiques that helped improve the exposition of this paper tremendously.

## References

[1] A. Derighetti, Convolution Operators on Groups, Lecture Notes of the Unione Matematica Italiana 11, Springer, Heidelberg, and UMI, Bologna, 2011.
[2] J. Dixmier, Algèbres quasi-unitaires, Comment. Math. Helv. 26 (1952), 275-322.
[3] P. Eymard, L'algèbre de Fourier d'un groupe localement compact, Bull. Soc. Math. France 92 (1964), 181-236.
[4] G. B. Folland, A Course in Abstract Harmonic Analysis, CRC Press, Boca Raton, FL, 1995.
[5] F. J. Murray and J. von Neumann, On rings of operators. IV, Ann. of Math. (2) 44 (1943), 716-808.
[6] I. E. Segal, The two-sided regular representation of a unimodular locally compact group, Ann. of Math. (2) 51 (1950), 293-298.

Pham Le Hung
School of Mathematics and Statistics
Victoria University of Wellington, New Zealand
E-mail: hung.pham@vuw.ac.nz


[^0]:    2010 Mathematics Subject Classification: 22D25, 22D10, 46L10.
    Key words and phrases: locally compact group, left regular representation, right regular representation, commutant, von Neumann algebra.
    Received 22 July 2016.
    Published online 8 December 2016.

[^1]:    $\left({ }^{1}\right)$ An argument using the standard approximate identity of $L^{1}(G)$ will show the reverse inclusion of the two relations below; however, we shall not need that.

