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Denote by {a,) the sequence of all positive integers such that

/2
1fe“n“f(%T—u)dur}<M
-

and by [, the sequence of all positive integers such that

/2
] e"%”g(%l’—v)dv‘ <M (m=1,2,...).
—T2

By (1), one at least of the relations

1 |
Z——- =00 or 2 — =00
N n=1 ﬂn

n=1

must hold. Suppose the first does so.

Since

) 0
[ emiGT—wau| <M+ [fRT—w)du|=F  (1=1,2;...),
[ —T/2
we have, by the Theorem on bounded moments, f(37—t)=0 a.e.
in [0,4T], that is f({)=0 a.e. in [0,3T]. Thus, the theorem (II)
and, consequently, the theorem (I) are proved.
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Remarks on a moment problem
by
R.P.BOAS, Jr.!) (Evanston, Xllinois).

J. G.-MIKUSINSKI2) recently gave an elementary proof of the
following generalization of LERCH'S theorem:

If 1(t) is integrable over the finite interval 0<<La<<b and if for
some >0 and every £>0

h
(1) [ di=0l(a+ )],

then f(£)=0 almost everywhere in (a,b).

He raised the question of whether the theorem can be extended
by replacing the arithmetic progression [fné} by a more general
sequence {ln}. I shall show that the theorem can be proved by less
elementary methods, one of which leads to a generalization of the
desired kind.

By a change of variable we can make é=11in (1), and we sup-
pose this done. We remark first that if f(¢) is non-negative the con-
clusion is immediate, since if f(f) does not vanish almost every-
where in a neighbourhood of b, we have?)

b ll/n
JRE[0) dtl =bh.

a

(2) Lim

n >0
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It should be possible to establish (2) by set-theoretic methods
in the general case, but I cannot do this. However, it can be done
by complex variable methods. Let

b
3) F(e)=[eHf()d;
then ’

[F(0)] =

?

f » F)dt

so that (1) implies that F(2) is an entire function of exponential
type not exceeding a. On the other hand it is well known that if
f(t) does not vanish almost everywhere in a neighbourhood of b,
then f(z) is of exponential type precisely b, so that (2) holds and
we have a contradiction.

To prove that (3) is of type b is not trivial; the following ar-
gument is perhaps as short as any. Put

t
@(t)= [ f(w)du.

Then by integration by parts,
b
(4) P(2)=F(0)6™ —iz [ ¢=@(t)dt.
a

On t?le other hand, if F(2) were of type at most ¢, 0 <c<b,
the function 2 *{F(2)—F(0)¢™| would be of exponential type at
most ¢, and would belong to  L? on the real axis. By a theorem
of PALEY and WIENER*), then, we should have

(5) F(z)=F(0)e* —iz [ H(t)dt, H(t)e L*.

Comparing (4) and (3), we see that

. - b s ¢ b
F(0)(e® —e*)=iF (0)z f ¢t gt =iz f SLH (1) dt— iz f ¢ GQ() dt.
N [ -—C a
49 R. E. A. C. Paley and N. Wiener, Fourier transfor i
; s me in th -
plez domain, New York 1934, p. 13. Many proofs have bee];l givenyf oo
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By the uniqueness theorem for Fourier transforms, we therefore
should have G(t)=-—F(0) almost everywhere on (c,b), hence
f(t)=10 almost everywhere on (c,b).

‘We now give a more sophisticated proof which establishes
more, namely that we can replace nd in (1) by 4,, where 1, are
complex, RA,~>oo, argh,—~0, Z1/|4,|=oc0, and Vo= o} = I —m| By
h>0.

Put

b
G(z)= [Ff(t)ds;
a
then @(z) is a regular funetion for #>0, satisfyilig

b
i) < b [ 170t

| (iy)=0Q1),
T L8l Gl

L L loga.
n->00 n
Then by a theorem of LEVINSONS)
— G
(6) Hm 1____0g| @l <loga.
L300 x

By putting in particular x=n in (6) we are back in the original
case where A,—n, and the proof is completed by establishing the
special case by any method.

5) N. Levinsoun, On the growth of analytic functions, Transactions of the
American Mathematical Society 43 (1938), p. 240-257.

Levinson requires n/i,—D>> 0, but we can always thin out {2,} to make
this hold with D=0 if {4,} satisfies the other condition imposed on it. The
condition argi >0 is omitted by an oversight in Levinson’s book, Gap and
density theorems, New York 1940, p. 107. I am indebted to Prof. Mikusinski
for the substance of these remarks and for an example showing the necessity

of the original condition.
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