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by
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1. J. Pepis has proved some theorems about reduecibility of the
decision problem for predicate calculus. One of those theorems (Pepis [2],
theorem 35, p. 325) states that the gatisfiability problem for sentences
of the predicate calculug is reducible to the satisfiability problem for
sentences of the form

(1) Hy”szP(miy’z)’Hxl---”xs”(mum;ms:lij)

such that, »(z,y) being a function from natural numbers to natural
number and

) Hﬂy [z <p(@,9) 9 <p(=,9)) ,

nx”y“z”s (‘P(m,z)=w(y,t)—>m=y-z=t)

being fulfilled, the sentence (1) is satisfiable if and only if (1) possesses
a model. in which individuals are natural numbers and P(x,y,2) is inter-
* preted as z=y(y,2) (Pepis [2], definition 4, p. 200). In (1), E is a unary
predicate and no quantifier oceurs in 7.

The present paper containg a more general result concerning alge-
braic sentences and a short proof of Pepis theorem. Some congequences
of our theorem 7 were presented in an earlier paper (Jagkowski [1]), where
theorem 7 was given without proof.

2. i being a positive integer, #; and y, are individnal variables,
¢ and 7; are positive integers, f; is the symbol of a grary function from
individuals to individual, R; iz the symbol of a ri-ary relation. Beyond
that, #, ¥ and # are individual variables, the dot « a binary function
syn}bol, P and B — relation symbols in some partienlar cages. Individual
variables are atomic terms. If Py eenyPy, are terms, fi(dyy 0By I8 a term.
It #4,...,8, are terms, Ri(ﬁl,...,ﬂ,,.) is an atomie formula. TIdentity symhbol
does not oeceur in formulae. « and £ being formulae,

~a ayv . =
’ ﬂ’ * ﬁ, aﬁﬁ, a~ﬂ, n"’ia’ ina, HR:“’ ZR‘“

icm
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are formulae. Formulae without quantifiers are malrices, formulae without
bound relation symbols are elementary. Elementary formulae without
free individual variables are elementary sentences. Formulae without free
individual variables and without free relation symbols are first order
sentences.

By Godel’s method of arithmetisation, the set of terms and for-
mulae may be ordered in a sequence. This holds for any finite or infinite
sequences {g;}, {r;}. Let Ar(a) denote Godel’s number for « and I'; denote
the term or formula with number j. An operation @ from formula to .
formula is called recursive if and only if the function

p(j)=Ar(®(I7))

is primitive recursive.

a=a{®yyees@pyfryeeesfry Reye.cy By) denotes that no free variable, dif-
ferent from those written in parentheses, oceurs in c.

M=, 1, ...,11,R},...,Ro> being an algebra with g-ary functions
] and 7-ary relations R} over the set of individuals M, the expression
obtained from « by replacing f; by fj and R; by R}, is called realization
of « in M and denoted by :

A[ MLy ey B) = 0@y oy By 1y weny 17, BY, oy Ri)

In the realization of « in &M, bound individual variables run over the
set M, bound variables E; run over the set of 7,-ary relations on M. If a is
an elementary or firgt order sentence and o[M] is true, we say that «
is satisfied in M or that M is a model for «. Hence a first order sentence
B==$(fs,-.,f), may have a model FHM=(M,1},...,f> without relations.
An elementary or first order sentence a is satisfiable if and only if a pos-
sesses a model: Y 'ga[SM]. The sentence a is tautological if and only if
~a i3 not satistiable: ~ > g (~a)[HM].

= is the symbol of the identity relation over the set of elements
of an algebra; it is distinet from the metalogical identity symbol =,
to avoid ambiguity. .

We do not apply here Giodel’s completeness theorem, according to:
which satisfiability of elementary sentences is equivalent to consistency.

K being a class of sentences, we distingnish three kinds of the
dlecigion problem for K. We may ask for any « ¢ K: (i) whether « is satis-
fiable, or (ii) whether a is tautological, or (iii) whether « is satisfied in
a given algebra M (decision problem in EM). The decision problem of
one kind A for the class K is reducible to the decision problem of the
same or another kind B for a’ class of sentences L if and only if there
exists a recursive mapping @ of K in L such that the decision of kind A
for any a e K is equivalent to the decision of kind B for ®(a).


Artur


38 8. Jadkowski

3. A sentence ¢ is called normal if and only if quantifiers oceur
only in the prefix of e. A normal elementary sentence without existential
quantifiers D is called an open sentence. Thus an open sentence hag
the form

(3) nx{“ N

where = ju(@1, .oy Tus fry vy Jiy Rayorvy Br) I8 & matrix. It is well known that:

TuroreM 1. Every satisfiable open sentencc possesses & model with
a single generator.

Indeed, let FM=<M,f,..., &, Ri,..., Rn> be a model for the open
gentence «. m, being an element of M, there exists a minimal subset M°
of M over my, closed with respect to fi,...,If, and there exist functiony
£,...,£) and relations R$,...,R5, defined over M° and equal to fi,...,f}
and RI,..,R%L on M. Now, SM=M’f,..., &, R,..,Rp> is the model
for @, with the single generator m,.

The reduction of the satisfiability problem for elementary sentences
to the satisfiability problem for open sentences is an analogon for the
well known theorem on the reduction of the satisfiability problem for
the predicate calculus to sentences with the Skolem prefix. & being an
elementary sentence, there exists a sentence N(e) (normal form of &)
with properties: (i) e=N(e) is a tautology, (ii) N(e) is a normal sentence
with an initial general quantifier. N(¢) has the form

(4) [le Hx,l 2& nx,1+1 ]7x,2 Zyg ”x,aﬂ"' ”"tp Zy, ”x,ﬂﬂ nx,,'"’

where = u(®,.sTuyYry oo, Yps Frseees fry By ooe s Ren) 18 2 matrix, 1<4; <1y
<<t <ty=n and [l ... ][5, is to be cancelled if t;=1t/.1.
O(c) — the open form of ¢ — is the open sentence:

(5) [l.-11e

with matrix
Q=9(w1y"-7wn7f1:""fl+mR1a---;Rm)
=l‘(1’1:-'-amn’fl+1(m17---7”:1)---f1+p(m17---,mzp)yfu---’fl’Rn--"Rm)~

O(e) is a recursive operation: it is the known operation of elimination
of existential quantifiers from the normal form by introducing choice
funetions fri1,...,fr4, With g.=t,. For open & we have O(e)=¢. By aid
of the axiom of choice, one proves in a known manner

THEOREM 2. The salisfiability problem for the class of elementary

sentences ¢ is reducible to the satisfiobility problem of the class of open sen-
tences, by operation O:

DlaetlHM=" O(e)[M].
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4. The dot « is a binary function symbol, E — a set symbol, 4. e.
symbol of a unary relation written in the form e B instead of E(x).
{qs}, {r;} being sequences of positive integers and k any positive integer,
we put

L, ki1 K .
(6) g Ti=q, Q wiz(g «Bi) * T, ”'k=!_z 2,
L4
N o =[]
o i
"k
(8) RVZ<E>($1, ’w'k) E([].mi).k+1€ B,
i=1

Hence z+* is the kth power of 2 in some sense: pol=x, rehtt=rgwkz,
If u=a(®yy.ey®n,fryeeesfty Ry, s Bw) i & formula then
(9) a*(Ey=c(®yyes @y i1, oy I RECED, ony R ED) = 0" (B (B4 oer y Tr)

denotes the formula obtained from « by the successive operations:

(i} formal substitution of f7 for f; and of Ri{<E) for R,

(i) substitution of the right sides of (6)-(8) for ff and Ri(E).

Finally, only « and B may occur in o*¢E> as function and relation
symbols. & being an elementary sentence and the open form O(e) being
represented by (3), the first order sentence

(10) 2ol LT

is called the satisfiability reduct of & and denoted by SR(e). The negation
of the satisfiability reduct of non-e may be expressed in the form

(11) HEZX1“' .0

with matrix g== (@, ..., %o, B). (11} is called the lautology reduct of &
and denoted by TR(s). Evidently

(12) TR () =~SR( ~¢)
is a tautology. SR and TR are recursive operations.

5. F=<F,» iz o free groupoid if and only if there exists a-finite
or infinite subset GCT such that every element a ¢ F may be represented
in a single manner in the form:

(13) a=19*g1y...,9q)
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where the right side of (13) is a term in symbols + and gy, ..., 7, are clements
of @. G is called the set of free generators.
Applying definitions (6) to %, we easily prove

LEMMA 3. F={F,x> being a free groupoid, @yllyylayenny by by by,

being elements of F; moreover k, § being positive integers and {s:} @ sequence
of positive integers,

k k
* * o .
a. J[a=]]"b; if and only if ay=0by,...,ax= 1,
i=1 i=1

b, aMtl= Pl if g only if j=% and a=1b,

5

) st
o ([T"a"™ =([T"8)**" if and only if j="k and ty=byy..., 4, =b,,.
i=1 =1

Putting » for « in definitions (7), (8), we get functions ff from T
to F and relations R} with r, individual arguments and one argument #
of the type of a set.

LeMMA 4 (on a homomorphism). F={F,x> being a free groupoid,
M=, 15,..., 8, RS, ..., Rh> an algebra with one generalor mq, with qrary
Functions 1} and riary relations R}, there exists a single function h from T
to M which fulfils the following conditions:

(a) For any k=1,...,l and any By 81y, By, ¢ By if

(14) s=1(wy,...,x,,)
then
(15) ha =1y y ooy hary)

(b If 2eF and if (14) is false for any k=1,..,1 and for any
Lyyens Ty e By then

(16) ha=m, .

Proof. For any a¢F, the number of symbols  which oceur in
the unique representation of 4 by generators (13) is called the degree of g.
The proof is inductive with Tegpect to the degree of . being an ele-
ment of F of degree 0, z is a generator and hx=m, is the unique value
of hx determined by conditions {a), (b). Suppose now that the value
of the funetion % is uniquely determined for all elements of lower degree
than » and that x is an element of degree n. By lemma 3¢, ¥ may he
rgpregented in the form (14) in one manner at most. If that representa-
tion is possible, By y g, POSSESs lower degrees than n and hayy ..., hay,

are uniquely determined. Hence the conditions (a), (b) determine exactly
one value for hx.

LEMMA 5. {on a homomorphism, continued ). Suppositions of lemma 4
remaining valid, b being the fumction from F to M, determined- by condi-
ttons (a), (b), there exist a single subset ECF, satisfying following conditions:
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(0) For any k==1,..,m and any ©,2;,...,7, < F, if

T

(17) w=(n*wi)*k+1

i=1
then
(18) ¢ B=Ry(ha,,...,hx,) .
() If me X and if (17) is false for any k=1,...,m and any u,...,5,, B,
then . )
(19) ~(xekl).

The proof is analogous to that of lemma 4, by lemma 3c.

6. THEOREM 6. & being a free groupoid, the satisfiability problem
for the class of elementary sentences e is reducible to the decision problem
for the class of first order sentences with prefix Dglls ... [1s,, in F. The
reduction is made by the operation SR:

st[ﬂn]:SR(a)["J] )

By theorem 2, we limit the proof to the case of an open sentence &
having the form (3). By (10), SR(¢)[&] has the form

(20) EECF Hxle "'nanF‘u‘*<E> )

Now, if (20) is true, there exists a subset B of F such that
M={F, 1%, .0 RICEY ooy Bk EDD

is a model f.or (3). Hence (20) implies the satisfiability of (3). It remains
to prove the converse implication. (3) being satisfiable, (3) possesses

& model Y ,
M=<NM,13, ..., 5, R, ..., R

with single generator ing, by theorem 1. By lemmas 4 and.S‘, there exist
2 homomorphism % and a subset ECF which satisfy conditions (a), (b),
(¢), (d). Consider an arbitrary term

V(@ eery @)= (Byy ooy BryFrgone 1) -

By condition (a), the substitution of ff and ) for f, gives functions:
9% on F and 9° on M, which satisfy, for any x,...,%, ¢ F

(21) hO*(y, ..., ) == 9°(hvy, ..., hay) .
By (¢), (9), (21), an inductive proof exists for
(22) B Ly e, Bp) = a[ M By, ..., hii)
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where « is an arbitrary matrix with symbols: a=a(@y, ..., &%, f1,..,f,
Ryy...yRy). (3) being true in 9, the right side of (22) is rue for any
Xyyeny &y e ¥y if a=p. Hence (20).

THEOREM 7. & being a free groupoid, the lawtology problem for the
class of elementary sentences & is reducible to the decision problem for the
class Q;f first order sentences with prefiz f [ E Z e Z 2y Wt &F. The reduction
is made by operalion TR:

~ 3 () [ MI=TREF]

Proof. By theorem 6 and by (12).

In .the satisfiability or tautology reduct, the malrix may he ex-
presse.fi in the normal form. Denote by NTR(s) the tautology reduct (11)
in which the matrix has the normal form of a logical sum with % sum-
mands, each summand being product of k factors:

kg

-

e=U N0 ¢ B

'

1 j=1

x.vhere 9; are terms, {e;} is a finite double sequence with e¢;=-1,
t=1,.,k, j=1,.,k and E* denotes E or its complement E':

B'=E, E'=¥.

Let N be the set of non-negative integers and

¢

p(@,y)= @+ 1) (@+y+1)+y+1.

Hence N=<(N,y) is a free groupoid. By theorem 7, the tautology pro-
blem of any elementary sentence ¢ is reducible to the decision pfoblem
of NTR(e)[N]. In Jagkowski [1] the last result was quoted With011t
proof and the tantology redunct in N was called the Pepis ‘pr(’)blem.
The operation SR may be replaced by a simpler one, if we have
;o;) ];;i(}uce th; satisfiability problem for open sentences w with one binary
100 and one una lation: o=w/(s i
fnction and sentence.ry relation: w=w(,B). In that case, Yspw is

THEOREM 8. & being a free groupoid, the satisfiability problem for

th.s class of.open sentences w=w (e, E) is reducible to the same decision
problem as in thecrem 6 by operation Dk

DaolH=(Y o).

The proof is like that of theorem 6, it is based on

h ne lem-
mas analogons to lemmas 4, 5: the following lem

14 n(le(.'id(lrhilii‘y/ of first order sentences 13

F=<F ;> being a free groupoid, M=_M,0,B% an algebra with one

generalor iy, one binary function o and one constant set symbol EO,

(i) there exists a single funclion h from F to M which fulfils:

(a) for any ®,u;,@, ¢ ¥, if o==x,%m,, then ho=hs,ohz,,

(b) for every xeF, if wnon=axa, for any 1,7 ¢ F, then ho=m,
(i) there emists one subset ECTF which fulfils:

zel =hreBS.

SOR(e) (open reduct of satisfiability) denotes now the open sen-
tence obtained from the satistiability reduct SR(e) by cancelling the
initial Y.

TugorEM 9. The satisfiability problem for the class of elementary

. sentences & 18 reducible (a) to the satisfiability problem for the class of open

sentences with malric w= (s, E) and (b) to the satisfiability problem for
the class of first order sentences with prefiz Jells, . [1s, and with matriz
w=w{s,B). The reductions are made

(a) by operalion SOR

DgeclM= D) SOR ()M,
{b) by -operation SR
el M= D) SR(e)M] -

Proof. By SR(6)=ZES0R(E), {a) is an immediate consequence
of theorems 6 and 8. But the satisfiability of w(-,E) is equivalent to
the satisfiability Y rw(s,E). Hence (b).

7. By a known method, we eliminate the function symbol + from
the open reduct of satisfiability and we introduce a new ternary relation
symbol. Let @,...,9s be all terms which occur in an open sentence
w=w(s,E). If §; i3 not a single variable, it has the form 9;=19; + ¥ for
some j,k=1,..,s. By a suitable choice of indices, there exist finite se-
quences {a;}, {bi} with integer a;, b;, satisfying 1<a;<i and 1<b<s
for i=mn-1,...,8 such that

. 0 for 4=1,..,9,
(23) di= Wty for d=ntl,..,s.

Let 0;,,...,%;, be those terms which oceur in o as arguments in
atomic formulae 9;,¢ B. o may be written as

(24) Il. o[ # Oy sF2: B -


Artur


14 8. Jaskowski

Let P be a ternary relation symbol. Write

(25) a=(3, vy @5, Py B)= ( ﬂH‘P(wnwﬂn%)) ‘H‘(wju i 7mjk’E) .
i=h-
This notation for = being accepted, the Pepiy sentence (1) is callod the
predicative form of w and denoted by Pr(w). Pr is a recursive operation.
TeEOREM 10. Every open senfence w=w{s,B) with a satisfiable
predicative form, is satisfiable:

D Pr)[M->3 olH).

Proof. Let (24) be the sentence o and (1) the sentence Pr(w).
The symbol « does not occur in (1), it will be used as a symbol of the
choice function by constructing O (Pr(w)):

(26) Uyl—LHxl---]L (Pyez,y,2) n(@,...,3, P, E)) .

{26) is satistiable by theorem 2 and implies (24) by (23), (25). Hence (24)
is satisfiable.

THEOREM 11. F=<(F,> being a free groupoid, w=uow(«,E) a salis-
fiable open sentence, Pr(w) is satisfiable in o model L=, PLE, where

(27) Pa,y 2)=n=yxz.

Proof. Let (24) be the sentence w. By theorem 8, Yz o is satisfied
in & and there exists a subset B'CF such that o is satisfied in a model
{F»,B. Now, o and (27) imply (26) by (23), (24) and (25). Hence (26)
is satisfied in the model <F,«,PLE'> in which P! is defined by (27).
By (27), the sentence (26) implies (1) which is Pr(w) and does not con-
tain the symbol » Thug Pr(w) is satisfied in .-

THEOREM 12. (a) The salisfiability problem for the class of elementary
sentences £ is reducible to the satisfiability problem for the class of elemen-
tary senlences of the Pepis form (1) with matriz = represented by (25). The
reduction is made by the operation Pr(SOR(B)):

Dacs[HM= 3, Pr(SOR (o)) (5K

(b) If F=(F=> is a froe groupoid, Pt satisfios (27) and Pr(SOR (z))
is satistiable, then Pr(SOR(z)) has a model L=(F,PL B for some BACE:

25 Pr(SOR(e)) (M) i, Pr(SOR (&) [<F, P Tty
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Proof. (a) is an immediate consequence of theorems 9(a), 10, 11;
(b) is & consequence of theorem 11. .

Pepis conditions (2) imply that natural numbers are a free groupoid
with respect to y. Thus .the Pepis theorem is a particular case of theo-
rem 12.
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