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Nilpotent free groups
by

A. Wtodzimierz Mostowski (Warszawa)

The following theorem, proved by A. I. Malcev in [3], will be denoted
further by (M).

(M) Let @ be a wnilpotent free group of class ¢, and X a subset of &
of the cardinality |X|>1. Then X is a wilpotent free generaiing system
for some subgroup of G, of the same class ¢, if and only if X is linearly
independent modulo the derived subgroup @

This paper consists of two parts. The first is devoted to a group
theoretical proot of (M). The proof is based on the following theorem.

(T) If @, ..., %i, ... 48 & free, or nilpotent free, generating system of
a free, or nilpotent free, group G, then a sysiem @y ey T By e 08
free, or nilpotent free, for any i< @', and for any positive imiegers %;.

The proof of (T) essentially needs M. Hall’s theory of basic com-
mutators exposed, for example, in [1].

The second part contains theorems that can be derived from (M):

TaEoREM 1. A subgroup H of o nilpotent free group G is a wilpotent
free group if and only if it satisfies the condition H = H ~ @' or is a cyelic
group. (H' and @’ are the derived subgroups of H and G.)

TaEoREM 2. Huvery retract of o wilpotent free group @, is a nilpotent
‘free factor of G and a mnilpotent free subgroup of G.

The analogous statement fails for retracts of free or solvable free
groups, see [4].

THEOREM 3. An endomorphism of a nilpotent free group G is an
awtomorphism of that group if and only if it induces am automorphism
of GlG".

The terminology of the paper is the same as that in the book of
M. Hall [1]. Some basic notions concerning varietes of nilpotent groups
are listed in an introductory part. They can be found partly in papers [2],
[5] and [6], and partly in the book quoted.

1. We detfine. recursively the simple commutators as: (@) = 2,
(g, @) = @0 62" o5y - @y ANA (B ey Tngr) = (@1, oovs Zn)s Tny1). A group
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@ is nilpotent of the class ¢, ¢=1,2, .., if (g1, ...y Ges1) =1 for all
Q15 s Jorr € G. In this case we say briefly that @ has nil-e. All groups
having nil-¢ form a variety of groups (i.e. an equationally definable
clags of groups); thus we can speak about nil-c-free groups and nil-e-free
products for every ¢ = 1,2, ... For ¢ = 1 we deal with abelian free groups
and direct products.

We denote by I'n(@) the word subgroup of & defined by the word
(#y, .oy @a), ie. the subgroup generated by all (g, ..., g») for g;, ..., gn € G.
For n =2, I(@) = @ is the derived subgroup of G.

One can easily prove that I'.1(G) = (In(G), G) so that the sequence
of fully invariant subgroups

G=T(@ DT D ... DTu@ D ...

is the lower central series of G.

Let X be a generating system of a group @. We shall call X
a nil-c-free generating system of @ if and only if there exists a free ()
group ¥, freely generated by some system Y, such that & can be re-
presented as the factor group F/I.,.((F), in such a manner that between
Y and X the representation is one to one. A group which has a nil-c-free
generating system will be called a nil-c-free group. A system of a group
which is a nil-c-free generating system for a subgroup will be called in
the sequel a nil-c-free system.

If X is a nil-cfree generating system of @, then the image of X
under the natural homomorphism of G onto @G is an abelian free
generating system of G/G'. Tt simply means that G/@ is a direct produnct
of cyclic groups generated by the images of elements belonging to X.
This gives us a base for the following definition.

DErINITION. A system X of a group & is linearly independent modulo
the derived subgroup G’ if and only if the image of X into G/G’ is an
abelian free system.

Now we can formulate some statements about nil-c-free systems.

P1. 4 system X of any group s a nil-c-free system if and only if:

1. The subgroup {X} generated by X has nil-c.

2. Fuery snapping of X into any group having wel-¢, can be extended
to the homomorphism of {X} into that group.

P2. 4 system is nil-o-free if and only if it is a locally wil-c-free system,
i.6. if every finite subsystem is nil-c-free.

(*) In the sequel ““free’” without any “prefixes” always means free in the variety
of all groups.
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P3. If @y ooy Ly oy Bjy oo 8 @ Nil-c-free generating system of G, then
the following three sysiems:
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By eey Bjy very Biy ven sy
-1 .
(%) Dy ey By g eeny Tiy euny

.,
Dyy eeey Bg" By veny Bpy oo {8 FE ),

are nil-c-free generating sysiems of G.

Property P1 easily follows from the definition since Ieia(@) is a fully
invariant subgroup of @ (3). Properties P2 and P3 may easily be checked

by P1.
Now we report some facts about nilpotent groups.

P4. For any group G, if fe @), g« @), and h e [n(G), then
41, {f, 9) =1 (mod Ta(B)),

4.2, (f-g,b) = (f, h)- (g, b) (mod Tszsm(G)),

4.3. (hyf-g) = (h, )+ (B, g) (mOd Lsrem( ).

P5. If F is a free group freely generated by r elements, then Dy FY Dy (F)

are for n=1,2,.., abelian free groups. Their dimensions M (n), are
defined by Witt formulas
(%%) M) =1/n Z u(d)-reid

din

where u(d) denotes the Mobius funetion of d. ‘

For the proof of P4 and P5 we refer the reader to a paper of w_'m: .[6]
or to M. Hall’s book [1] eited above. In this book the reader will find
a proof of the following property of nilpotent groups quoted below as (P).

(P) If H is & subgroup of G and H-G' = @G, then H=0G

The meaning of this is the following: If, for a ni]pote.nt group @,
we take in G/G" a generating system, then every preimage in G of that
system generates G. o

The remaining of this part is devoted to the proof of (M). The deﬁn‘l-
tion of linear independence given in the introduction may be stated in
a more operative form as follows: ) )

A system 2y, 2, ... of a group & is linearly independent modulo &
it and only if from the relation & .25 e @, 4 <..<iy it follows
that 2 =1,..,4;' = 1.

(*) Analogous to properties P1-P3 are generally valid for free systems in a me.'it.aty.
In this ease it is convenienb to take the property analogous to Pl as a definition.
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The notion of independence is close to the following notion of
regularity:

DEFINITION. A system 2, #,, ... of a nil-c-free group @ is regulor
if there exists a nil-c-free generating system of @, @, @,, ... say, such
that for some positive integers n; we have

T . ’ - . .
B =4t a, B =Gy .y G FG for jeEk,

for suitably chosen i, 3, ... ¢ @ (3). A system such that each of its finite
subsystems is regular will be called locally regular.

The following lemma is true.

LeMMA 1. Let U be a system coniained in a nil-c-free group G and
linearly independent modulo &'; then every finite subsystem of U may
be transformed by operations (x) onlo a regular system.

Proof. Choose a nil-c-free generating system Y of G. Let u, ..., 4, be
any given finite subsystem of U. The elements of the subsystem depend
oi a finite number of elements belonging to ¥, e.g. on ¥y, ..., ¥s. Therefore
we Iay write i, ..., %, in the form

g 7y ’
Uy =Y Y Y1,

(**) .
Ry _
Up == Y™ o Y™ Yy,  WHETE  Yi, ..., Yre G

Note that we do not need here the linear independence of U. The
representation (**) may be obtained by successive application of the
formula a-% = b-a-(a, b). But it may easily be seen that from the linear
independence mod G’ of the whole system Y follows the linear inde-
pendence of the rows of the matrix N = [y, r4=1,..s With integral
coefficients.

By elementary operations on the rows and on the columns of the

matrix
Hyy -en W
¥ [ 1 15] ,

Ny vee Pipg

,,,,,

we can transform it into the diagonal form

3 n 0.0
P _
[0 Ty .. 0] (s columms, 7 rows).

(All 9y, ..., n, are positive because of the linear independence of rows.)
Elementary operations on rows are permutations, multiplications by —1,

. (’)‘ The notion of regularity may be defined in the same manner for system con-
tained in any group that is free for some variety. See also note 4 on page 263.
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and additions of rows. Bach of those operations on the matrix may be
obtained by a suitable operation (#) on #;, ..., %,. E.g. the product

kY 7 ’ N 7 [ 515 o 2] Nis+Tes | 00 aytt v
Uy Uy = Y2 e YY1 YT o Y = o Ys ¥, yrel,

gives the sum of the two rows. Of course it changes the element belonging
to @, but this does not matter.

Similarly every elementary operation on the columns of the matrix
can be obtained by a suitable operation (x) on ¥y, ..,¥s. According
to P3 it is only a change of the initial nil-c-free generating system of &
into another one.

Thus there exist a sequence of operations (s} on ..., %, giving

21y »eey %py a0d such @y, ..., 2, belonging to a nil-c-free generating system X
of G that

B=atal, ..., F=oy @,
for some @,.., % ¢ . (It may easily be seen thab o, ..., % can be

taken from H'C & where H = {z,, ..., %;}.) This proves the lemma.
(Note that the proof is correct for any group which is free in
some variety of groups (*).)
To prove theorem (T) we need an arithmetical lemmsa about com-
mutators.

LEMMA 2. If in a commutator f(@i, ..., 2.) of weight k, each argument
@; apears my; times, my =0 for i=1,..,7, then for every group G and
eVOrY oy ey r € G and every hy, .., ho e @ we have an identity
m. my
@) PG Ry ooy 637 ) = F (G ey g™ (m0A (6]

The lemma is true for any integers f,,...,7n, (i we put nit =1
when n; = my; = 0); but we shall use them only for positive integers.
Therefore we shall give the proof only in this case. It shall be proved
by induction.

For % =1 the lemma is obvious. Let

F (@ woey @) = (Fal1y oee, @) FalBry s 21)

be formed from commutators f, and 7, of weights %, and &, where & + ko =F.
If an argnment «; appears 1; times in f; and s; times in f», then it appears
My = t;+8& times in f(3).

(#) Some troubles arise for varieties with the non-zero exponent. {The exponent
is defined in paper [2] for instance.) In this case all is well if we take statement on
page 261 as a definition of linear independence, and if in the definition of regularity
we add that all the n,, ..., n, are prime with the exponent. Also the linear indepen-
dence of rows of the matrix ¥ ought to be understood over the ring of integers modulo
the exponent. '

(5) By the assumption that f is a non-empty word. For the empty word the lemma
is trivial; then (1) is an identity 1 = 1.
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Agsume that the lemma ig true for _f1 and f;; from this assumption
we have

n r o afr 3
Fuldi By ey 627 o) = Filflng oo gr)nll b,
Tl g Ry ooy G20 Be) = folG1s wory gr)nil'"n:‘r' B

where b’ e [jy11(@), B € Iipra(@). Then
or nil.nlr g St
f(g;tl'hu ey Oy 'hr)z(fl(gls-'-ygr) W folgug ey T - B )

Applying P4.1-P4.3 to the right side of this formula we obtain con-
gruence. (1), as required. )
Theorem (T), basic for this section, can now be formulated as follows:
Let o group F be free or nil-c-free. Then any system contained in F
and locally regular in F is free or wil-c-free respectively. ]
Proof. According to P2 we need to prove the theorem only for
finite systems. Let 2, ..., % be a regular system contained in #. Then

there exists a generating system =z, %,, ... of #, which is free or nil-¢c-free,

sueh that 2z, = a}*- @1, ..., 2 = @, - x5 for some ai,..., o ¢ F* and some
positive integers #,,...,n,. The primed z-es are generated by a finite
number of the unprimed ones. We may suppose that these elements and
the x;, ..., %, are contained among the first s elements @, ..., z;. Denote by
H the free, or nil-c-free, group generated by 2y, ..., #,. Sinee H' = H ~ F' (%),
we need not keep in mind the group F (perhaps infinitely generated).
The elements a7, .., %, belong to a meet of H and F' which is H'.
Everything is reduced to the proof of (T) in the case where F is finitely
generated.

Now we give the proof in the case of F = {z, ..., 25}

To prove that the system =z, ...,2, is free (or nil-c-free) we need
(according to P1) to prove that there exists no word f such that

F(@y s @) 71 and  F( 21y eeey BT Ty Tpgyy weey Bg) = 1.
Let us assume the opposite, i.e. that the such word exists. Then

for some &, (@1, ..., %) e [u(F) and f(@y, ..., ) ¢ Mers(F). The word f can
be represented in a unique manner as a product

(2) Flaens s @) = o1y oony @) Jaly, oony @) (1000 DoY)

of basie commutators f, ..., f; of weights k. (See [1].) Since Fyy ey )
€ Ipa(F), not all integers 1, ..., Iz in (2) are equal to zero.

(®) This is weaker than lemma 6, and can be checked in the same manner.
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Let us notice that in the uniqueness of (2) we have used the as-
sumption that the system =, ..., #, a free (or nil-¢-free) generating system
of the group F. Now we use this assumption to show that there
exists an endomorphism of ¥ which maps =, onto «f*-af, ..., @, onto
a}7-z;, and the other z-es onfo themselves. Under this isomorphism
congruence (2) is mapped onto the following one:

(8) L=f(al" a1, e, a7 2fy Bryay ey Bs)
P
= F( T ]y ey BTy Dppry ey Be) T e Fal@ - @y ey BT B By, ey B5)
(mOdFk+1(F)) .

Now we use the assumption that x, ..., 2z, ¢ F'. By this assumption
and by the last lemma we obtain for the commutators fy,...,f; the
formulae:

............................ (modfk+1(F))

where every u; (j =1,2,...,d) is > 0 and has the form #7"... vy (the
exponents m; being, 1 general, different for different w«;’s). From these
formulas and from (3) we obtain the congrnence

1= ful @y, ey @)™ o Fal@ys oovy 06)4™ (0008 Thesn(F))

It follows from the uniqueness of representations of elements by
basic commutators that the lagt congruence has all exponents I,- %, = 0,
weey lg-ugz = 0. This is in spite of the fact that not all 7,, ..., Iz are equal
to zero. The proof is finished.

The last step towards the proof of (M) is the following lemma.

Levva 3. Let G be any group having wil-¢ (not neccessarily nil-c-free).
Then any system X of @, of cardinelily [X|> 1, and nil-c-free is linearly
sndependent modulo G'.

Proof. If the system X is not linearly independent then for some
elements e.g. %y, .., %; ¢ X, § > 1, we have a relation

(4) =g,

where #,, ..., 15 are non-zero integers. Changing some of the x-es into #7,
we can assume that the exponents in (4) are all positive. Then the elements

6)] a=al, .., z=ay, and the other zeX,

form a regular subsystem of the nil-e-free group H = {X}. Using (T)
we prove that this system is nil-c-free. From this system we construct
in the following manner a new nil-c-free system consisting of two

Fundamenta Mathematicae, T. XLIX. 18
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elements: the element § ¢ @' and a new element h: If the length s of
relation (4) is (i) s = 1, then % is any element of X, h = &; (ii) if s > 1,
then b = =x,. In the case (i) it is a subsystem of (5). In the case (ii} the
situation is more complicated; then we replace 2;,%,..,2, of (3) by
By By e Bg = {f , %py «ury B Using P3 we prove that the changed system (5)
is nil-¢c-free. Evidently this system contains g, b as a subsystem. In both
cases it is proved that the system g, h is nil-c-free; the group K = {g, h}
is nil-¢-free. Then according to the Witt theorem given by the formula (xx)
the group I (K) is abelian free of the dimension My(c) #~ 0.

Since g e @, we prove by induction on ¢ that I'y(K)C . (6),
4=1,..,¢. The group G has nil-¢; then I (K)C I, (&) = {1}. It is
contrary to the fact that the dimension of I'(K) is different from zero.

This proves that no relation such as (4) takes place, and X is linearly
independent modulo &, as required.

Lemma 3 is the first half of theorem (M). The second half can be
deduced as follows:

Let X be a linearly independent system, modulo the derived subgroup
of a nil-c-free group &. Let u,, ..., 4, be a finite subsystem of X. Then
we use Lemms 1, and transform, by operations (x), %y, ..., %, onto the
regular system z, ..., 2,. By (T) this system is nil-c-free. Since the inverse
to the transformation (x) is also a transformation (), we prove by P3
that u, ..., %, is a nil-c-free system.

We have proved that every finite subsystem of X is mnil-c-free;
now P2 finishes the proof of (M).

In the same way we can deduce the following:

CoroLLARY. Every system of a free group linearly independent modulo
the derived subgroup is a free system.

2, In thig part we give some results derived from (M). Let & be
any nilpotent group sueh that G/G’ is an abelian free group, and leb
a subgronp H satisfy the condition

(6) H=Hn,

where H' = (H, H) is a derived subgroup of H, and ¢ = (G, @) a derived
subgroup of G.

The subgroup H- ¢'/G’ of G/G' is an abelian free group. Denote an
abelian free generating system of this subgroup by %, ¥y ... Choose any
elements 41, ¥,, ... of H guch that h(y,) = Ty h(Ys) = %y, ..; there b is
the natural homomorphism of & onto @/@¢’. By (6) and by the second
isomorphism theorem, groups H- @¢’/@’ and H/H’ are igomorphic. The
superposition of k and that isomorphism maps the system ¥y, ¥z, ... onto
an (abelian free) generating system of HfH'. Using property (P) we
brove that ¥y, g., ... is a generating system of H. This system is linearly
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independent module G, because the images under h form an abelian
free system. We formulate this fact as a lemma,

LeMums 4. Lot G be any wnilpotent group (not neccessarily nil-c-free)
such that G|G" is abelian free. Then every subgroup H satisfying condition (6)
is generated by o system linearly independent modulo G'.

Now let G be any group (not neccessarily nilpotent), and H a sub-
group of @, generated by a system linearly independent modulo .
Our aim is to prove that H satisfies condition (6).

The inclusion H' C H ~ G is evident. We prove the inverse inclusion.
Let ge H ~ G'. Then g as an element of H may be represented in the
following form: ¢ = y7*... y5*- k, ke H', where ¥, ..., ¥, denote elements
that are from the generating system of H which is linearly independent
modulo G’. Since g « G, we have a relation y* ... ¥5* = g- %" « G between
the elements of the linearly independent system. This proves that
g =1,...,9% =1, and therefore ¢-%* = 1. It means that g =FkeH’
and proves the inclusion H ~ G CH'.

This proves the lemma

LevMA 5. If a subgroup H of a group G (not neccessarily wilpotent)
is generated by a system linearly independent modulo G, then H satisfies
condition (6).

Both lemma proved in connection with (M) give

THEOREM 1. 4 subgroup H of a nil-c-free group G is a nil-c-free
growp if only if it satisfies condilion (6)

H=H~n&
or is a cyelic group.
Now we give a definition of a retract of a group: A subgroup H is
called a refract of a group G if there exists an endomorphism e of @ onto H,
such that e(R) = h for h ¢ H. We prove the following lemma:

LEyA 6. If a subgroup H is a retract of a group G, then H' = H ~ @',

Proof. For any subgrounp we have an inclusion H'C H ~ ¢; thus
we need only to prove opposite inclusion H ~ G' C H'. Suppose he H n &
and suppose that e is the endomorphism retracting ¢ onto H. Since for
any endomorphism e of G onto H,e(G')C H', it follows by ke G’ that
e(h) e H'. But h « H; then e(h) = & for that endomorphism e. This proves
that h e H', and completes the prooi.

In the paper [2] P. Hall has proved that if H is a retract of @, then
the subgroup H- &/ is & direct factor of G/G'. This fact connected with
(M) is a basis for the following theorem.

TEOREM 2. A retract H of a nil-c-free group G is a nil-c-free group
and a nil-c-free factor of G.
18%
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Proof. According to lemmas 6 and 4 there exists a generating
system ¥y, %5, ... of H, which is linearly independent modulo @G’. Tet
¥ = h(4), % = h(#), ... be the image of this system under the natural
homomorphism % of G onto G/&. Basing ourselves on the result of P.
Hall we can complete the %, 7%,,... by some Z,Z%,.. to an abelian
free generating system of G/G'. Using property (P) we infer that any
System 21, 2;, ... such that h(z) =2, h(s) =%, ../, generates together
with ¥%;, ¥s, ... the whole group G. We have thus found a generating
system of @,

(7) yl} ?/2) "‘7z17z27 AR §

linearly independent modulo G'.

Now we infer from (M) that (7) is a nil-e-free generating system
of @. Its part yy, ¥s, ... generates H. This completes the proof.

It k is the natural homomorphism of a group @ onto /G, and e
any endomorphism of &, then there exists a unique endomorphism ¢’
of /G’ such that following diagram is commuting (7).

h
¢ aqe
e | A Ve
¢

We shall write that ¢’ is “induced” by e.

Let the group & be nil-edree, and let #,,4,,... be its nil-c-free
generating system. For the mappings % and ¢ we put e(y:) =2, h(y;)
=%; and h(z;) = . Then for the induced endomorphism e, ¢'(7;) = ;.
If ¢ is an automorphism of &, then %y, %3y ... 18 8 nil-c-free generating
system of &, and therefore %, %, ... it an abelian free generating system
of G/@'. This proves that the induced mapping ¢ is an automorphism
of G/G".

Conversely, if the induced mapping ¢’ is an automorphism of G/,
then z,%, .. is an abelian free generating system of G/@’. Then the
system 2, #,, ... is, by (P), a generating system of @, and it is linearly
independent modulo @. This proves that By %y ... 18 9 Dnil-c-free generat-
ing system of @; therefore the endomorphism ¢ is an automorphism of G.
‘We have thus proved the following theorem.

THEOREM 3. An endomorphism of a nil-c-free group G is am auto-
morphism of @ if and only if it induces an automorphism of G/G .

Note that this theorem has been proved for the group G finitely
or infinitely generated. :

(") It means that e’h = he.
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