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Introduction. The study of additive cubic diophantine equations falls
naturally into two parts. The Hardy-Littlewood method establishes a Hasse
principle, showing that if the equations have non-singular solutions in the
p-adic fields then they have a non-trivial solution in rational integers. The
second part of the problem is then to show the existence of p-adic solutions.

For a single equation,

(0.1) wmzi+ ... +anry =0, a;€2Z,

Baker [2] has applied Vaughan’s improvements in the Hardy—Littlewood
method to establish a Hasse principle provided that NV > 7. The question
of p-adic solutions was settled by Lewis [19] who showed that there are
non-trivial p-adic solutions when N > 7. Further examples such as

(0.2) x — 23 + 723 —223) +49(zd —223) =0
show that the result does not hold when N = 6. For a single equation, the

non-trivial p-adic solutions are non-singular so we have

PROPOSITION 1. The equation (0.1) has a non-trivial solution in integers
provided that N > 7.

Davenport and Lewis [15] considered pairs of additive cubic equations

3 3
a1z]+...+anry =0,

0.3
(0:3) bix+ ...+ byad =0

with integer coefficients a;, b;. They established the Hasse principle if
N > 18, subject to a rank condition on the coefficients. This was reduced
successively by Cook [11], Vaughan [22], Baker and Briidern [3] and Briidern
[6], it now holds for N > 14. Davenport and Lewis also showed that the
equations (0.3) have non-trivial p-adic solutions when N > 16, and examples
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such as
(04) @(371,...,‘%5)+7@(y1,...,y5)+49@(21,...,Z5) :0,
' U(w1,...,25) + Ty, ..., ys) +49%(21,...,25) =0,
where
D(x1,...,25) = 5 + 225 + 625 — 4o,
0.5) (z1 5) = 7] 5 3 1

U(xy,...,x5) = T + 225 + 4o + 3

have no non-trivial solution in the 7-adic field. Cook [12] showed that if
p # 7 then the equations (0.3) have a non-trivial p-adic solution if N > 13.

In the case of two equations (0.3), non-trivial p-adic solutions are not
necessarily non-singular. However, Davenport and Lewis [15], Corollary to
Theorem 1, proved that the existence of non-trivial p-adic solutions implies
the existence of a non-singular p-adic solution provided that the columns of
coefficients satisfy a rank condition, namely that no ratio occurs more than
six times among the a;/b;. When this rank condition holds they established
the Hasse principle via the analytic arguments of the Hardy-Littlewood
method. When it does not hold, Proposition 1 combined with elementary
arguments establishes the existence of non-trivial integer solutions to the
equations (0.3). We have

PROPOSITION 2. The equations (0.3) have a non-trivial solution in inte-
gers provided that N > 16.

Here we are concerned with three simultaneous additive cubic equations

a1z 4+ .. 4 anay =0,
(0.6) b1$:1))+...+bN.T?V :0,

a4+ ... teyazy =0
with integer coefficients. Little has been published explicitly on this prob-
lem, although some information can be obtained from more general results.
For example, early results of Brauer [5] and Birch [4] would need a large
number of variables. Davenport and Lewis [17] considered systems of addi-
tive diophantine equations

(0.7) anzt 4+ .. +anzhy =0, i=1,...,R

with integer coefficients. They found that the system (0.7) always has non-
trivial solutions, both in integers and in the p-adic fields, provided that

[9R%k log k| for k odd,
(08) N = { [48R2k33 log 3Rk‘2] for k even, k> 2.

Clearly one would hope to do better for particular small values of R and k.
In the case of the equations (0.6) one can apply a variant of Hua’s Lemma
(see Cook [10]) to establish the Hasse principle when N > 25, provided that
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the columns of coefficients satisfy a rank condition. Recent improvements
in the Hardy-Littlewood method enable us to do better than this.

As with pairs of equations, there are combinatorial problems arising from
linear dependence amongst the columns in the matrix of coefficients of the
system. We shall call an r x nr matrix partitionable if it consists of n disjoint
r X r submatrices which all have non-zero determinant. In the case r = 2 the

a; a; )
* 7| has non-zero determinant

b; b,

if and only if the ratios a;/b; and a;/b; are disjtinct. Therefore, in this case,
whether a matrix is partitionable or not, can easily be seen from repetitions
in the sequence a;/b;.

However, when r > 3 things become much more difficult, a fact which
might have obstructed further progress with problems of this class. Low,
Pitman and Wolff [20] recognized that the appropriate analogue to control
partitionable matrices is the following combinatorial result (for a proof see
Aigner [1] or Low, Pitman and Wolft [20]).

situation is fairly simple; a submatrix

PROPOSITION 3. An r X rn matriz A over a field is partitionable if and
only if every submatrixz consisting of t columns from A has rank > t/n.

There will be many delicate questions associated with relatively large
submatrices of low rank. We shall establish the Hasse principle for the sys-
tem (0.6), via the Hardy-Littlewood method, subject to a rank condition on
the matrix of coefficients. If the system does not satisfy this rank condition
then it is easy to establish the existence of non-trivial integer solutions from
Propositions 1 and 2.

DEFINITION. We say that the system (0.6) satisfies the rank condition if
no six columns of coefficients form a matrix of rank 1 and no fifteen columns
of coefficients form a matrix of rank 2.

THEOREM 1 (Hasse principle). Suppose that in the system (0.6), N >
22, the rank condition is satisfied and that there is a mon-singular solution
in every p-adic field. Then the system (0.6) has a non-trivial solution in
rational integers.

The rank condition, and the condition N > 22, allow us to apply the
Hardy-Littlewood method to the problem. We obtain an asymptotic for-
mula for the number of solutions to (0.6) in a 22-dimensional box of side
(C —1)P, where C > 1 is some suitable constant, with some additional
restrictions on the variables. The main term is

repts

where I is a positive constant and & is the singular series. Then & is
bounded below by some positive constant if and only if there is a non-
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singular solution to the system (0.6) in every p-adic field.
We may take N = 22, by setting excess variables to the value 0. The
rank condition is then equivalent to the conditions that

(i) any non-trivial linear combination of the equations (0.6) contains at
least 7 variables explicitly;

(ii) any two linearly independent linear combinations of the equations
(0.6) contain at least 16 variables explicitly.

It is now straightforward to modify the arguments of §5 of Davenport
and Lewis [17] to obtain the following.

PROPOSITION 4. Suppose that in the system (0.6), N > 22 and the rank
condition is satisfied. For any prime p, if the system has a mon-trivial sol-

ution in the p-adic field then it has a non-singular solution in the p-adic
field.

We may now replace Theorem 1 with

THEOREM 1A. Suppose that in the system (0.6), N > 22, the rank condi-
tion is satisfied and that there is a non-trivial solution in every p-adic field.
Then the system (0.6) has a non-trivial solution in rational integers.

Thus the problem now reduces to establishing that the equations (0.6)
have non-trivial p-adic solutions. The bounds (0.8) have been reduced by
Cook [13] and Low, Pitman and Wolff [20]. In the particular case (0.6) of
three additive cubic equations Stevenson [21] showed that if N > 28 then the
equations have non-trivial p-adic solutions except possibly when p = 3,7.

THEOREM 2. Suppose that N > 22. Then the equations (0.6) have non-
trivial p-adic solutions except (possibly) for p = 3 and for those primes
p =1 mod 3 with p < 43.

Combining Theorems 1A and 2 with elementary arguments when the
rank condition fails we obtain

THEOREM 3. Suppose that the equations (0.6) have N > 22 and a non-
trivial p-adic solution for p = 3 and for those primes p = 1 mod 3 with
p < 43. Then the equations (0.6) have a non-trivial solution in rational
integers.

For any given set of equations (0.6) it is easy to check whether the p-
adic conditions are satisfied using a computer. The number of variables
is essentially best possible since combining the counter-examples (0.2) and
(0.4) gives a system of three equations in 21 variables having no non-trivial
7-adic solution. Further, if we adjoin a third congruence, say

E=x4 i+ 23 =0mod7,
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to @ and ¥ in (0.5) we obtain a system of three congruences modulo 7 which
only have singular solutions. This leads to a system of three equations in 24
variables for which we cannot use Hensel’s Lemma to establish the existence
of 7-adic solutions.

Thus any refinement of the Hardy—Littlewood method to deal with three
cubic forms in 21 (or fewer) variables must impose conditions on 7-adic
solutions. It seems likely that the arguments would be much more involved
(see [2] and [6] for the corresponding results for one or two cubic forms).
Further, an analogue of Theorem 2 when N = 21 would lead to a larger set
of exceptional primes.

CHAPTER 1
THE HASSE PRINCIPLE

1. Excluding simple cases. There are some situations in which it is
very easy to find solutions to the system (0.6). In order to formulate this in
a suitable and brief manner we introduce some notation. Let

ay ... Q22
M = bl e b22
Cc1 ... C22

be the matrix of coefficients associated to (0.6). Also, for any subset J C
{1,2,...,22}, we let
aj;
Mg = | bj
% 1jes
be the submatrix of M consisting of the jth columns, j € J.

In the arguments below we shall often “normalize” the system (0.6), that
is, taking linear combinations of the three equations, in order to produce,
for example, a large number of zeros in a row. Also we shall re-index the
variables to collect such zeros together, into blocks. We shall then always
redenote the coefficients by a;, b;, ¢; without further comments. This should
not lead to confusion, and avoids abundant notational complications.

Of course we may assume at once that any column contains at least
one non-zero coefficient; otherwise there is a non-trivial solution to (0.6) for
obvious reasons.

LEMMA 1. Suppose there is a J C {1,...,22} with |J| > 6 and rk(M7)
= 1. Then (0.6) has a non-trivial integer solution.

Proof. Suppose |J| = 6 and rk(M ;) = 1. Normalizing the system
(0.6) we may assume that b; = ¢; = 0 for 1 <14 < 6. By Proposition 2 there
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is a y:(y777y22)7é0W1th
b7y§+...+b22y32:0,
C7y$’—|—...+022y§’2:0.

(1.1)

But if y is a solution, then ny also solves (1.1) for all n € Z. Putting these
solutions into the remaining equation we are left with the single equation

a1z + .. +agzi +aly)n® =0

for some integer a(y). This has an integer solution (z1,...,xs,n) by Propo-
sition 1. Now (x1,...,%¢,nY7,...,NY22) solves (0.6).

LEMMA 2. Suppose there is a J C {1,...,22} with |J| > 15 and
tk(M7) = 2. Then (0.6) has a non-trivial integer solution.

Proof. Here we may assume that ¢; = ... = ¢35 = 0. Thus, solving the
single equation cjgz3g + . .. + c2273, = 0 first, and then using an argument
similar to the one just given, one is left with a pair of equations in 16
variables to which Proposition 2 may again be applied.

By Lemmata 1 and 2, if (0.6) does not satisfy the rank condition, then
(0.6) has a non-trivial integer solution. In other words, Theorem 3 follows
from Theorems 1A and 2. Hence, for the remainder of this chapter we shall
assume that the rank condition is satisfied.

Based on this assumption we are now able to deduce the following result.

LEMMA 3. There is a set S C {1,...,22} with |S| = 4 such that for all
T C S with |T| = 3 one has det Mz # 0.

Proof. Since M has rank 3, there is a 3 x 3 submatrix, M; 3 say,
with non-zero determinant. Taking linear combinations we may suppose
that as = a3 = by = by = ¢1 = co = 0. Now, if there is a column, the jth,
say, with all entries non-zero, then |S| has the required properties. If there
is no such column then any column contains at least one zero, and after
redenoting the coefficients the matrix M must be of the shape

ay...a, /0...0/ 0...0 ajli...a/;/’ al’...alV ”9...0,/”
M: O...O bl"'b’U 0...0 bl"'bl 0...0 bl ...bn
0...0 0...0 c...c, 0...0 ...y d"...2"

with u+v+w+Il4+m+n = 22, with all entries occurring explicitly being non-
zero, and with a} = ay, b} = ba, ¢| = ¢3. By our conditions on submatrices
of rank 1 and 2 we also have
u <9, v<5, w<bH,
u+v+I<14, utw+m<1l4d, v+w+n<l4.
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We now easily deduce that at least two of the numbers [, m, n are non-zero.
Without lost of generality we may suppose that mn # 0. Then the matrix
ap 0 df 0
0 b 0 o
0 O C/ll/ c/ll//

has the required properties.

2. Preparing the equations for the circle method. The treatment
of the system (0.6) now depends on whether M contains a large submatrix
of rank 2, or not. Let R be the maximal number of columns of M forming
an 3 X R matrix of rank 2. Of course R < 14.

Case I. R < 12. In this case we first pick four indices according to
Lemma 3. We may suppose that these are 1, 2, 3, 4. Taking linear com-
binations we may also suppose that by = ¢y = ay = ¢y = a3 =b3 =0. A
prominent role will be played by the ternary linear forms

(12) ¥ = a;a1 + by + c;a (1 <1< 22) .

Let {j,k,l} C {1,2,3,4}. Then det M ; # 0. Therefore, for all i > 5 we
may write

(1.3) Yi = 075 + Ak + v

where ¥, A\, i are suitable rational numbers depending on 1, j, k,[. However,
if in (0.6) the variables z,, for v > 5, are replaced by d,x, with suitable
integers d,, # 0, then we may assume that ¢, A\, u are always integers, as we
shall from now on suppose.

Case II. 13 < R < 14. Here we choose a maximal submatrix, of
R columns and of rank 2. We may suppose that this is Mx where K =
{1,2,25 — R,26 — R, ...,22}. Taking linear combinations we arrange that

al 0 0 ay ... a1 a1 Q12 ... 0Aa22
(14) M = 0 bg 0 b4 c. b10 b11 b12 . bgg
0 0 C3 C4 ... C10 C11 0 e 0

where ¢; # 0 for 3 < i < 10, and ¢117 = 0 or ¢11 # 0 depending on whether
R=14or R=13.

In this case Lemma 3 is not very useful. A partial surrogate can be
obtained as follows. The numbers ay, ..., a19,b4, - .., b1p cannot all be zero
since this would imply that there is a 3 x 6 submatrix of rank 1. As we may
exchange the rows with the a;’s and the b;’s by symmetry we may assume
that as # 0. Hence at least the matrices M 23, M 24, and M 34 have
non-zero determinant. Hence we have (1.3) with 4, j, k any of these triples,
and as in Case I we suppose that ¢, A, p in (1.3) are integers.
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One final normalization of the system (0.6) is now required which applies
to both cases. Since (0.6) is a system of odd degree there are of course non-
singular real solutions € = (1, ..., &22) to (0.6) with all §; # 0. By changing
certain variables x; into —x; if necessary we may also suppose & > 0; and
since (0.6) is homogeneous even &; > 1 may be assumed. For later use we
now fix a constant C' with

(1.5) §<o (1<i<22).

All these conventions understood, we are now prepared to apply a three-
dimensional version of the Hardy-Littlewood method. Let P be a large
parameter tending to infinity, and let

(1.6) A={P<x<CP:plx=p<P"}

where 7 is a small positive constant to be fixed later on. Let A be the

number of solutions of (0.6) subject to
) P<z;<CP (1<i<A4),
' zeAd (5<i<22).

Bringing in the exponential sums

(L8) f@)= Y elaa®),

P<x<CP
(19) gla) = 3 e(as),
zeA

and recalling (1.2), we may write

(1.10) N = ff(’h)f(’m)f(’Y?,)G(a) dox
1t

where 4l is the three-dimensional unit cube [(log P)P~3,1 + (log P)P~3]3,
and

(111) Gla) = [T 9t)-

The unit cube is dissected into major and minor “arcs” as follows. Let
d > 0 be a fixed small real number with 4n < §, and let (g, t) denote the
box

{a:|ai—ti/q| < (log P)’P~°},
and write 90 for the union of all 9M(q,t) with 1 < ¢; < ¢ < (log P)° for
1 <4 <3, and (q,t1,ta,t3) = 1. Let m = L\ IN.
If B C 4 is a measurable set it is useful to write N'(9B) for the integral
(1.10) with integration restricted to the subset B.
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In §84 and 5 we shall show that
(1.12) N(m) = o(P3),

by arguments which are different in the two cases. In §6 the major arcs are
treated, and we will find an asymptotic formula

(1.13) N(ON) = ISP + o(P1?)

where I is a certain positive constant, and & is the singular series defined
in (1.67) below. Finally, the singular series will be related to the p-adic
solubility of (0.6). In the next section, however, we collect various auxiliary
results for frequent use later on.

3. Auxiliary estimates. We begin with various well known properties
of the exponential sum f(«). It is convenient to introduce the intervals

(1.14) €(q,t) = {a:|ga—t| < P74}
and to write € for the union of all &(q,¢) with 1 <t < q < P34, (t,q) = 1.

LEMMA 4. Let 0 < § < 1/4. Then either |f(a)| < P39 or a (mod 1)
€ ¢

This is a slightly amplified form of Weyl’s inequality; see Vaughan [24],
Lemma 1.

For our next results we require the functions
q

(1.15) S(g,t)=) e <m3> :

rx=1 q
cpP
(1.16) w(@) = [ e(pr®)dy.
P

We also introduce a multiplicative function x(q), defined at prime powers
by

/ﬁ;(ng_l) — 2p—l—1/2 : /{(p3l+2) _ p_l_l : /ﬁ;(pgl) _ p—l 7
and remark that by Lemmata 4.3 and 4.4 of Vaughan [23] we have
(1.17) ¢ 'S(q,t) < rlq)

whenever (¢, t) = 1.
LEMMA 5. For a € €(q,t),
fla)=q 'S(q,)w(a —t/q) + O(q1/2+5) ‘
When (q,t) = 1 and q < P3/* we also have
fla) < Pr(q)(1+ P3la—t/q) V2.
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Proof. The first part is Theorem 4.1 of Vaughan [23]. The second part
is easily deduced therefrom by using x(g) > ¢~'/? and an estimate for w(()
obtained from a partial integration in (1.16).

From the definition of k we have

Z% <H(1—|—Zp/<a )<<H(1+ ><<(logX)10

<X p<X p<X

Now the following estimates are immediate.
LEMMA 6. We have

[ 1f(@)|* da < P(log P)'°
¢

[ 1£(@) da < P*.
¢

We also need mean value estimates of Hua’s Lemma type. We collect
these in our next lemma.

LEMMA 7. Let s > 4. Then

1
[ lg(e)l* da < PP
0

where
Y4)=2+e, 96)=13/4+¢e, I(20/3)=23/6+¢,
7)) =33/8+¢, U(8)=5.

Proof. The value for 9(6) follows from Theorem 4.4 of Vaughan [25]
providing 7 is sufficiently small. Interpreting the integral as the number of
solutions of the underlying diophantine equation when s = 4 or 8, the values
for ¥(4) and ¥(8) follow from Hua’s Lemma (Vaughan [23], Lemma 2.5) and

Theorem 2 of Vaughan [24]. The other values now can be deduced via
Holder’s inequality.

LEMMA 8. Let v # 0 be fized. Then, uniformly in u € R,

1
[ 1f(@)gva+ )| da < PHHe.

Proof. Let 6 > 0 be small. Since g(«) has period one,

1 1 1
f lg(va + p)|® da < |V| + f B)EdB < pl3/a+e
0
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by Lemma 7. Therefore the contribution from all « € [0, 1] where |f(«)| <
P3/4+9 i <« P**20 For the remaining o we have o (mod1) € €. By
Hoélder’s inequality and Lemmata 6 and 7,

[ 1f(@g(va+ )| da
¢

< ([ 1r@tda) " ( floto-s ) < P
¢ 0

As 6 was arbitrarily small this proves the lemma.

The next two lemmata are variants of Lemmata 2.1 and 2.2 of Briidern
[6], which are more convenient in the present context.

LEMMA 9. Let ¥(«) be a trigonometric sum,

W(a)= Y v(h)e(ah)

|h|<H
where log H < logP and where ¥(a)) > 0 for all « € R. Then
f!f a)da < PP/¥ 5y (0) + P ) (k)

h#0
LEMMA 10. Let ¥(«, 3) be a double trigonometric sum,
(o, f)= Y t(h)e(ah+ Bk)
|hl,Ik|<H
where log H < log P, and where ¥(a, 3) > 0 for all (o, B) € R%. Then

ff|f )PIF(B)P (e, B) da

< PPAFE(0,0) + P35+ S ([ (h, 0)] + [10(0, B)]) + P2 (b, k)|
h£0 h.k

We only sketch a proof of Lemma 10. Lemma 9 can be established by
the same method. Using Lemma 5 and the argument in §2 of Briidern [6]
one readily establishes that the left hand side of the proposed inequality in
Lemma 10 is

<P Yy Y w@PR)? Y [(h k) leg(h)e (k)]
q<P3/4 p< P3/4 h.k

where c,(h) is Ramanujan’s sum,

Z e(ah/q).
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One now observes that k(q) < ¢¢~1/3, and that

Z qr(q)® < XV/*re

g<X

The proof can now be completed as in §2 of [6].

4. The minor arcs in Case 1. In this section it is assumed throughout
that M is of the special shape specified in §2. We first draw a number of
corollaries from the results of the previous section. They all rely on the
trivial inequality

(1.18) |21 zm| < |za|™ + .o F |z

Let 5 <7 < j < k < 22, and suppose that det M; ;; # 0. Then the
change of variable (o, oo, a3) — (7vi,7;, V) is non-singular. Therefore, by
(1.2) and Lemma 7,

[ l9(v)g(vi)g(w)I° dex
3¢

1 1 1

< [ [ [196)g(v)g(m)|° dyidrydye < P¥/4.
0O 0 O

In the matrix M5 ¢ ... 22 there are no six columns forming a 3 x 6 submatrix of
rank 1, and no 13 columns forming a submatrix of rank 2. By Proposition 2,
Ms ... 22 is partitionable. Therefore we may apply (1.18) to deduce from
(1.11) that

Gla) < 3 190w a ()9 (m)l°

i?j?k:

where Z/ denotes a sum over all 4,7,k with 5 < i < j < k < 22 and
det M; j i # 0. Integrating this over 4 we obtain

(1.19) [ 1G(a)|doe < P/,
U

The same argument, but using the case s = 8 of Lemma 7, gives

(1.20) [1G()[*? de < P®.
3

Let {i,j,k} C {1,2,3,4}. Again we have that det M, ; # 0. Denote
the set of all a € 4 where |f(7;)| > P34+ for all I € {i, j,k}, by B(i, 4, k).
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Then v, € €, and from Lemma 6 we find that
(121 [ 1) f ()] dex

B(1,5,k)

< [ [ [ O fOml dyadyydr < P
¢ ¢ ¢

We dissect the minor arcs further, according to the size of the |f(v)]|.
The procedure is not dissimilar from our recent work on cubic diophantine
inequalities [7]. Let i, j, k,l be any permutation of 1,2, 3,4, and put

F={aecm:[f(v)] < P/*" (1 <v <4},
& ={acm:|f(y)| = PY*00 | f(h)] < PP (1< o < v #i)),
95 ={aem:|f(v) = P (v=1,5); |f ()| < P/*F0 (w =k, 1)},
Ri={aem: |[f(y)| < PY*05 | f(y)| = PP (1 <o < 45v #10)},
S={aem:|f(y)] = P*" (1<v<4)}.

It is clear that any @ € m is contained in one of these sets. If 28 denotes
any of these sets we have to show that A'(8) = o(P'3). From the definition
of N(B) and (1.19) we immediately have

N(g) < P3+46+39/4+E < P1375 )

The set R; is also fairly simple. Note that o € K; implies a € B(j, k, ).
Hence, by (1.20), (1.21) and Holder’s inequality,

(1'22) N(ﬁi) < P3/4+6(P3+s)1/4(P15)3/4 < P1376'

For the set £ we also wish to use (1.20) and Hélder’s inequality. Then
N (L) = o(P?) would follow providing we can show that

(1.23) J £ ) £F(2) £ (3) £ (va)|* dex = o( PT).

£
To prove this first note that a € £ implies & € B(3, j, k) N m for any triple
i,7,k with 1 <i < j <k <4. By (1.18), the integral in (1.23) is
< Y [ 1) F) F ) ' dex.
1<i<j<k<4 B(i,j,k)Nm

The argument used in (1.21) gives

(1.24) I 17 () f ()P dee < PO

%(17]71{:)
Thus, (1.23) would follow providing we are able to show

LEMMA 11. For a € ‘B(i,j,k) N m we have |f(v:)f(v;)f(w)] <
P3(log P)~".
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Proof. This is essentially contained in Lemma 19 of Davenport and
Lewis [17]. When a € B(i,j,k) we have 7, (modl) € €. Hence, by
Lemma 4, for v = 4, j, k there are integers t,, ¢, with (q,,t,) = 1, ¢, < P3/*
and |7, — to| < P74, We now show that

|f (i) £ (v3) f(v)| > PP (log P) ™"
implies e € 9. To see this we apply Lemma 5 and use k(q) < s,

Then
>1/3

< (log P)Y""P~3  (v=1i,jk).

2
dv

[F () F) F )| < PP (qigzan)* /> H (1 + PPy, -

v=1,j5,k

Combining the last two inequalities we have

ty
Yo — —

v

¢iq;qr < (log P)*"

For w =1,2,3 we may write
= Vo iVi + Aw,j V5 + oo, kVk

where Uy i, Aw,j, b,k are certain rational numbers. Thus there is an integer
constant K, and integers ¢, u1, ug, uz with q|K¢;q;jqr, (q,u1,u2,us) =1 and

|t — Uy /q] < (log P)YP~3 (1 <w < 3).

Since ¢ < (log P)*"7 this gives a € M, and establishes the lemma. Also the
proof that N'(£) = o(P'?) is now complete.
Next we estimate the contribution from the sets &;. We prepare for the

treatment by recalling the definition of &;, and apply Hoélder’s inequality.
Then

N(®)<<P9/4+35( f|f%||G |da) (fyG |da)

The second integral here is estimated in (1.19). We shall prove that
(1.25) J 1 G)PIG ()] da < P12 44,

the required bound N (®;) = o(P'3) is then immediate. To attack the
integral in (1.25) we decompose the indices j, 5 < j < 22, into two disjoint
sets J1, J2, of nine elements each. We shall specify J; in a moment but
note already that these sets will be chosen such that M7, and Mg, are still
partitionable. Now define

= I 9

JE€ET:
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and consider the integrals

[ 1fG0PIGH )P da (t=1,2).

Before proceeding further we note that the estimation of this integral is
essentially identical for all possible values of i, that is, 1 < i < 4. We
therefore illustrate the method in the typical case ¢ = 4, which is actually
slightly more demanding than the cases 1 < ¢ < 3; and avoid unwanted
complications of a notational character.

Thus concentrating on the case ¢ = 4, we change variables to (v1,72,74)
(which is a non-singular transformation), and obtain in the now familiar
way

(1.26) L< [lfowl? f f|Gt |” dyidyads
¢ 0
= [1f()PW(ya) dys,  say.
¢

From |G¢(a)|? > 0 we have at once ¥;(y4) > 0. Also, recalling (1.2) in the
form

(127) Yo = 191171 + >\v'72 + HyYa
with integers ¥, Ay, 1y, We also see that

Wi (7a) = > e(yaM(y, z Z Yne(vah)

y,zeA°
O(y,2)=A(y,z)=0

where y = (y1,...,%9), 2 = (zl,...,z:9),

®(y7 ) @t ya Z 19

JET:
JET:

M(y7 ) Mt y7 Z :U’] - Z
JET:

and 1y, is the number of solutions to the simultaneous conditions
@t(yaz):At(yaz):()a Mt(yaz):ha wEAga yGAg-

In particular, 1, > 0, and v, = 0 for |h| > P3. We are now in a position
to apply Lemma 9 to (1.26), and obtain

(1.29) I, < PP8%eqpy + P> "4y, .
h
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The matrices M 7, were supposed to be partitionable. Therefore the method
used in (1.19) is readily adopted to show that

(130) o < [ |Gi(@)]* dax
u

< Z f ‘g(,‘}/k)g(%)g(")/m)‘6 d")/kd’)/ld’ym < P39/4+€ .

k,l,meJ: )5t
det Mk7l,m7£0

The sum over 1)y, is more difficult to estimate, and it is here where 71, J
have to be chosen carefully. Consider the matrix

Vs
(1.31) N=|X\,

Fo | 5<y<22

formed with the numbers introduced in (1.27). Since M5, .. 22 is partition-
able, N is also partionable, and we choose one partition into six disjoint
submatrices NU_ ... . N©) of rank 3.

Let V be the set of all v with 5 < v < 22 and ¥, = A, = 0. Then
for v € V, 74 and +, are linearly dependent. Hence My 4y has rank 1,
which implies |V| < 4. Also, of course, any N () may contain at most one
Uy

column | A, | with v € V. We may suppose that these columns are in
[

NO N@ N@® and NO®) | if any.

Next consider repetitions in the sequence 9, /A, (5 <v <22, v € V). Let
W be a set of indices with 9, /A, (w € W) all equal. Then the submatrix
of N formed with the columns corresponding to V U W has rank 2, which
implies that [W| < 12 — [V]. It is also clear that for fixed W any NU) may
contain at most two columns from V U W. Therefore any set of three NU)
contains at most six columns corresponding to a v € VU W.

Now choose J; to be the set of all v corresponding to the nine columns
in NO N® NG and J, to be the set of all v corresponding to the nine
columns in N4, N®) N©)  The preceding arguments show that for ¢ = 1
and t = 2, J; contains a subset K; with |K;| = 7 such that for v € K;
not both ¥, and A, are zero, and such that the sequence 9,/\, (v € K;)
contains no value more than four times. (If two v € V have gone into J;
then there may be only four such equal ratios, and if not there might be five
or six equal ratios but an excess can be dropped in the reduction from J;
to ,Ct)

We are now prepared to estimate ), 15, which we first express as an
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integral using (1.9). We have

(1.32) > b = > 1
h

y,z€ A°

1 1
[ TI 1900361+ Xi82) [ dprdBs

0 0 jeJ:
11
<p! f th(ﬁlaﬁZ)dﬁldﬁ2
0 0

where
Hy (B, B2) = H 9(9581 + AiB2)[? .
JEK:
Here we used a trivial estimate for g(a).
Suppose first that the sequence ¥;/)\;, j € K; contains no value more

than three times. Then, by a now familiar argument, via (1.18) we infer
that

Hi(41,02) < Z lg(0; 81 + XjB2)g(01 81 + )\lﬁz)V-

j:le}ct
)\jﬂl;ﬁ)\l’ﬁj

Also the change of variable & = ¥;81+\; 82, {2 = U181+ X\ B2 is non-singular
whenever \;9; # \jv;; and therefore, integrating the previous inequality, we
deduce from Lemma 7 that

1

1 1 1
(1.33) [ [ Hi(Br,B)dBrdB < [ [ lg(€1)g(&)|" déadés < PP/4Fe
0o 0 0o 0

Now suppose that K; contains a subset £ with |£| = 4 such that the
¥/ A with [ € £ are all equal. Then there is a non-singular transformation

(61, 32) — (&1,&2) such that
V181 + Nife = 01 ifle L,
Orf1 + Mefe = okl +orbe it k€ K \L

where p;,0; are integers with oy # 0 for all [ € £ and o, # 0 for all
ke ,Ct\ﬁ Now

1 1
[ [ H(B1, 3) dBrdfa

0 0

1 1
< f H‘g(glél)‘Q f H |9(Qk:f1+0sz2)\2d§2d§1.

0 lec 0 kek,\L
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The inner integral here equals

Se(e Y aat—ud) < 31

Trk,Yk kel \L Tk, Yk

where Zik ,. denotes a six-fold sum over (2k, yr)rex,\c € AS subject to
the additional constraint
> owlai—yi)=0.
kel \L

Thus, by Holder’s inequality, and Lemma 7,

Zﬂlz f H lg(ora)|? da

Tk, Yk 0 keKk\L

! 1/3
< H (f|g(aka)|6da) <« p13/ite
kekN\L 0

This shows that the inner integral is bounded by < P'3/4*€ uniformly in
&1, and now using Lemma 7 with s = 8 together with Holder’s inequality in
much the same way as before we deduce that

1 1

1
J [ H(B1 52 Ay < PR [ T g(o6) P der < PR/
0

0 0 leL

so that (1.33) actually holds in all cases. From (1.29), (1.30), (1.32) and
(1.33) we get I; < P2t1/4ts Of course the left hand side of (1.25) is
< Iy + I. This completes the proof of (1.25). A satisfactory estimate for
N(8;) is now available.

It remains to treat the sets $);;. Again we concentrate on the case i = 2,
7 = 4 in order to avoid unnecessary notational complications, and content
ourselves with the remark that all the other cases can be handled in the
same way.

The method has a certain affinity to our treatment of &;. Again we
consider the matrix N introduced in (1.31) together with a partition of N
into six disjoint submatrices N, ... N©) of rank 3.

We need an estimate for the number of columns of N with 9%, = 0. Let
J be the set of all i, 5 < i < 22 with ¥; = 0. Then the matrix M syug
has rank 2, by a simple argument. Hence |J| < 10. Also, any NG may
contain at most two columns with ¥; = 0. Hence we may pick two NU),
say N, N @) such that among the six columns in these two matrices there
are at most two with 9; = 0. We denote the set of all indices corresponding
to the columns in NV N2 by S, and the set of the remaining indices
from {5,6,...,22}, by U. Then |S| = 6, |U| = 12, and Ms and My are
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partitionable matrices, by construction. Now write, for 7 =S or U,

(1.34) Gr(a) =[] 9(n)

teT

so that G(a) = Gs(a)Gy(a). From the definition of $2 4 and Holder’s
inequality we have

(135) N(B2) < P22 ([ 1f(30) f0)ICs (@) der)

2,4

<( [ 1Gste et da) "

Now
|Gs(@)[V2Gu(@)P? = ] lgtv)?
re€R
where R is the sequence formed from S and three copies of . Now, the
matrix (M, )rer = (MsMy,M,M,)ses ucu consists of one copy of Ms and
three copies of My, and is therefore partitionable. It has 42 columns, and
therefore we may use (1.18) to deduce that

Gs(@)"2|Gu(@)P? < Y7 lgtw)g(m)g(vm)[ -

5<k,l,m<22
det Mk,z,m;ﬁO

Integrating this inequality we find after a change of variable and an appli-
cation of Lemma 7 that

(1.36) [ 1Gs(@)]'?|Gu(a)|*? da < P?/3F=.

In the first integral in (1.35) we first change variables to 71,72, 74 and recall
the notation (1.27). Then, as in (1.26) we obtain

(137) [ 1f(2)f()P|Gs(@)]* dex
2,4

< [ [ f()P [1Gs(a)? dyr dyz dya

¢ ¢ 0
< [ 102 f )PPz, 70) dradra, - say.
¢ ¢

It is clear that ¥(v2,74) > 0. Redefine the forms ©,A, M introduced in
(1.28) by replacing the summation over j € J; by j € S so that ©, A, M are



48 O. D. Atkinson et al.

forms in twelve variables now. Then
W (v2,74) th we(y2h + vak)

where 9y, ; is the number of solutlons to
Ox,y) =0, Alw,y)=h, M=y =k xyecA.

We wish to use Lemma 10 now. Preparing for its application we note that

Yo,0 = f [T 19081 + Aefa + p1sB3) > dB.

U ses
Vs

The matrix formed from | A\, | with s € S partitions into N and N®?)
b

so that by Cauchy’s inequality (or equivalently (1.18)), and two changes of
variable, we find that

1 1 1

(1.38) Yoo < [ [ [l9(6)9(&)g(8s)* d& < POFe.
0o 0 O

Note that >, ; ¥n,k is the number of solutions to ©(z,y) = 0 with =,y €

A®. By construction there is a set V C S with |V| = 4 and 9, # 0 for v € V.
Therefore, by (1.9), (1.18) and Lemma 7,

Z¢hk<P f ngﬁa|2da

0 wey

<Py f lg(0,0)[% da < P
vey 0

Next we observe that >, ¢ o equals the number of solutions to O(x,y) =
M(z,y) = 0 with =,y € A%, which we may rewrite as

tho— f fHIgﬁﬂmLusﬂz)\zdﬂldﬁz

0 0 ses

Of course in NV there must be two columns with 9; pi—9;1; # 0, otherwise
we would have det N() = 0, which is not the case. The same argument
applies to N(?). Hence there is a subset W C S with |W| = 4 such that for
w € W no both 9, ., are zero, and such that any ratio ¢/, occurs at
most twice. Then, by now familiar arguments,

(1.39) tho<P4 f f T 19(90Bs + wBe)[? dB1 B2

0 wew
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11
= P4 Z f f |g(7’9wﬁ1 + /’Lwﬁ2)g(19vﬁl + Mvﬂ2)|4 dﬁldﬁg
v,weW 0 0
G o Z0 v faw

< P8+E.

By exchanging the roles of us and Ag, M and A, this argument also shows
that

Z Yo < P3TE.
k

Collecting together we deduce from Lemma 10 that (1.37) is

(1'40) < P3/4+E¢O,O +P3/8+£ Z(z/}(),h +wh,0) "‘Pszwh,k < P9+E.
h hk

This and (1.36) are put into (1.35), so that we can now infer
./\/’(37)2 4) < P3/2+25(P9+5)1/3(P99/8+e)2/3 < P13_6.
The proof of (1.12) in Case I is now complete.

5. Minor arcs in case II. There are a number of new problems in the
treatment of the minor arcs in Case II. Partly they arise since the matrix
M, 2.4 may well be singular, and partly because the situation is no longer
“symmetric” in the three equations (0.6) in that there are many zeros in
one row. However, this latter fact can also be used to good advantage, but
a rather different dissection of m will then be required.

We begin with the remark that the matriz Ms ... 22 is still partitionable.
This does not follow directly from Proposition 2, but a partition can be
constructed as follows. Suppose first that R = 14. Then ¢;; = 0. Now
consider My 12, 22. Here all ¢; are zero. But this matrix may not contain
a submatrix of rank 1, and consisting of six columns. Hence no value occurs
more than five times in the sequence a;/b;, 11 < i < 22. Now group the
indices together into six sets of two elements each such that in any of these
sets one has a;b; # a;b;. Then take one of the six columns with ¢, # 0.
Thus det M; ; ; # 0. This partitions M5, .. 22.

Now suppose that R = 13. Then c¢1; # 0. There must be two linearly
independent columns M;, M;, say, with 5 < 4,j < 11 (otherwise there is
a submatrix of seven columns of rank 1). If det M; ;;, = 0 for all & with

ak
12 < k < 22 then all the vectors My = | by | with 12 < k < 22 would
0
lie in the plane spanned by M; and M;. However, the vectors M with
12 < k < 22 span the coordinate plane z = 0, which gives a contradiction.
Hence there is a k£ with 12 < k£ < 22 and det M; ; . # 0. Now we are left with
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ten columns with ¢; = 0 and five columns with ¢; # 0. Therefore further
five disjoint submatrices of rank 3 can be constructed as in the case R = 14.
We shall first consider the contribution from the sets

(1.41) gj = {aem:|f(y)| < P}
when j =3 or j = 4.

First suppose that R = 14. Then we write
(1.42) G(a) = Gi1(a)G2 ()

where

10 22
(1.43) Gi(a) = Hg(%’)> Ga(a) = [ 9(v)-

i=11
Note that G2(a) does not depend on ag. Thus we may conclude that

1 1

(1.44) N(gs) < P4 [ [ f (1) f(72)Ga()|
0 O

1

X f |f(73)G1(e)| dagdazda; .
0

To estimate the inner integral we observe that 3 = czagz. Therefore, by
(1.18) and Lemma 8,

6
ds

Cc3

1 10
[1fe)Gr (@) das <3 [ 1£) \g (S -+ asas + s
0

=5 0

< P4+€

uniformly in aq, as. It remains to show that

11

(1.45) I= [ [1f(1)f(12)G2(e)| dasda
0 0

satisfies

(1.46) I <« P8+39,

then from (1.44) we deduce that

(1.47) N(gs) = o(P"?)

as needed.

To prove (1.46) first recall that the sequence a;/b;, 11 < i < 22, contains
no value more than five times. An argument similar to (1.19) and (1.20)
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now shows that

(1.48) ff|c;2 )| devy dovs

1 1
< Z f f lg(aya1 + byas)g(a,ar + buas)|® dagdas
11<v,u<22 0 0

a,by#aub,
< pl3/2+e
and
(1.49) f f|G2 )43 dayday < P

Hence, by (1.45) and (1.48), the contribution to I from the set of all a where
|f(y1)| < P340 and |f(ye)| < P340 is <« P8+29+¢. Now consider the
contribution from the set M of all & where |f(71)| > P3/*+% and |f(y2)] >
P3/4+% Then v; (mod1) € € for i = 1 and i = 2. As in (1.21) we see via
Holder’s inequality and Lemma 6 that

ff‘f m)f(72)Ge2 ()| dagdas

14, 2 1 3/4
< ( f f’f (1) f(y2)|* d’Yld’YQ) (f f‘G ’4/36504161042)

0 0

< P8+6

which is again acceptable. It remains to consider the contribution from
the sets M; of all a where |f(7;)| > P3/4+% but |f(y:)| < P34 (where
{i,5} ={1,2}). Pick two subscripts k,! with 11 <k, < 22 such that yx,y
are not linearly dependent on ~;. For simplicity suppose that k = 11, [ = 12.
For all @ € M; we have 1 (mod 1) € €, and Holder’s inequality gives

ff ‘f ’Yl 72 G2( )|da1da2 < P3/4+5(J11J12)1/8K3/4

where
1
Jo= [1FO0 [ 190w dyvdni

¢ 0

(1.50) N

11
K= f f l9(30)|*/? dardas .
0 0 t=13
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By Lemmata 6 and 7 we have at once J, < P%"¢. Also, any ratio a;/b
occurs at most five times when 13 <[ < 22 so that by Lemma 7,

1

1
L5y K< > [ [latu)g(n) P dardag < PP/

13<r,u<22 0 0
ay,by#aub,

Thus the contribution from 9 is also < P8t29. The contribution from My
can be estimated in the same way, by interchanging the roles of v; and ~s.
This proves (1.46) and (1.47).

We now estimate N(g3). Recall the notation (1.49) and observe that
iy = 0 if and only if ¢, = 0. Hence in the matrix (1.31) one has p17 = 12 =
... = pfog = 0. Thus, on changing variables to 71, 7y3, 74, the method used to
estimate A (g4) applies to NV (g3) as well, and gives of course A'(g3) = o(P'?).

Our next task is to estimate N(g;) when R = 13. Success in the above
method is dependent on the large number of zeros among the c;’s, and
we have now one more non-zero c;. Therefore we first pick three indices,
k,l,m, say, with 5 < k <[ <11 <m < 22 such that My ,, has non-zero
determinant (such a matrix does in fact exist, see our proof that Ms . 2o
is partitionable when R = 13). For simplicity we may suppose that k =
10,1 = 11,m = 12. Then we decompose G() as

where
9

22
Gs(e) =[J9();  Gal@) =[] 9();  Gs(@) = g(mo)g(n1)g(n2) -

=5 =13

The change of variable (a1, ag, a3) — (710,711, 712) is non-singular. Hence,
from Lemma 7,

[ 1G5(a)[® dow < P3/4%<.

11

Holder’s inequality can now be used to dispose of the factor G5 by writing
N(ga) < T5/6 p(1/6)(39/4+e) p3/i+3
where

T= [[f(m)f(32)f(3)Gs()Ga(@)|”* da
18

= [ J 1) f(2)Ga()® [ |£(33)Gs(a)|%/® dag s dan
0 0 0



Three additive cubic equations 53

in analogy to (1.44). In the inner integral a trivial estimate for f and Lemma
8 give
9 1

1
f |f(13)Gs()|*/® das < P/ Z f |f(cz03)l|g(7:)|° davg < P1/5FE
0 i=5 0

uniformly in a1, ap. This is the same method we applied to the inner integral
in (1.44). Now, again by trivial estimates,

11
f f|f(71)f(72)G4(a)|6/5da1 dovy

0 0
1 1
< P2 [ [1f()f(32)l|Ga(@)”/® don daz = PP, say.
0 0

We shall prove that

Collecting together we deduce that T < P'2+3/5+40 and this gives
(1.52) N(gs) < P131/8+60,

which is more than required. The bound for I* can be proved in much the
same way as the bound for I in (1.45), with |G4(cx)|%/° taking the role of
|G2(a)|. In fact, since any ratio occurs at most five times in the sequence
a, /b, when 13 < v < 22, we have

Ga(@) < > 1glw)g(n)l

13<r,u<22
a,byF#aub,

so that we deduce from Lemma 7 that

1 1
f f \G4(a)]6/5 do < P13/2+E,
0 0

1 1
[ [164(@)[#96/ dor < P10,
0 0

which serve as surrogates for (1.48) and (1.49). Then, following our treat-
ment of I, it only remains to estimate the contribution from 91; and MNs.
Here a little more care is required in picking the numbers k,[. It is clear
that among the numbers a13/b13, ..., az2/bas a ratio with b; = 0 can occur
at most four times (otherwise, since by = 0, there would be a 6 x 3 sub-
matrix of M of rank 1, which is not the case). All the other ratios a, /b,
may occur five times, but for these we find automatically that -, is linearly
independent of «1. Hence, by picking v;,~% from the largest blocks of equal
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ratios with b, # 0, we can arrange that in the sequence a, /b,, 13 < v < 22,
v # k, [, any ratio occurs at most four times. For simplicity we may suppose
that £ = 13, [ = 14. Then we have

J OGP & (a0
Here Jj, is given by (1.50) and

f f (T 56 gris g0 ) e

v=15

By Holder’s inequality we find, as in (1.51), that K* < P?3/3+¢. This com-
pletes the proof of (1.52). It must now suffice to remark that the treatment
carries over to the set gs just as in the case R = 14.

We now distinguish two cases, whether M 3 4 is singular or not (that is,
whether by = 0 or not).

First suppose that det M 34 # 0. Then M, ;; is non-singular for all
1<i<j < k<4, just as in Case 1. In particular, the change of variable
a — (v1,73,74) is non-singular. Slightly digressing from earlier usage we
now write

Yo = Vo1 + Avy3 + HoVa

and consider the associated matrix N defined in (1.31). This matrix is
partitionable since M5 6 . 22 is partitionable. By Proposition 2, the largest
n X 3 submatrix of rank 2 consists of n < 12 columns. Let V be the set of
all v with 5 <wv < 22 and ¥, # 0. By the condition on rank 2 submatrices
we have at once |V| > 6.

If V| =6 or |V| = 7 then we are exactly in the same situation we were
faced with in estimating N (gs) and N (gs). Hence the arguments given
above apply here as well, and we immediately have the bound

N(g1) = o(P"?).
From (1.41) and the definitions in §4 we easily deduce that
m:ggLJg4U91UR2U£.

Now recall the treatment of K2 in §4. The only ingredients are (1.20) and
(1.21), and these estimates hold providing that det My 3.4 # 0 and M5 . 22
is partitionable. Thus (1.22) holds here as well. The treatment of the set
£ required also (1.20), which is available here, and Lemma 11 and (1.24).
Here we needed that all 3 x 3 submatrices of M 34 have rank 3, which is
our initial hypothesis currently. Hence, as in §4 we have N(£) = o(P'?),
and this finally gives V'(m) = o(P'3).

Now suppose that |V| > 8. Recall that the treatment of $34 in §4
depended on the facts that |V| > 8, that M5 ¢ . 22 is partitionable, and that
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det M; 3.4 # 0. All these conditions being fulfilled here, we may refer to §4
for the estimate

N($3.4) = o(P').
Now note that
m293Ug4Uf)374Uﬁ1 URQUS.

We saw already that the sets &; and £ can be treated as in §4, so that again
we arrive at A'(m) = o(P'3). This establishes (1.12) in Case II when M 34
is non-singular.

It remains to complete the estimation of N'(m) when M; 34 is singular.
In this case we wish to change variables to 72,3, v4, which is possible since
My 3 4 has non-vanishing determinant. Thus, for v > 5 we write

Yo = VY2 + ApY3 + floVa -
Also we may write
71 = d3¥3 + days

with di non-zero rationals. Thus, the matrix of coefficients of the linear
forms 7, in 2, vs,v4 is of the shape

0 1 0 0 95 ... v
(1.53) ds 01 0 As ... Ao
d4 0 0 1 1255 cee o U292

As before let V be the set of all v with 5 < v < 22 and ¥, # 0. Any row in
(1.53) may contain at most 14 zeros (since R < 14). Hence |V| > 7.
We wish to estimate the contribution from the set

b = {aem:|f(n2)] < P40, |f(m)] = PP (1=3,4)}

first. Here the argument again bifurcates according to |V| =7 or |V| > 8.
First suppose that |V| = 7. For notational simplicity we shall also sup-
pose that V = {5,6,...,11}. Then we decompose G into

G(a) = Go(a)Gr ()

where
11 22
Go(a) = [Jo(v), Gl =[] 9(m),
i=5 i=12
and observe that the definition of hs leads to the estimate
(1.54) N(ba) < PP [ [ F(0) £ (78) F(74) G ()]
¢ ¢

1
X f |Gs(a)| dyadyzdys .
0
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Now consider the inner integral here. We have, by (1.18) and Schwarz’s
inequality,

erG \d72<2 f|g%| d

i=5 0
11

<3 ( flatwtan)"( it an)”
0

o

But, for s =3 or s =4,

1 S
[ g0 dre = 3 e( 3o (s + i) @f — o))
0 4. Aad=yi4. 4yd =1
zi,y; €A
1
< > 1= [ |g(e)* da.
o+ Fad=yi+. 498 0
zi,y; €A

Hence, by Lemma 7, (1.54) and Holder’s inequality,

(1.55)  N(by) < PO/AFSS/ST20 [0 [ (qg) f(q) £ (1) Gr (@) | dysdra
¢ ¢

1/4
< P?’g/”%( f f\f ) f(ya)[* d73d74>

" < / f’f(%)G7(a)!4/3 d73d74>3/4

By a now familiar argument the sequence ds/dg, A12/pt12, - .., Aoa /o2 does
not contain a value occurring more than five times. Hence

F()Gr(@)[*? < [f(m)g()F+ D lgln)g(y)I®

12<i<; <22
Ni bl ENj i

for some t such that +; and «; are linearly independent. Then as usual we
deduce from Lemma 7 and the bound (Vaughan [24], Theorem 2)

1

[ 1f(@)*da < P?
0

that

1 1
[ [1f)Gr(@)|*? dyzdys < P
0 0
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The first integral in (1.55) is estimated by Lemma 6, and we arrive at
(156) N(h?) < P39/8+25(P2+8)1/4(P10>3/4 < P13—§,

which is acceptable.

Now suppose that |[V| > 8, choose a partition of the submatrix N
(as defined in (1.31)) of the matrix (1.53), and write this partition as
N® . N©® where as on earlier occasions the NU) are disjoint 3 x 3
submatrices of N, of rank 3. From |V| > 8 we deduce that there must be
two N which have at least two columns with 9}, # 0, say NO N® De-
note the set of all indices corresponding to the columns in N and N
by D, and the other indices in {5,6,...,22} by £. Then, using the notation
introduced in (1.34), we find from Schwarz’s inequality that

(1.57) N(bg)

<P ([ [ 1) F ) Fon)P f G dradyadra)
¢ ¢

(fle |2da) v

By construction the submatrix of N formed with the columns from &£ is
partitionable. Hence the second integral is readily seen to be < P'®. Thus

(1.58) N (hy) < P13/2+3/443 J1/2

where J denotes the first triple integral in (1.57).

Let € be the set of all (73,74) € & x & where | f(v1)| > P3/*+° and let ©
be the set of all such (v3,v4) where the opposite inequality |f(vy;)| < P3/4+9
holds. Then J = Jg 4+ Jp» where Jy denotes the contribution to J arising
from a subset B C € x €. Note that the two-dimensional changes of variable
(v3,74) — (71,73) and (7v3,74) — (71,74) are both non-singular, and that
(v3,74) € € implies that 77 (mod 1) € €. The variable 75 being unaffected
by these transformations we deduce via (1.18) that

Je < Jiz+ Jia + J3u

where

Jut = f f [ (o) F () Pt (v, )

with
1
Ui () = [ |G () drs .
0

For d € D we write

Ya = Va2 + )\El Y + M(M)
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and then see that

Vit (Ve 1) = Z Vi1 (h, ha)e(hiyk + hayi)
hi,h2

where 1, ;(h1, ha) is the number of solutions to

> Dalah =0,

deD
Z )‘(kl) yd) = ha,
deD
D> g (g = i) = ha-
deD

Recall that at least four numbers /4 are non-zero. Hence the integrals Jy;
are the same as the integrals occurring on the right hand side of (1.37).
Thus, as in (1.40) we see that J; < P?T¢, and hence Jg < P9T¢.

For the treatment of ® we imitate the proof of Lemma 10. In the notation
introduced there, and bringing in the upper bound for f(+;1) we obtain the
initial estimate

Jo < PPN T N k(g3)?k(04)° Y Iegs (hs)eg, (ha)|th(hs, ha).
qs<P3/% qu<P3/4 h3,h4

Here we have dropped an unimportant double index from 1. The contribu-
tion from terms with hg = hy = 0 is

< P3/2+26—2 Z Z Q3Q4/€(Q3>2H(Q4)2w(070) < P7+36
qa<P3/4 g, <P3/4
by (1.38) and the easy bound

Z k(q)? < X°.

g<X

For the contribution from terms with hz = 0 and hy # 0 we use x(q4)? <
qi_Q/S < PY4eq ! for g4 < P3/*, and may now proceed as in the proof of
Lemma 10. We find that these terms contribute

<<P3/2+35—2+1/4 Z q3’€ Q3 Z q4 Z |Cq4 h4 |¢ O h4)
g3 <P3/4 qu<P3/4 ha70
< P1/2+4(5 Z ¢(0,h4) < P8+1/2+55 < P9.
ha47#0

In the final estimate we used (1.40). Of course terms with hy = 0, hg # 0
can be treated by the same method. In much the same way we also see that
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the contribution from terms with hghy # 0 is

< PRRTEESTLZ N (gyqa) Tt > gy (ha)cg, (ha)l(ha, ha)
q3,Q4SP3/4 h3h4?50

< PN " (hg, hy) < PO
LEN

This follows via (1.38). Hence we now have Jp < P%7%0 and the same
bound therefore holds for .J. This is put into (1.58) to infer that

N(h2) < P13_1/4+66.

Hence (1.56) is now verified in all cases.
The remaining part of m is easier to deal with. We observe that

m=g3UgsUbh UK UZL;

and since M» 3 4 has non-vanishing determinant and M5, ... 22 is partition-
able, the treatment of £; in §4 applies here as well. Thus it remains to
estimate the contribution from £, which is a bit harder than in Case I. The
method from §4 is readily adopted to show that

(1.59) f (3 f () f () P4® dex = o( PT2/57%) = o( P17/%)

providing 1 <i < j <k <4 and det M; ;; # 0.
When R = 14 we choose : = 1,j = 2,k = 4, and when R = 13 we choose
i =2,j =23, k=4. Then, by (1.59) and Holder’s inequality,

N(L) < (0(P17/5))5/24( f P G) 2419 da) 19/24
st

where [ =4 when R = 14 and [ = 1 when R = 13. Now, by (1.18),
22

TGP < |Gla 14/3+Z!fw [T o0

= i#g
1=5

4/3

Thus, providing that any 18 x 3 submatrix of M; 5 ¢ ... 22 is partitionable, we
may integrate the previous inequality and find in much the same way as in

(1.20) that
f |f ’Yl ‘24/19 do < P15

This implies that N (£) = o(P'?), and it remains to show that any 18x 3 sub-
matrix of M 56, .. 22 is partitionable. Write, for brevity, U = {l,5,6,...,22},
and define M J’ = M\ ;1 to have a shorthand for the submatrix of M, with
the jth column taken out.
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First consider the case R = 14, [ = 4. For M] = M there is nothing to
prove. If 5 < j <10 then M contains exactly six columns with ¢; # 0 and
twelve columns with ¢; = 0. Now the method used at the beginning of this
section is readily adopted to construct a partition of M ]’ If11 <5 <22
then MJ/ contains exactly seven columns with ¢; # 0 and eleven columns
with ¢; = 0. Again the method from the beginning of this section (this
time from the consideration of the case R = 13 there) can be used to find a
partition.

Now let R = 13, [ = 1. Again for M/ there is nothing to show. But,
when 5 < j < 11, then MJ’ contains exactly six columns with ¢; # 0, and
when 12 < j < 22, then M ]’ contains exactly seven columns with ¢; # 0.
Thus we may again refer to the beginning of this section for a method to
find a partition.

This establishes (1.12) in case II.

6. Asymptotics on the major arcs. The treatment of the major
arcs is by standard endgame technique in the Hardy-Littlewood method.
We can closely follow Davenport and Lewis [17], and the argument is only
given in outline.

Let a; =t;/q + B;. Then, by (1.2),

vty + byts + cot
(1.60) vy = 2 22 U5 a1+ byfa + coffs

dy
=—+ N, say,
Qv

with integers d,, ¢, satisfying (d,,q,) = 1 and ¢,|g. Then, from Lemma 5
we have at once

F(v) = 45 'S (qu, dy)w(ny) + O(PF)
for 1 <v <4 and a € M(q,t). Also, for these o we have

(1.61) 9(v) = ¢, " 5(qu, dy)w* (n,) + O(P(log P)~%)
where
(cp)?
* _ } —2/3 log a
w' () =5 P[ o Q(nlog 5 ) elaB) do

and p(«) is Dickman’s function (for a precise definition see [8]) of which we
only need to know that it is continuous, positive and bounded for a € [1, C].
A proof of (1.61) is given in §13 of Briidern [6]. The measure of 9 is
< (log P)? P~ and with the trivial bounds w(8) < P, w*(8) < P and
q15(g,d) < 1 we see that

(1.62) N (@) = &1 + o(P*?)
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where

22
J = f w(nl)w(n2)w(773)w(n4) H w*(nj) dﬁldﬂQdﬁg ,
(1.63) M (1,0,0,0) e

61 = Z Z (‘h : -'QQ2)725(Q1,d1) s S(Q227d22),
g<(log P)% 't

and where >} denotes a sum over 1 < t1,to,t3 < q with (¢1,t2,t3,9) = 1.
The method of proof of Lemma 30 of Davenport and Lewis [17] is readily
adopted to show that

(1.64) J = TIP3 +o(P"?)

for some constant I" > 0.

Now we complete the partial singular series (1.62). Here we require the
bound

(165) Z*<q1 c. C]Qg)_l/3 < q€_4/3 y
t

the numbers g; being given by (1.60). To see this note that Ma 3 20 is

partitionable. Hence, by (1.18),

Z*(m )P < Z Z*(q@'%‘%)q/g .

t 2<i<j<k<22 t
det Mmﬂ)k;ﬁo

-----

Now the method of proof of Lemma 23 in Davenport and Lewis [17] is readily
adopted (there are only obvious modifications in the exponent to be made)
to bound the inner sum by ¢°~*/3. This gives (1.65).

The bound ¢, 15(q,,d,) < qf,_l/s is implicit in (1.17). We also have
quls(qm dv) = qils(Qa ayty + byt + Cvt3)

as is readily checked from (1.15). Hence, from (1.65) and (1.63) we deduce
that

(1.66) 6, =6+ 0(1)

where
o . 22

(167) G = Z q722 Z H S(q, ait1 + bty + Cit3) .
g=1 t i=1

Combining (1.62), (1.64) and (1.66) we arrive at (1.13).

By (1.65), the series (1.67) is absolutely convergent. The proof of
Lemma 31 in Davenport and Lewis [17] applies here as well, with their
reference to their Lemma 23 replaced by our (1.65), which suffices. We
restate this lemma here for convenience.



62 O. D. Atkinson et al.

LEMMA 12. Suppose the equations (0.6) have a non-singular p-adic sol-
ution for all primes p. Then & > 0.

Under the hypothesis of Lemma 12 we have N’ > P! from (1.12) and
(1.13). In particular, this proves Theorem 1A.

CHAPTER 2
p-ADIC ARGUMENTS

1. Introduction to p-adic solutions. We label the three additive
cubic equations as

F(x) =a123 +... +anzy =0,
(2.1) G(:D) :b1$§+...+b1\]l"})’v :0,
H(x) =c123 + ... +cyay =0

with integer coefficients, where N > 22. The purpose of this chapter is to
prove Theorem 2 which we restate here for convenience.

THEOREM 2. Suppose that N > 22. Then the equations (2.1) have a non-
trivial p-adic solutions except (possibly) for p =3,7,13,19,31,37 and 43.

Recall that Davenport and Lewis [15] showed that the congruences

(2.2) D = a3 + 223 + 623 — 43 =0 (mod7),

U= xy + 223 + 425 + 23 =0 (mod 7)
have no non-trivial solutions. Adjoining a third congruence, say
(2.3) E=x+2+ 2 =0 (mod7),

we can obtain a system of three congruences (mod 7) which only have sin-
gular solutions. In theory, for the exceptional primes p > 7, it is possible
to decide the question of p-adic solutions computationally. We outline a
procedure for this in §§12-15, although the computations are too long to
be practical at present. We have not been able to settle the question of
3-adic solutions; the indications from Davenport and Lewis [15] and Cook
[12] are that the 3-adic case could take up more pages than all the other
primes put together. For any given system of 3 equations it is reasonably
straightforward to check if there are solutions in the exceptional p-adic fields
not settled by the theorem.

2. Preliminaries. Let v = 7(p) be given by v(p) =1, p # 3, v(3) = 2.
Hensel’s lemma shows that the equations (2.1) will have a non-trivial p-adic
solution provided that the congruences

(2.4) F(x) =G(x) = H(x) =0 (mod p”)
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have a solution of rank 3. A solution = ¢ of the congruences (2.4) is said
to be of rank S if the matrix

a1 ... anqn
ci¢1 ... enCn

has rank S (mod p).

LEMMA 13. Suppose that the congruences (2.4) have a solution of rank 3.
Then the equations (2.1) have a non-trivial p-adic solution.

This is Lemma 9 of Davenport and Lewis [17].

In order to obtain a solution of rank 3 we use a p-adic normalization
argument due to Davenport and Lewis [17]. Since it works in the general
setting of R additive equations of odd degree k > 1,

(2.5) Fi(x) =apnzt + ... +ajnzh =0, i=1,...,R,

we state the results in this more general setting.

Two systems of additive forms Fi, ..., Fr and G1,...,Gg are said to be
p-equivalent if one system can be obtained from the other by a combination
of the operations

(2.6) @O fix) = fi(p* Dy, ..., p"May) for 1<i<R,

7

where v(1),...,v(N) are integers and
(2.7) (1) f'(x) =aifi(x)+...+ rfr(®) for1<i<R,

where the a;; are rational numbers with det(a;;) # 0. If the system Fi, ...
..., Fr has a simultaneous non-trivial zero in the p-adic field then so does
any p-equivalent system.

Let

(2.8) 0(Fy,...,Fr) =[] det(a)

where the product is taken over all R x R submatrices of (a;;). This defi-
nition differs slightly from that in §4 of Davenport and Lewis [17], where
permutations of the columns of a are allowed, the effect of which is to raise
f to the power of R! and does not affect the following arguments for R > 3.
As in §4 of Davenport and Lewis [17] a p-adic compactness argument shows
that it is sufficient to prove the theorem under the additional hypothesis
that

(2.9) O(Fy,....Fp) #£0,

since if # = 0 we can choose sequences of forms F}',..., Fj converging to
Fy,...,Fg p-adically and with §(F{',... , Fg) # 0.
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We may now assume that “0 # 07, a property that is preserved un-
der p-equivalence. From all the systems of forms that are p-equivalent to
Fy, ..., Fg, and so have 6 # 0, and have integral coefficients we select a
system fi,..., fr for which the power of p dividing 6(f1,..., fr) is least.
Such a system of forms is said to be p-normalized.

LEMMA 14. A p-normalized system of forms can be written (after renum-
bering the variables) as

(2.10) file) = F/ (z1,...,xm) + PG} (Tm+1,-- -, TN)
fori=1,..., R where

(2.11) m > N/k

and each of x1,..., %y occurs in at least one of FY, ..., Fg with a coefficient

not divistble by p.

Moreover, if we form any s linearly independent combinations of f{,...
..., ff (modp) and denote by q5 the minimum number of variables occurring
in at least one of these combinations with a coefficient not divisible by p then

(2.12) qs > sN/Rk
fors=1,... R.
This is Lemma 11 of Davenport and Lewis [17].

Returning now to the specific case k = 3, N > 22 we have to show that
the congruences

F*=a23 + ... +apzd, =0 (modp?),
(2.13) G* =b1a3 + ... + b3 =0 (modp?),
H*=ciz} + ...+ cpzs, =0 (modp?),
where
(2.14) m>8, q=¢q1 >3 and ¢ >5,

have a solution of rank 3 (modp).

LEMMA 15. If p = 2 (mod 3) then the congruences (2.13) have a solution
of rank 3 (modp).

Proof. In this case every residue (mod p) is a cubic residue, so that after
a substitution y; = 7 we may treat the congruences as linear equations in
Z,. Relabelling the variables and using row operations we may take the
matrix of coefficients as

I cy...cn)=1[I (]
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say, where [ is the 3 x 3 identity matrix and ¢y, ..., ¢,, are the columns of
C. We take y; = yo = y3 = 1 and solve Cnp = —(1,1,1)7 to give a solution
of rank 3.

LEMMA 16. The congruence

(2.15) az® 4+ by® + cz* = 0 (mod p)

is always soluble with at least one of x,y,z #Z 0 (modp).
This is Theorem 1 of Lewis [19].

Let 7, s, t denote the lengths of the longest, second longest and third
longest blocks of columns lying in a 1-dimensional subspace of ZS. Then
r>s>t>1. Let u(d) denote the maximum number of columns lying in a
d-dimensional subspace of Z;’. Then

(2.16) G =m— (3~ d);
in particular, » = u(1) and ga = m — r. Thus the inequalities
(2.17) m>8, g2>5, ¢g>3

are equivalent to

(2.18) m>8, wu(l)<m-5, p2)<m-3.

We observe that if u(1) = m — 5, u(2) = m — 3 and the corresponding 1-
and 2-dimensional subspaces of columns are disjoint then

(2.19) m > (1) + p(2) =2m -8,
orm < 8.

LEMMA 17. Suppose that m > 8. Then either we can choose a subset of
8 columns and still have ¢ > 3 and q2 > 5, or there is a subset of 9 columns
which can be partitioned into 3 independent 1-dimensional subsets, each
containing 3 columns.

Proof. While m > 8 we reduce m to m — 1 using the following rule:

If u(2) < m—3orif u(2) =m—3 and p(1) = m—>5 we discard a column
from the longest 1-dimensional block of columns. This reduces m to m — 1
and preserves the properties “u(1) < m —5” and “u(2) < m — 3” since the
blocks cannot be disjoint. (If there were 2 1-dimensional blocks of columns
of length m — 5 then u(2) > 2m — 10 > m — 1, contrary to (2.18).)

Otherwise we have (1) < m—5 and p(2) = m—3. In this case we discard
a column from the longest 2-dimensional block of columns. This reduces m
to m—1 and preserves the properties “u(1) < m—>5" and “u(2) < m-—3". (If
there were 2 disjoint 2-dimensional blocks of length m—3 then m > 2(m—3),
or m < 6; otherwise we discard a column in the intersection of the 2 blocks.
Since u(1l) < m — 5, any 2 2-dimensional blocks of length m — 3 meet in
exactly m — 6 columns. Then the m columns fall into 1-dimensional blocks
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of length 3, 3 and m — 6. If m > 9 we discard a column from the third of
these blocks.)

In the second of the possible outcomes described in Lemma 17 we may
suppose that the independent columns are multiples of the orthonormal basis
e, es, es. The required solution of rank 3 then follows by applying Lemma
16 to 3 independent congruences. We shall now suppose that p = 1 (mod 3),
so that v =1, and m = 8, g2 > 5 and ¢ > 3 in the congruences (2.13).

3. The case r = 3. In this case the system of congruences (2.13) is
equivalent to one with coefficient matrix

1 a1 Q9 0 O a; a2 as
(2.20) 0 0 0 1 0 b by bsl,
0 0 0 0 1 C1 C2 C3

where ajas #Z 0 (mod p).
LEMMA 18. Let p > 7. Suppose that
f=aazd+.. . +axd, g=bad+.. . +bad

where v > 5 and a;,b; are not both zero (modp) fori=1,...,v. Suppose
further that any form Af + pg, (A, 1) #Z (0,0) (modp), contains at least
3 wvariables with non-zero coefficients (mod p). Then the congruences

(2.21) f(x) = g(x) =0 (mod p)
have a solution of rank 2 (modp).
This is proved in §§3-5 of Cook [12].

Now ¢ > 3 so we can find a solution ¢ of the congruences
Ci +b1G7 + 0265 + b33 = 0 (modp),
(3 + e1(} + ali + e3¢5 = 0 (mod p)

having rank 2 (modp). In order to solve the congruences corresponding to
(2.20) we now need to solve

T3+ anxs + azay =d

where d = —a; (3 — a2¢3 — az¢3. This we achieve with the following lemma,
which is the case k = 3 of Davenport and Lewis [14].

LEMMA 19. The congruence
az® + by + cz* = d (modp)
is always soluble if abed Z 0 (mod p).

(If d = 0 (mod p) then the solubility follows from Lemma 16.)
The solution constructed in this way clearly has rank 3 (modp), so we
have proved
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LEMMA 20. Let p > 7 and p =1 (mod 3). If r > 3 then the congruences
(2.13) have a solution of rank 3 (modp).

4. The case ¢ = 3. In this case the congruences (2.13) are equivalent
to a system with coefficient matrix

1 0 0 a1 az a3 as as
(2.22) 0 1 0 b by by by bs|,
0 0 1 C1 C2 0 0 0

where ¢ico Z 0 (mod p).
LEMMA 21. Forp =1 (mod3), p > 7, the congruence
(2.23) az® + by* = ¢ (mod p)
is always soluble if abc Z 0 (mod p).
This is the case k = 3 of Theorem 3 of Chowla, Mann and Straus [9].

LEMMA 22. For p=1 (mod3), p > 7, and abc # 0 (mod p) the congru-
ence

(2.24) az® + by 4 cz* = 0 (mod p)
is always soluble with xy Z 0 (mod p).

This is essentially Lemma 6 of Stevenson [21]; she assumed that ¢ = 1
but we can multiply by ¢=! (mod p) to reduce to that case.
We begin by solving the congruence

(2.25) 2% 4 c1y} + coys =0 (mod p)

with zy; # 0 (mod p). We then have to solve 2 congruences of the form

fo=12% +azxd+asxi+aszd = A (modp),

2.26
(2.26) go= 3+ b3xs + by} + bz = B (modp).

LEMMA 23. Let p =1 (mod 3), p > 7. Suppose that any linear combina-
tion \fo + 1190, where (A, 1) # (0,0) (modp), contains at least ¢* variables
explicitly (mod p), where ¢* > 3. Then the congruences (2.26) have a solu-
tion of rank 2 (mod p).

Proof. When A = B =0 (modp) this follows from Lemma 18 so now
we suppose that A and B are not both zero (modp). If ¢* = 4 then any
non-trivial solution has rank 2 (mod p), and the result follows from Lemma
8 of Stevenson [21].

Now ¢* = 3, the longest block of columns in a 1-dimensional space has
length 2 so any solution of (2.26) with at least 3 variables non-zero (mod p)
will have rank 2. We can replace the congruences (2.26) with an equivalent
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System

fi(@) = 23 + ax3  + agx} + az2d = a (modp),

gi(x) = 3 + byz} 4 bszd = b (mod p)
where a and b are not both zero (mod p).

Suppose first that b = 0 (modp). Using Lemma 22 we can solve
g(x3,24,25) = 0 (modp) with zgxs # 0 (modp). Then (—x3, —x4, —75)
is also a solution. Let a’ = ayx3 + asxi. If a — a’,a + ' are both zero
(modp) then a = 0 (modp), contrary to b = 0 (modp) and a,b not both
zero (modp). Therefore we can choose one of the solutions +(z3, x4, z5)
so that ¢ = a £ a’ # 0 (modp). Using Lemma 21 we can then solve
23 + asw3 = ¢ (mod p) to give the required solution of rank 2.

Now b # 0 (modp) and we choose z3 = +1 so that b’ = b — 23 #
0 (mod p), and using Lemma 21 we can solve byz3 + bsxi = b’ (mod p) and
one of x4, x5 is non-zero (mod p). The congruence for f; becomes

(2.27)

(2.28) 23 + axxd = d’ (modp).

If a’ # 0 (mod p) we can again use Lemma 21 to give a solution with one of
Z1, T2 non-zero (mod p), and the simultaneous solution has rank 2.

Now o’ = 0 in (2.28) and we take 1 = x5 = 0 in our simultaneous
solution. If x; # 0 (where i = 4 or 5) the solution has rank 2 unless
a; = 0 (modp), in which case, renumbering so that i = 4, the congruences
become

T3 + agws + asri = a (modp),

2.29
(2:29) 23 + byxi + bszd = b (mod p),

where none of the coefficients are zero (modp). Thus the values a — as,
a, a + as are distinct (modp), and so are b — b5, b, b + bs. Thus we can
take x5 to be one of 0, £1 so that a — a5x§, b — b5x§’ are both non-zero
(mod p). We can then solve the resulting congruences using Lemma 21, to
give a simultaneous solution of rank 2 (modp) and complete the proof of
the lemma.

The solution to (2.26) of rank 2 then gives a simultaneous solution of
rank 3 to the congruences with coefficient matrix (2.22), completing the
argument when ¢ = 3.

5. The case t = 2. We now have r = s =t = 2 and ¢ > 4 so the
congruences are equivalent to a system

3+ axs + aqw3 + azw3 =0 (modp),
vy + bys +biw? + bow3 =0 (modp),
23+ cz3 + crw$ + cowi =0 (mod p)
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where the coefficients are all non-zero. We take w; = —1, wy = 0 and then
solve three independent congruences

w3 4axs=a;, Y +bys=by, 2°+cz5 =c (modp)

using Lemma 21. Clearly this solution has rank 3 (modp).
Now we may suppose that ¢t = 1.

6. The case s = 2. Now r = s = 2, = 1 and we begin by observing
that the congruences (2.13) are equivalent to a system with coefficient matrix

1 a 0 0 a9y a1 as asg
0 0 1 b bo b1 b2 b3
0 0 0 0 ¢ ¢1 ¢ c3

The cubic residues (modp) form a subgroup of the nonzero residue
classes. If Q is a cubic non-residue (modp) then S = {1,Q,Q?*} is a set
of representatives from the 3 cosets. Using substitutions * — ax we can
bring the coefficients cg, ¢1, c2, c3 into the set S. Then 2 of them, ¢y and ¢;
say, must be equal and we multiply the third congruence by c; ! to make
co = ¢1 = 1. We then replace fo, go by fo—aoho, go—boho to give a coefficient
matrix

1 a 0 0 0 a1 as ag
0O 01 b 0 by by b3
0 0001 1 ¢ c3

Since t = 1, a; and by are not both 0. If a1b; Z 0 (modp) we take the
last 4 variables to be 1,—1,0,0 and solve
#} +azd =ar, yi+bys =bi (modp)
to give the required solution of rank 3.
Now we may suppose that exactly one of aj,b; is 0 (modp), say a; =
0 (mod p). Then asas #Z 0 (mod p) since ¢ > 4. If co = c3 we take the last 4
variables to be 1,—1,1, —1 and then solve two congruences
23 + ax? = a3 — as (modp),
Y2 + by = bg — by + by (modp),
where possibly the solution is trivial. However, the non-zero variables are
based on the columns

0 0 a9
(2.30) 0 by by
1 1 Co

where ag #Z 0 (mod p), and so the solution has rank 3 (modp).
Now co # c¢3 and we relabel so that co # 1. Using Lemma 22 we
see that the congruence 22 + w$ + cow3 # 0 (modp) has a solution with
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wiwy #Z 0 (modp). Since cp is a cubic non-residue we must also have
z #Z 0 (modp). We take the last variable ws = 0 and then solve two
congruences x° + azx$ = A, y3 +by? = B (mod p), and again these solutions
may be trivial. Again, the non-zero variables are based on the columns
(2.30) and so the solution has rank 3 (mod p).

7. The case r = 2, ¢ = 5. Now r = 2,s =t = 1 and the system is
equivalent to

fo =23 + az? +awi + ... +aqwi =0 (modp),
(2.31) go = v+ bwd + ...+ bywi =0 (modp),
ho = 22+ crwi + ... + cqwi =0 (modp) .

Since g > 3 it follows from Lemma 18 that the congruences gy = hg =
0 (mod p) have a solution of rank 2, and in particular must contain at least
3 non-zero variables. Then fy =0 (mod p) becomes

23 4+ az? = A (mod p)

and if A #Z 0 (mod p) this has a non-trivial solution. The resulting solution
contains non-zero variables on 3 columns of the form

o 0 Q9
0 B [
0 7 7

where (172 — f271) # 0 (modp). Therefore the solution has rank 3
(mod p).
Now we may suppose that the solution of gg = hyp = 0 has A = 0 (mod p).

LEMMA 24. Suppose that ¢ > €. Then any solution to the congruences
fo = g0 = ho = 0 (mod p) with at least m—{ variables non-zero is necessarily
of rank 3.

Proof. Recall that u(2), the maximum number of columns in a 2-
dimensional space, is m — q. Therefore, in this solution, the non-zero vari-
ables cannot lie in a block of columns restricted to a 2-dimensional space.
Therefore the solution has rank 3.

Now r =2s0 qg=4 or 5.

Suppose g = 5. If at least 4 of y, z, w1, . .., w4 are non-zero then the com-
mon solution has rank 3 (mod p). Now suppose that only 3 of y, z, w1, ..., wy
are non-zero. The corresponding sections of gg, hg are equivalent to a pair
where the coefficient matrix is

1 0 b
[O 1 c}
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and b, c are cubic residues (modp). If this solution has A = 0 then the
system of congruences has coefficient matrix

1 a 0 0 0 a1 as ag
(2.32) 0 01 0 b by by b3
0 001 ¢ @ co c3

Consider the sections
f* = 2%+ az} + ayw? + aw3 + azw3 =0 (mod p),
g* = biw + bowi + bswi =0 (modp).

Suppose that some form Af* + pg*, (A, 1) # (0,0) (modp), has ¢* < 2
variables explicitly (modp). Then the corresponding form A\f + pg has at
most 4 variables and this is not possible since ¢ = 5. Therefore we may
apply Lemma 18 to obtain a solution of rank 2 (mod p). In particular, some
non-zero variable will have a non-zero coefficient in f*.

The third congruence then becomes 2% + cw® = C (mod p) and, since
¢ is a cubic residue (modp), we can solve this with w # 0 and then solve

(2.33)

y3 = B = —bw? (mod p). The non-zero variables are based on columns
0 0 o
1 vV
0 ¢ ¢

where a’ #Z 0 (mod p), and so the solution has rank 3.

8. The case r = 2, ¢ = 4. We begin as in §7. If at least 5 of
Y, 2, W1, ..., w4 in our solution of gy = hg = 0 (mod p) are non-zero then we
have a common solution of rank 3.

Now suppose that exactly 4 of the variables are non-zero and that there is
no solution with exactly 3 variables non-zero. Replacing f by f—a;b; g ete.
we may suppose that the non-zero variables are y, z, w1, wo. If the resulting
solution of (2.31) has rank 2 then the coefficient matrix is

1 a 0 O 0 0 az Qg
0 01 0 by by by by
0 001 g ¢ 3 ¢y
Since s = 1, byca — bacy #Z 0 (mod p). Taking wy = —1 we use Lemma 23 to
give a solution of rank 2 to the congruences
y3 + blw‘;’ + bgwg’ + bgwg =by (modp) ,
23 + cyw$ + cow3 + c3w3 = ¢y (mod p).
Let A = —azw3 + a4 and solve 3 +az} = A (modp). If A # 0 this gives
the required solution of rank 3 (modp).

If A =0 then ws # 0 (modp). Since we are assuming that there is no
solution to gg = ho with just 3 variables non-zero at least 2 of y, z, wy, wo
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are non-zero. If wijws # 0 we consider the variables wy,ws,w3. If 2 Z 0
consider the variables z, w3z and one of 4, w,ws. In each case the variables
are non-zero and the corresponding columns have non-zero determinant.
Now z and one of wy and ws, we say, are zero (modp) so we consider the
variables y, w1, and ws. Since s = 1 we have ¢; Z 0 so

0 0 as
1 b1 b3 = asCy ?é 0
0 C1 C3

(as # 0 because ¢ = 4). Thus we have a solution of rank 3 (modp).

Now suppose there is a solution of g9 = hy = 0 with exactly 3 of
Y, Z, W1, ..., ws non-zero. We proceed as for the case ¢ = 5 and obtain
the forms f*, ¢* as in (2.33). If ¢ > 3 then the proof goes through as in
the case ¢ = 5 so now suppose that ¢* < 2. Either

(a) one of the b;’s, by say, is 0 and the coefficients in (2.33) are

1 a a1 as ag
0 0 0 by bs.
We take wy = w3z = 0, solve
23 + az? + ajwi = 0 (mod p)

non-trivially and then continue exactly as in the case ¢ = 5. Or

(b) the last 3 columns in (2.33) lie in a 1-dimensional space, a; = Ab; for
i = 1,2,3. Then the system of congruences is equivalent to a system with
coefficient matrix

1 a a 0 gz 0 0 O
0 01 0 b by by b3
0 0 01 ¢ ¢ co c3

Since s = 1 we have b; Z 0 and b;c; — bjc; Z0 for i # j, 1 <, j < 3. Now
b and c are cubic residues so we can solve
vy +bw? =0 (modp),
23 + cw® = 0 (mod p)

with all 3 variables non-zero. Let A = —ay® — aqw?. If A # 0 we use a
non-trivial solution of 2% + a23 = A to give a solution of rank 3. If A =0
the solution (y, z,w) still gives a solution of rank 3 (mod p) unless a; = ab.

So far we have used S = {1,Q,Q?} as our set of coset representatives,
however Davenport and Lewis [15] showed (Lemma 9) that there is a set
S1 = {1, A, B} of coset representatives with

1+ A+ B=0 (modp).

Using substitutions * — «ax we can bring the coefficients ¢, ¢y, co,c3
into S1. Since c¢ is a cubic residue it will be 1. Either ¢y, cs, c3 contain a
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repetition, say ¢; = c¢g, or c1,ca,c3 are 1, A, B. We construct a solution of
ho = 0 by taking z = —w = u and either wy, = —wy = v, w3 = 0 if ¢; = co,
or wy = we = wsz = v if ¢1, ¢, c3 are 1, A, B. The congruences fy = gg =0
become

3 + az$ + ay® — abu? =0 (modp),

2.34
(2:34) y3 — bud + fv® =0 (modp).

If =0 (modp) we solve ® = bu? to give a solution of rank 3. Otherwise
we can apply Lemma 18 to give a solution of rank 2 to these congruences
(2.34), and this gives a solution of rank 3 to the congruences (2.31).

From now on we may suppose that r = 1.

9. The case ¢ = 6. Now the columns of coefficients lie in general
position in ZS, so any non-trivial solution of fy = go = ho (modp) has
rank 3. We use exponential sums to count the solutions. The number N of
solutions (mod p) to the congruences (2.13) is given by

(2.35) PN= YY) T(A)...T(4s),

u1,uz,u3 (modp)

where
(236) Aj = uia; + Ugbj + usc; ,
(2.37) T(A)= Y e(Az®/p).

z (mod p)
Separating out the term u; = us = ug = 0 in (2.35) we see that
(2.38) PPN=p* =) "> "T(4)...T(As).
uZ0

We classify the points u # 0 according to the number 7 of linear forms
A; which are 0 (modp). Since ¢ = 6 we have 7 < 2 and

(2.39) PPN —p® =3+, +2,
where . is the sum over those points u (mod p) for which exactly j forms
A; are 0 (modp).

Since any 3 different forms A;, A;, Ay, are independent, the mapping
(A, Aj, A) — (u1,u2,us) is a bijection (modp) and so

(240) Sl < max  SOSTST T(A)T(A)T(AR P

distinct AiZ0,4;Z0,AxZ0

= YN )Tl )P = (@)

u1Z0, uzZ0, uzZ0 uZ0
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Let
(2.41) Sp =Y |T(u)
u#0
We have, from Lemma 2.5.1 of Dodson [18],
(2.42) Sy =2p(p—1)
and, from eq. (35) of Cook [12],
(2.43) Si=6p*(p—1).

From Hélder’s inequality we have
Ss/s < 52/351/3
and so
(2.44) 2201 < S584 = 24p*(p — 1)°.

The contribution to ) ; coming from those points w # 0 for which
Ag =0 is at most

pZZZ|T (A1) ... T(A7) |<pmaxZZZ’T A2

’U,ZO Ag 0 ’L#S u;‘éO Ag 0
A20, A;0

The mapping (A;, A;, Ag) — (u1,u2,us) is a bijection, so the right hand
term is

2
(2.45) P> |T(w)T(ug)? —p<Z!T \7/2> :
u1Z0 ua Z0 uZ0

1/453/4

From Holder’s inequality we have S7/5 < Sy SO

(2.46) 157, | < 8pSa 2832 = 96v/3p/2(p — 1)2.

The contribution to ), coming from those points w # 0 for which
A7 = Ag = 0 is at most

247) p* D D> T T(46)]

uz0, Ar=As=0

< p? max ZZZ A;)[° :pQZ|T(u)|6:p256,

=A5=0, A; %0 w20
since the mapping (A;, A7, Ag) — (u1,uz2,us3) is a bijection. Thus
(2.48) 13,1 < (5)p2Ss = 28 p*Ss..
Now for u #Z 0 (mod p) we have

(2.49) T (u)| < 2v/p
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S0
(2.50) Se < 4pSy = 24p3(p —1).
From (2.39) we now deduce
(2.51) N >p’ _p_3(20+21+22)
> p° —p 3 (24p” + 96v/3p'3/? + 672p%)
=p3{p* — (24p + 96+/3p + 672)} > 1
for p > 60.

10. The case ¢ = 5. We can suppose that the form hy contains 5
non-zero coefficients and that these coefficients are in the set S = {1, A, B}
of coset representatives with 1 + A+ B = 0 (mod p). We may also suppose
that the coefficients co, ..., cq, say, satisfy ¢cg = ¢; = 1 and either ¢; = c3
(type I) or ca =1, ¢c5 = A, ¢4 = B (type II). Now the coefficient matrix can
be taken as

1 0 0 a a ay
(2.52) 010 b b ... by
0 0 1 0 1 Cy C3 Cy

We solve hg = 0 by taking —z = wy = ¢ and either wy = —w3 = n (type I)
or wy = w3 = wy =10 (type II). The first two congruences then become
2 +awd 4+ a1+ an® =0 (modp),
Y3 + bw3 + b1¢3 + n3 =0 (modp) .
Suppose that & = = 0 (modp). If the coefficients are of type I then

as = ag, bo = by, co = c3, the two columns are equal and r > 1. Now the
coefficients are of type II, co = 1 and we have

(2.53)

as + a3 + ag =0 (mod p)
(2.54) by + b3 + by =0 (modp),
1 4+¢34+ ¢4 =0 (modp).
Since we also have ¢; = 1 we replace the column with index 2 by the column

with index 1. If the congruences (2.54) still hold then the two columns are
equal and r > 1.

LEMMA 25. Let p > 13,p = 1 (mod3). If abc # 0 (modp) then the
congruence

(2.55) az® + by + c2® = 0 (mod p)
has a solution with zyz # 0 (modp).

Proof. Using substitutions + — ax etc. we may suppose that the
coefficients a,b,c € S = {1,Q,Q?}. If a,b, c are not all equal (modp) we
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may suppose that b # ¢. By Lemma 22 there is a solution with yz # 0.
Since b # ¢ we also have x # 0.
Now a, b, ¢ are equal, on multiplying by a~! the congruence is

(2.56) 234192 + 22 =0 (mod p)

and we count the number N of solutions (mod p), using exponential sums.
We have

(2.57) IN —p*[ <p 'Ss<p ' 2ypSy=4p'P(p—1).

The number of solutions to (2.56) with exactly 2 variables non-zero is
9(p — 1), and there is one trivial solution. Thus we have a solution with
xyz # 0 (mod p) provided that

(2.58) P> >4p' P(p—1)+9(p—1)+1,

and this is satisfied when p > 37. When p = 19 we take z =1, y = —2 and
z =4, and when p =31 we take z = -1, y =8, 2 = 8.

Now we return to the congruences (2.53) and suppose that a; = a = 0.
We take x = w = 0 and solve

(2.59) y>+0:C° + B’ =

with all three variables non-zero, then take z = —(. The resulting solution
to the system of 3 congruences has at least 5 variables non-zero and so has
rank 3, from Lemma 24. A similar argument works if by = =0 (mod p).

Now suppose that “¢* < 2” for the congruences (2.53), i.e. three of the
columns lie in a 1-dimensional subspace. The only remaining possibility is
that aq/b1 = a2/bs = a/f (modp). We solve the single congruence

(2.60) aw® + a1¢® + an® = 0 (mod p)

with all three variables non-zero, and then take z = —(. This provides a
solution to the system of congruences with at least 5 variables non-zero, and
so of rank 3.

Now “g* > 3” so we can apply Lemma 19 to show that the congruences
(2.53) have a solution of rank 2, and so with at least 3 variables non-zero.
If {n # 0 we have z,w;,ws and ws non-zero, and since ¢ = 5 Lemma 24
shows that the solution has rank 3.

Suppose that n = 0 but ( Z0. We have z = —( # 0 and two of z,y, w
are non-zero. Thus we have a solution supported by three columns

0 of o
0o g g
I v v

where a*3' — o/3* # 0, and so the solution has rank 3 (mod p).
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Suppose that ¢ =0 but 7 #Z 0. Then 2 of z,y, w are non-zero so we have
a solution supported by columns [a;, b;, ¢;]7 for some i and two of

1 0 a
0 1 b
0 0 O

where ab # 0 (mod p). Therefore the solution has rank 3.
We are now left with the case when the only solutions of (2.53) have
¢ =n=0 (modp). We have a solution to

> +aw? =0 (modp),

2.61
(2.61) y3 + bw3 = 0 (mod p)

with all three variables non-zero. The coefficients a, b must be cubic residues
(mod p) and the number of non-trivial solutions (mod p) to the congruences
(2.61) is 9(p — 1). We repeat the calculations of §9, counting the number
of solutions to the three congruences which have some variable other than
Z, Y, W NON-zero.

We estimate ) 4, the contribution coming from the terms with exactly 4
forms A; = 0 by noting that such A; lie in a 2-dimensional subspace. Since
r =1 any two forms A;, A; with i # j are linearly independent. Since ¢ =5
it follows that any two triples of forms of rank 2 can intersect in at most
one form A. In order to estimate the number of such triples we identify the
forms A; with the vertices of the complete graph Kg. A triple (A;, A;, Ay)
corresponds to a triangle (i,7j,k) in Kg. Since two triples can meet in at
most one form the corresponding triangles are edge-disjoint. Each vertex of
Kg has degree 7 and so can lie in at most 3 such triangles, and therefore
there are at most 8 such triangles in all. Hence

2051 < 8p°S5
and
(262) N2>p° —p *(Co+21+22+2s)
> p° —p (S35 + 8pS2 )y +28p° S +8p°S5) > 1+ 9(p— 1)
for p > 61. However, the argument can be refined further. Suppose (1,2, 3)
is a triple occurring in the term ) ;. Then the forms Ay, Ay, A3 lie in a 2-
dimensional space, and any two of them are linearly independent. Therefore

the pairs (1,2), (2,3) and (3, 1) cannot occur in the contribution ) ,. Thus
the contribution ), + )", can be bounded by

3 2
28 _
orgf?s(rp S5 + (28 — 3r)p*Sg)

and we then deduce that N > 1+ 9(p — 1) for p = 61.
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11. The case g = 4. In this case we can take the coefficient matrix to
be
1 0 a1 Q9 0 a; ag das
0 1 B B2 0 by by b3
0 0 0 0 1 1 Co C3
Since r = 1 the coefficients «;, 3; are non-zero and a3 — g1 # 0 (mod p).
Further, at least one of a; and b; is non-zero.
We begin by taking —z = w; = (,ws = w3z = 0 to give a solution to
ho = 0. We then have to solve two congruences
3 o+ alv? + agvg’ +a:1>=0,
y3+ﬁlv§+ﬁgv§+b1 3=0
and we may apply Lemma 20 to give a solution of rank 2. If ( # 0 then this
leads to a solution of rank 3 to the 3 simultaneous congruences.
We show that the congruences (2.63) have a solution with ¢ # 0 by

using exponential sums to count the number of solutions. The number Ny
of solutions to (2.63) with ( = 0 satisfies

(2.64) INo—p*[ <p™2 D> |T(ua)T(us)T(As)T(Ay)]
(u1,u2)#(0,0)
= (p182)* =4(p - 1)?

(2.63)

SO
No <p*+4(p—1)>2.

Suppose first that the columns of coefficients in (2.63) are pairwise lin-
early independent. Then the number N of solutions to (2.63) satisfies

(2.65) [N —p®| <p (82, +5pSa) < p2(Sy/2S,"% + 5pSi)
= (48p)'*(p— 1) +30p(p — 1) ,

using minor modifications to the arguments of Cook [12]. If the columns are
not pairwise linearly independent then a1 /b; equals one of the other ratios
(mod p). There is now a contribution ), arising from points (u1,u2) with
two forms A = 0, but there are only 3 forms A; for which exactly one A = 0.
Thus the upper bound in (2.65) can be replaced by

(2.66) P 2(S2)5 + 3pSs +p?Ss) < p2(S5/284/% + 3pSy + p*8,/28,/%)
= (48p)"2(p —1)* + 18p(p — 1) + (12p)**p(p — 1) .
Thus we will have the required solution with ¢ # 0 provided that
P — {(48p)"2(p — 1)* + (12p)/?p(p — 1) + 18p(p — 1)} > p* + 4(p — 1)?,
i.e. p > 151.
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For p < 151 we repeat the calculations to see if
P> —p (S35 + 3pSa +p*S3) > p* +4(p— 1)

and find that the required solution with ¢ # 0 also exists for p = 151 and
139.

2

12. The case ¢ = 4 continued. Now let p < 139 be a fixed prime,
p = 1 (mod3),p > 13. We consider the congruences (2.63). If we can
show that they have a solution with all variables non-zero (mod p) then the
arguments of §11 show that we have the desired solution of rank 3.

Either a; # 0 or b1 # 0 so we may suppose that (1, 82,b1 are non-zero
(mod p). Let Q be a cubic non-residue (modp) and S = {1,Q,Q?}. Using
substitutions  — ax we have 31, 82,b1 € S and amongst the 4 coefficients
of the second congruence, two will be equal. Thus we may replace the
congruences (2.63) by

fo=123 +azxi +axd + aszd =0 (modp),

go= 3+ x5+ byxi + byzd =0 (modp)

where b3, by € S. At most two of the columns can be linearly dependent and

we suppose that these columns are multiples of 0/1. Thus at most one of

as, a4, as can be zero (mod p) and a;/b; # a;/b; for i # j (3 <1i,5 <5).
Suppose first that by = bs. Then

(2.67)

x = (z,u1,—u,v,—0)
clearly satisfies go(x) = 0 (mod p). Further,
fo(®) = 2® — azu® + (a4 — az)v® .
Since by = bs we have ay — a5 Z 0 (modp). Therefore, by Lemma 25, the
congruence fo(x) = 0 has a solution with all variables non-zero (modp),
provided that p > 13.

Now we may assume that by # bs and see that there are only 3 cases to
consider for gy (after renumbering x4 and x5):

Ty + s+ i+ Qal,
(2.68) T3+ o+ x+ Q%
23 + 3 + Qui + Q%a}.
For each of these three cases gy we form a list of the solutions to gy =
0 (mod p) with all 4 variables non-zero (the list either contains all the solu-
tions, or 1000 solutions if there are more). We then let fy run through all
the possible forms by letting a3, a4, a5 vary so that at most one a; = 0 and
the ratios a;/b; are distinct (modp). For each fy we run down the list of

solutions to find a solution to fy =0 (mod p).
(In fact the result still holds if we only have solutions with z; = 0, for



80 O. D. Atkinson et al.

we have xo,...,x5 and z non-zero. By Lemma 24 this will be enough to
ensure that we have a solution of rank 3.)

In this way a computer verified that the congruences (2.67) have a solu-
tion with all variables non-zero, provided that p > 31.

13. The case ¢ = 6, computations. Now suppose p > 7 is one of the
remaining exceptional primes and begin by writing the coefficient matrix in
the form

1 0 a a as
0 1 b by bs
0 0 ¢ C1 ... Cpn

Let S = {1, A, B} be a set of coset representatives (mod p) for which 1+ A+
B = 0 (modp). Using substitutions x — ax we can bring the coefficients
¢, C1,...,c51into S. There must be at least 2 pairs of repeated values amongst
¢, C1,-...,C5 SO We can suppose ¢ = c¢1, ca = c3. After multiplying the third
congruence by ¢~! and taking suitable linear combinations of f,g,h the
coefficient matrix becomes

1 0 0 a1 a2 a3 a4 as

0 1 0 b by bg by bs

0 01 1 ¢ ¢ ¢4 c5

with ¢, ¢4, c5 € S. Further, since the columns are in general position, all the
coefficients appearing are non-zero. We relabel so that ¢4 < ¢5.

If ¢4 = ¢5 then ., y, —u, u, v, —v, w, —w satisfies the third congruence and
puts the first 2 congruences into the form

23 +aud + (ag — a3)v® + (a4 — as)w (modp),

Y3+ brud + (b — b3)v® + (by — bs)w® =0 (mod p).
If “g* > 3” then these congruences have a solution of rank 2, using
Lemma 20. If “¢* < 3” then 3 of the columns lie in a 1-dimensional space and
we have a non-trivial solution of a single ternary cubic a¢® + 3£3 +n3 = 0.
This leads to a non-trivial solution of the system of 3 congruences, and since
q = 6 the solution will be non-singular.
We are now left with 9 forms hg with coefficients

3 =

001 1 1 1 1 A
00111 1 1 B
00111 1 A B
001 1 A A 1 A
0011 A A1 B
001 1 A A AB
0011 B B 1 A
0 011 B B 1 B
0 01 1 B B A B.
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For each of these forms we would form a list of all non-trivial solutions of
ho = 0 (modp). The computer then runs through all the (p — 1)*° possible
forms fp, go and checks that there is a common solution, or lists fq, go, ho
as a counter-example.

14. The case ¢ = 5, computations. Here p > 13 and we can write
the coefficient matrix in the form
1 0 a 0 a1 as az a4
0 1 b 0 by by by by
0 0 01 1 ¢ c3 cy4

where co,c3,¢4 and b € S = {1, A, B}, either ¢ = ¢35 or {co,c3,c4} =
{1, A, B}. The argument of §10 fails only when a and b are cubic residues,
sonow b =1 and a is a cubic residue (mod p).

Further, the argument of §10 fails only when the congruences

2 +awd+a;3=0,
v+ w3 =0
have no solution with ¢ #Z 0. We begin by forming a list L of the triples of

coefficients a, a1, b; for which this can happen, with a a cubic residue.
There are now 10 possible forms hg, where ¢z, c3, cq are

1 1 ¢
A A ¢
B B ¢
1 A B

with ¢ € S, after reordering the variables. For each hg we could form a
list of the non-trivial solutions to hg = 0 (mod p) and then run through all
possible fy, go by letting a,ai,b; run through the values in the list L, and
letting as, as, a4, b, bs, by run through all pb possible values. For each pair
fo, 90 we run down the list of solutions to hg = 0 to see if there is a common
solution of rank 3 (mod p). If there is not then we check the coefficients to
see that » = 1 and ¢ = 5. If these conditions are satisfied we list the triple
fo, 90, ho as a counter-example.

15. The case ¢ = 4. In this case we only consider p = 19 and the
coefficient matrix is

1 0 a1 Q9 0 a; a2 as
0 1 B B2 0 by by b3
0 0 0 0 1 1 Cy C3

where co, c3, 61,02 € S. On ordering the variables so that co < c3 there
are 6 forms hg to consider and for each hy we begin by forming a list of all
nontrivial solutions to hy = 0 (mod p).
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The argument of §11 fails only if the congruences (2.63) have no solution
with ¢ Z 0. We run through all possible coefficients, with 8; € S, a182 —
a7 Z 0 and form a list L’ of the coefficients 31, 32, a1, s, ai, by for which
there is no solution with ¢ #Z 0 (mod p).

For each of the 6 forms hg we run through all possible pairs of forms
fo, g0 by letting as, as, ba, b3 run through all possible values, and the other
coefficients run through the list L’. For each pair fy, go we run through
all the solutions of hy = 0 (modp) to see if there is a common solution of
rank 3 (modp). If there is not then we check the coefficients to see that
r =1 and q¢ = 4. If these conditions are satisfied we list the triple fo, go, ho
as a counter-example.
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