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1. Introduction. Let s = σ + it be a complex variable, ζ(s) the
Riemann zeta-function, and let R be any closed rectangle in the complex
plane C with edges parallel to the axes. For any σ > 1/2 and any T > 0,
we denote by V (T,R, σ; ζ) the 1-dimensional Lebesgue measure of the set

{t ∈ [−T, T ] | log ζ(σ + it) ∈ R}.

Then the existence of the limit

W (R, σ; ζ) = lim
T→∞

V (T,R, σ; ζ)/2T

has been shown in Bohr–Jessen’s classical work [1]. We can extend W to a
probability measure defined on C, which we call the asymptotic probability
measure of log ζ(s).

Let r > 0, and put

R(r) = {z | −r ≤ Re z ≤ r, −r ≤ Im z ≤ r}.

It is an interesting problem to study the behaviour of W (R(r), σ; ζ) as r
tends to infinity. This problem is trivial if σ > 1, because in this case
W (R(r), σ; ζ) = 1 for sufficiently large r. In case 1/2 < σ ≤ 1, there is a
result of Jessen and Wintner [4], which asserts that for any positive r and
λ, we have

(1.1) W (C−R(r), σ; ζ) ≤ Ce−λr2
,

with a positive constant C = C(λ, σ).
For a long time, (1.1) had been the only non-trivial result on the mag-

nitude of W . Recently, Joyner [5, Theorem 4.3] proved the following nice
improvement of (1.1): If 1/2 < σ < 1, then

exp(−C ′r1/(1−σ)(log r)σ/(1−σ)) ≤W (C−R(r), σ; ζ)(1.2)
≤ exp(−C ′′r1/(1−σ)(log r)σ/(1−σ))
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for any sufficiently large r, with positive constants C ′ and C ′′ which depend
only on σ and satisfy C ′ > C ′′. (We should also mention here the paper of
Nikishin [11] and extensive studies of A. Laurinchikas.)

On the other hand, the author [7] generalized Bohr–Jessen’s existence
theorem to the case of fairly general Euler products. The purpose of this
paper is to discuss estimates of Joyner’s type in such general situations,
especially in the case of Dedekind zeta-functions.

Let Q be the rational number field, F an algebraic number field of finite
degree, d = [F : Q], and d1 = max{d, 2}. We denote by V (T,R, σ; ζF ) the
1-dimensional Lebesgue measure of the set

{t ∈ [−T, T ] | log ζF (σ + it) ∈ R},

where ζF is the Dedekind zeta-function attached to F . (This definition
depends on the choice of the branch of log ζF (s). The rigorous definition is
given in (2.3).) If σ > 1− d−1

1 , then the limit

(1.3) W (R, σ; ζF ) = lim
T→∞

V (T,R, σ; ζF )/2T

exists. Concerning the magnitude of this asymptotic probability measure,
we will prove the following

Corollary 1. Let F be an arbitrary finite extension of Q, F ∗ the Galois
closure of F , and d∗ = [F ∗ : Q]. Then

2−39 exp{ −M1(d∗)2σ(d∗/d)1/(1−σ)r1/(1−σ)(log r)σ/(1−σ)(1 + o(1))}
≤W (C−R(r), σ; ζF )

≤ 4 exp{−M2(d∗)−2d−1/(1−σ)r1/(1−σ)(log r)σ/(1−σ)(1 + o(1))}

(for 1− d−1
1 < σ < 1) and

2−39 exp{−100(d∗)2 exp exp(2d∗d−1r(1 + o(1)))}
≤W (C−R(r), 1; ζF )

≤ 4 exp{−(3/4)(d∗)−2 exp exp((2d)−1r(1 + o(1)))}

for any large r, where M1 and M2 are positive constants which depend only
on σ.

Corollary 2. In case F is a Galois extension of Q, we have

2−39 exp{−M1d
−1r1/(1−σ)(log r)σ/(1−σ)(1 + o(1))}
≤W (C−R(r), σ; ζF )

≤ 4 exp{−M2d
−1r1/(1−σ)(log r)σ/(1−σ)(1 + o(1))}
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(for 1− d−1
1 < σ < 1) and

2−39 exp{−100d−1 exp exp(2r(1 + o(1)))}
≤W (C−R(r), 1; ζF )

≤ 4 exp{−(3/4)d−1 exp exp(2−1r(1 + o(1)))}
for any large r.

R e m a r k. We can write down explicit values of the constants M1 and
M2. In fact, in our proofs it is shown that we can choose

M1 = 100(1− σ)−1(2σ − 1)21/(1−σ)

and
M2 = (3/4)(1− σ)−1(2σ − 1)2−1/(1−σ).

These results are obtained as special cases of a general theorem, which
will be stated in Section 4. We note that if F = Q, then Corollary 2
implies Joyner’s estimate (1.2). The proof of these corollaries will be given
in Sections 5 and 6, and in Section 7 we will mention briefly other examples,
such as zeta-functions attached to certain cusp forms.

In the following sections, µN denotes the N -dimensional Lebesgue mea-
sure. TN is the N -dimensional unit torus [0, 1)N . The symbol #S signifies
the cardinality of the set S.

The author expresses his sincere gratitude to Professor Tetsuya Hattori
for useful advice and discussions, especially concerning the proof of (4.12).
He is also indebted to the referee for valuable comments.

2. Definitions. Let N be the set of positive integers, and g a mapping
from N to N. For any n ∈ N and any j with 1 ≤ j ≤ g(n), let a(j)

n be
complex numbers and f(j, n) positive integers. We define polynomials

An(X) =
g(n)∏
j=1

(1− a(j)
n Xf(j,n)),

and put

(2.1) ϕ(s) =
∞∏

n=1

An(p−s
n )−1,

where pn denotes the nth prime number. We assume the conditions

(2.2) |g(n)| ≤ C1p
α
n, |a(j)

n | ≤ pβ
n,

where C1 is a positive constant, and α and β are non-negative constants.
Then the infinite product (2.1) converges absolutely in the region σ > α +
β + 1, and defines a holomorphic function ϕ(s). Let % ≥ α + β + 1/2, and
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we assume that ϕ(s) can be meromorphically continued to the half-plane
σ ≥ %. Moreover, we make the following three assumptions:

(1) All poles of ϕ(s) in this region are included in a compact set.
(2) |ϕ(σ + it)| = O(|t|C2) in this region with some constant C2.
(3) There is no pole on the line σ = %, and we have the mean-value

estimate
T∫

−T

|ϕ(%+ it)|2 dt = O(T ).

Let S be the set of all zeros and poles of ϕ(s) in the region σ ≥ %, and
we put

G = {s | σ ≥ %} −
⋃

σ′+it′∈S
{s = σ + it′ | % ≤ σ ≤ σ′}.

For any s0 = σ0 + it0 ∈ G, we define the value of logϕ(s0) by analytic
continuation along the path {s = σ + it0 | σ ≥ σ0}. Let R be any closed
rectangle with edges parallel to the axes, and

(2.3) V (T,R, σ;ϕ) = µ1({t ∈ [−T, T ] | σ + it ∈ G, logϕ(σ + it) ∈ R}).
In [7] it is shown that for any σ > %, the limit

(2.4) W (R, σ;ϕ) = lim
T→∞

V (T,R, σ;ϕ)/2T

exists, and W can be extended to a regular probability measure on C.
Here we comment on the assumptions (1)–(3). Assumptions (1) and

(2) are usually satisfied in practical applications. The assumption (3) is
essential; in the case of ζ(s), (3) is valid only for % > 1/2, so Bohr and
Jessen could prove their existence theorem only in the half-plane σ > 1/2.
In fact, A. Selberg’s unpublished result shows that the situation of the value-
distribution is rather different on the line σ = 1/2. See Joyner’s book [5].

If ϕ(s) has a functional equation, we can check the assumption (3) by
the following general result.

Lemma 1 (Theorem 3 of Potter [12]). Let l ≥ 0 and let γ, δ be real
numbers. Suppose that the functions

f1(s) =
∞∑

n=1

anl
−s
n , f2(s) =

∞∑
n=1

bnk
−s
n

satisfy the following conditions:

(i) {ln} and {kn} are increasing sequences of positive numbers, tend to
infinity as n tends to infinity , and for any ε > 0, there exists a positive
integer n0(ε) for which

log(ln/ln−1) > l−(l+ε)
n , log(kn/kn−1) > k−(l+ε)

n
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for any n ≥ n0(ε).
(ii) an and bn are complex numbers satisfying the estimates∑

ln≤x

|an|2 = O(xγ+ε),
∑

kn≤x

|bn|2 = O(xγ+ε)

for any x > 0 and any ε > 0.
(iii) The functions f1(s) and f2(s) can be continued meromorphically to

the whole plane, and the functional equation f1(s) = H(s)f2(δ − s) holds,
where the factor H(s) satisfies the estimates

H(s) = O(|t|c((1/2)δ−σ)), H(s)−1 = O(|t|c(σ−(1/2)δ))

with some c > 0.

Then

lim
T→∞

(2T )−1
T∫

−T

|f1(σ + it)|2 dt =
∞∑

n=1

|an|2l−2σ
n

for σ > max{δ/2, (1/2)(γ + l)− c−1}, and a similar result holds for f2(s).

The analogue of Jessen–Wintner’s estimate (1.1) can be proved in this
general setting. If σ > %, then for any positive r and λ,

(2.5) W (C−R(r), σ;ϕ) ≤ Ce−λr2

with a positive constant C = C(λ, σ, ϕ). We will give a proof of this in-
equality in the last section.

As an example, consider the Dedekind zeta-function ζF (s). Let
{p(1)

n , . . . , p
(g(n))
n } be the set of all prime divisors of pn in F . We define

the integers e(j, n) and f(j, n) (1 ≤ j ≤ g(n)) by

pn =
g(n)∏
j=1

(p(j)
n )e(j,n) and Np(j)

n = pf(j,n)
n ,

where Np
(j)
n denotes the norm of p

(j)
n . Then we can write

ζF (s) =
∞∏

n=1

g(n)∏
j=1

(1− p−f(j,n)s
n )−1,

which is of the form (2.1) with a
(j)
n = 1 for any n and j. In case F is a

Galois extension of Q, the value of e(j, n) (resp. f(j, n)) is independent of
j; denote it by e(n) (resp. f(n)). The values of e(n), f(n) and g(n) of course
depend on F . For an arbitrary F , we denote by e∗(n), f∗(n) and g∗(n) the
corresponding values for the Galois closure F ∗. Later, we sometimes use the
notations g(p) = g(n) and g∗(p) = g∗(n) for p = pn.
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We fix a real number σ > 1 − d−1
1 , and we choose a % which satisfies

1 − d−1
1 < % < σ. By using Lemma 1, or a result of Chandrasekharan and

Narasimhan [2], we see the assumption (3) is satisfied for this %. Hence, the
limit (2.4) exists for any σ > %, in particular for our fixed σ. This completes
the proof of (1.3). (See also [8], where an alternative method is developed.)

3. The mapping SN . Let N ∈ N, and define

ϕN (s) =
N∏

n=1

An(p−s
n )−1

and
VN (T,R, σ;ϕ) = µ1({t ∈ [−T, T ] | logϕN (σ + it) ∈ R}).

Also we define the mapping SN from TN to C by

SN (θ1, . . . , θN ) = −
N∑

n=1

g(n)∑
j=1

log(1− a(j)
n p−f(j,n)σ

n exp(2πif(j, n)θn)),

where (θ1, . . . , θN ) ∈ [0, 1)N = TN , and the logarithmic function on the
right-hand side takes the principal value. In [7], we have shown that the
limit

WN (R, σ;ϕ) = lim
T→∞

VN (T,R, σ;ϕ)/2T,

exists and
WN (R, σ;ϕ) = µN (S−1

N (R)).
We can extend WN to a regular probability measure on C by defining

WN (E, σ;ϕ) = µN (S−1
N (E))

for any Borel set E ⊂ C. In [7], we have shown that there is a subsequence
of {WN}∞N=1 which converges weakly to a regular probability measure W =
W (·, σ;ϕ), and for any rectangle R

W (R, σ;ϕ) = lim
N→∞

WN (R, σ;ϕ),

which coincides with the limit (2.4).
Now we assume σ > α + β + 1/2. We write θ = (θ1, . . . , θN ) and

SN (θ) = SN (θ1, . . . , θN ). Then

SN (θ) = −
N∑

n=1

g(n)∑
j=1

log{1− a(j)
n p−f(j,n)σ

n exp(2πif(j, n)θn)}

=
N∑

n=1

g(n)∑
j=1

∞∑
m=1

m−1(a(j)
n p−f(j,n)σ

n )m exp(2πimf(j, n)θn)
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=
N∑

n=1

∑
1≤j≤g(n)
f(j,n)=1

a(j)
n p−σ

n exp(2πiθn)

+
N∑

n=1

∑
1≤j≤g(n)
f(j,n)≥2

a(j)
n p−f(j,n)σ

n exp(2πif(j, n)θn)

+
N∑

n=1

g(n)∑
j=1

∑
m≥2

m−1(a(j)
n p−f(j,n)σ

n )m exp(2πimf(j, n)θn)

= S∗N (θ) + S
(1)
N (θ) + S

(2)
N (θ), say.

By using (2.2), we see that

|S(2)
N (θ)| ≤ C1

∑
m≥2

m−1
∞∑

n=1

pα−m(σ−β)
n

and
∞∑

n=1

pα−m(σ−β)
n ≤ 2α−m(σ−β) +

∞∫
2

xα−m(σ−β) dx

≤
(

1 +
2

2(σ − β)− 1− α

)
2α−m(σ−β),

so

|S(2)
N (θ)| ≤ A1

with a positive constant A1 depending only on σ and ϕ. Also, we see that

|S(1)
N (θ)| ≤ C1

∞∑
n=1

pα+β−2σ
n = A2, say.

Hence,

(3.1) |SN (θ)− S∗N (θ)| ≤ A,

where the positive constant A = A1 +A2 depends only on σ and ϕ.
Next, let

(3.2) Bn =
∑

1≤j≤g(n)
f(j,n)=1

a(j)
n p−σ

n ,

and un = θn + arg(Bn). Then we have

S∗N (θ) =
N∑

n=1

Bn exp(2πiθn) =
N∑

n=1

|Bn| exp(2πiun)
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=
N∑

n=1

|Bn| cos(2πun) + i
N∑

n=1

|Bn| sin(2πun)

= XN (u) + iYN (u), say,

where we write u = (u1, . . . , uN ). Let PN (resp. QN ) be the probability
measure on the real number field R, defined as

PN (E) = µN (X−1
N (E)) (resp. QN (E) = µN (Y −1

N (E)) )

for any Borel subset E ⊂ R. Let r be an arbitrary positive number greater
than A. From (3.1) we see

{θ | S∗N (θ) ∈ R(r −A)} ⊂ {θ | SN (θ) ∈ R(r)}.
Also, it is clear that

C−R(r −A) ⊂ {z ∈ C | |Re z| > r −A} ∪ {z ∈ C | | Im z| > r −A}.
Hence we have

WN (C−R(r), σ;ϕ)(3.3)
= µN ({θ | SN (θ) ∈ C−R(r)})
≤ µN ({θ | S∗N (θ) ∈ C−R(r −A)})
≤ µN ({u | |XN (u)| > r −A}) + µN ({u | |YN (u)| > r −A})
= PN (I(r −A)) +QN (I(r −A)),

where we use the notation I(a) = (−∞,−a) ∪ (a,∞). Similarly, by using

{θ | SN (θ) ∈ R(r)} ⊂ {θ | S∗N (θ) ∈ R(r +A)}
and

{z ∈ C | |Re z| > r +A} ⊂ C−R(r +A),
we obtain

(3.4) WN (C−R(r), σ;ϕ) ≥ PN (I(r +A)).

4. Application of Montgomery’s lemma. Let T∞ be the infinite
direct product of T 1, u = (un) ∈ T∞, and define the mapping xn (resp. yn)
from T∞ to R by

xn(u) = |Bn| cos(2πun) (resp. yn(u) = |Bn| sin(2πun) ).

We consider T∞ as a probability space with the probability measure µ∞
defined as the infinite direct product of µ1. Then xn is a real-valued random
variable, and it is easily seen that the xn’s are independent. We define

(4.1) X(u) =
∞∑

n=1

xn(u) =
∞∑

n=1

|Bn| cos(2πun).
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The expectation and the variance of xn are 0 and |Bn|2/2, respectively.
Since

(4.2)
∞∑

n=1

|Bn|2 <∞

in the region σ > α+β+1/2, by Kolmogorov’s theorem, (4.1) is convergent
almost everywhere. Similarly,

Y (u) =
∞∑

n=1

yn(u) =
∞∑

n=1

|Bn| sin(2πun)

is convergent almost everywhere. By P (resp. Q) we denote the probability
measure defined as

P (E) = µ∞(X−1(E)) (resp. Q(E) = µ∞(Y −1(E)) )

for any Borel set E ⊂ R.
Now we quote the following

Lemma 2 (Montgomery [9]). Let {rk} be any sequence of non-negative
numbers, positive for infinitely many k’s, satisfying the conditions

(i) limk→∞ rk = 0,
(ii)

∑∞
k=1 r

2
k <∞.

Let θk ∈ T 1, θ = (θk) ∈ T∞, and define

f(θ) =
∞∑

k=1

rk cos(2πθk), g(θ) =
∞∑

k=1

rk sin(2πθk).

(By Kolmogorov’s theorem, these are convergent almost everywhere.) Then,
for any K ∈ N,

µ∞

(
f(θ) > 2

K∑
k=1

rk

)
≤ exp

{
−(3/4)

( K∑
k=1

rk

)2(∑
k>K

r2k

)−1}
,

and the same estimate holds for g(θ). Moreover , if we assume the additional
condition

(iii) rk decreases monotonically ,

then

µ∞

(
f(θ) > 2−1

K∑
k=1

rk

)
≥ 2−40 exp

{
−100

( K∑
k=1

rk

)2(∑
k>K

r2k

)−1}
,

and the same estimate holds for g(θ).

In Montgomery’s statement, (iii) is also assumed in the upper-bound
estimate. However, (iii) is required only for the lower-bound part of the
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proof presented in [9]. (It is, as Montgomery said, not the original proof of
Montgomery himself, but a simplified one due to A. M. Odlyzko. See also
Montgomery–Odlyzko [10].)

We apply this lemma to the case rk = |Bk|, θk = uk, f(θ) = X(u)
and g(θ) = Y (u). The condition (i) can be easily checked, and (ii) is (4.2).
Hence, for any K ∈ N,

µ∞

(
X(u) > 2

K∑
k=1

|Bk|
)
≤ exp

{
−(3/4)

( K∑
k=1

|Bk|
)2(∑

k>K

|Bk|2
)−1}

.

If u = (uk) satisfies X(u) ≥ a (where a is an arbitrary positive number),
then u+1/2 = (uk +1/2) satisfies X(u+1/2) ≤ −a, and vice versa. Hence,

(4.3) µ∞

(
|X(u)| > 2

K∑
k=1

|Bk|
)

≤ 2 exp
{
−(3/4)

( K∑
k=1

|Bk|
)2(∑

k>K

|Bk|2
)−1}

.

For any given r, we choose K = K(r) which satisfies the condition

(4.4) 2
K∑

k=1

|Bk| < r −A ≤ 2
K+1∑
k=1

|Bk|,

and put

η = r −A− 2
K∑

k=1

|Bk|.

Then (4.3) implies

(4.5) P (I(r −A− η)) ≤ 2 exp
{
−(3/4)

( K∑
k=1

|Bk|
)2(∑

k>K

|Bk|2
)−1}

,

and the same estimate holds for Q(I(r −A− η)).
Let ξ(t) be a continuous function which equals 1 if t ∈ [−(r − A −

2−1η), r −A− 2−1η], equals 0 if t ∈ I(r −A), and satisfies 0 ≤ ξ(t) ≤ 1 for
any real t. Then, from (3.3), we have

WN (C−R(r), σ;ϕ) ≤ 2− PN ([−(r −A), r −A])−QN ([−(r −A), r −A])

≤ 2−
∞∫

−∞
ξ(t) dPN (t)−

∞∫
−∞

ξ(t) dQN (t)
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for any N . As N tends to infinity, it follows that

W (C−R(r), σ;ϕ)

≤ 2−
∞∫

−∞
ξ(t) dP (t)−

∞∫
−∞

ξ(t) dQ(t)

≤ 2− P ([−(r −A− η), r −A− η])−Q([−(r −A− η), r −A− η])
= P (I(r −A− η)) +Q(I(r −A− η)),

because it is shown in [7] that any rectangle is a continuity set with respect
to W . Substituting (4.5) and the same estimate for Q(I(r − A − η)) to
the right-hand side of the above, we obtain the upper-bound part of the
following theorem, which is the main general result in the present paper.

Theorem. Let ϕ(s) be the Euler product defined by (2.1), satisfying the
conditions stated in Section 2. Let Bn be as in (3.2), A the constant defined
in Section 3, and for any positive r greater than A, we define K by the
condition (4.4). Then

(4.6) W (C−R(r), σ;ϕ) ≤ 4 exp
{
−(3/4)

( K∑
k=1

|Bk|
)2(∑

k>K

|Bk|2
)−1}

.

Moreover , let
|Bk(1)| ≥ |Bk(2)| ≥ . . . ≥ |Bk(l)| ≥ . . .

be a decreasing rearrangement of {|Bk|}∞k=1 (which tends to 0 as k → ∞).
If we define L = L(r) by the condition

(4.7) 2−1
L−1∑
l=1

|Bk(l)| ≤ r +A < 2−1
L∑

l=1

|Bk(l)|,

then

(4.8) W (C−R(r), σ;ϕ) ≥ 2−39 exp
{
−100

( L∑
l=1

|Bk(l)|
)2(∑

l>L

|Bk(l)|2
)−1}

.

Before starting the proof of the lower-bound part of this theorem, we
note that if

∑∞
k=1 |Bk| < ∞, then for sufficiently large r, it is impossible

to choose K (resp. L) satisfying (4.4) (resp. (4.7)), hence the theorem has
no meaning. In this case, the Euler product is convergent absolutely, so
trivially we have W (C−R(r), σ;ϕ) = 0 for sufficiently large r.

In case
∑∞

k=1 |Bk| = ∞, the above theorem gives upper and lower bounds
of W (C − R(r), σ;ϕ), but the results include sums of |Bk| or |Bk(l)|. The
behaviour of these sums depends on arithmetic properties of ϕ(s), so it is,
in general, not so easy to represent these sums in an explicit form. In the
case of the Riemann zeta-function, Joyner has succeeded in obtaining the
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explicit form (1.2), by means of the prime number theorem. In the next two
sections, we discuss how we can deduce the explicit estimates (Corollaries 1
and 2) from the above theorem, in the case of Dedekind zeta-functions.

Now we prove the lower-bound part of the theorem. By the second
assertion of Lemma 2, we have

(4.9) µ∞

(
X∗(u) > 2−1

L∑
l=1

|Bk(l)|
)

≥ 2−40 exp
{
−100

( L∑
l=1

|Bk(l)|
)2(∑

l>L

|Bk(l)|2
)−1}

,

where

X∗(u) =
∞∑

l=1

|Bk(l)| cos(2πul).

We define the probability measure P ∗ by P ∗(E) = µ∞(X∗−1(E)) for any
Borel set E ⊂ R, and put

η = 2−1
L∑

l=1

|Bk(l)| − (r +A).

Then (4.9) implies

(4.10) P ∗(I(r+A+ η)) ≥ 2−39 exp
{
−100

( L∑
l=1

|Bk(l)|
)2(∑

l>L

|Bk(l)|2
)−1}

.

On the other hand, from (3.4) we can deduce

(4.11) W (C−R(r), σ;ϕ) ≥ P (I(r +A+ η)),

by the method quite similar to that in the proof of the upper-bound part.
Hence, the desired result follows immediately from (4.10) and (4.11), if we
can show

(4.12) P ∗(I(r +A+ η)) = P (I(r +A+ η)).

Since the series definingX andX∗ are not absolutely convergent, the validity
of (4.12) is not a trivial fact. The following proof of (4.12) has been obtained
in a discussion with Professor Tetsuya Hattori.

Lemma 3. Let ψ (resp. ψ∗) be the characteristic function of the proba-
bility measure P (resp. P ∗). Then ψ = ψ∗.

P r o o f. For any real number t,

ψ(t) =
∞∫

−∞
exp(itx) dP (x) =

∫
T∞

exp(itX(u)) dµ∞(u)(4.13)
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=
∞∏

k=1

1∫
0

exp(it|Bk| cos(2πuk)) duk =
∞∏

k=1

I(it|Bk|),

where

I(r) =
1∫

0

exp(r cos(2πθ)) dθ.

In Montgomery [9], the expansion

I(r) =
∞∑

n=0

(n!)−2(r/2)2n

is proved. Hence we have

I(it|Bk|) = 1 +O(|tBk|2),
which implies, with (4.2), the absolute convergence of the infinite product
(4.13). Therefore, the order of the product (4.13) can be changed freely. In
particular, the assertion ψ = ψ∗ follows.

Now we obtain (4.12) as a direct consequence of Lemma 3. This com-
pletes the proof of the lower-bound part of the theorem.

5. Proof of Corollary 2. In case ϕ(s) = ζF (s), from (3.2) we have

(5.1) |Bk| = p−σ
k ·#{j | 1 ≤ j ≤ g(k), f(j, k) = 1}.

In this section, we assume F is a Galois extension of Q. Let

K = {k | e(k) > 1, f(k) = 1}.
Then K is a finite set, and for any k which does not belong to K,

|Bk| =
{
d · p−σ

k if g(k) = d,
0 otherwise.

We choose r0 so large that k < K(r0) for any k ∈ K. Then for any r ≥ r0,
we have

(5.2)
K∑

k=1

|Bk| = d
∑

1≤k≤K
g(k)=d

p−σ
k +O(1)

where the term O(1) comes from the finitely many k’s belonging to K, and

(5.3)
∑
k>K

|Bk|2 = d2
∑
k>K

g(k)=d

p−2σ
k .

For any positive w, we put

%(w) = #{pk ≤ w | g(k) = d}.
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Then it is a direct consequence of the prime ideal theorem that

(5.4) %(w) = d−1 w

logw
(1 + o(1)).

By using this asymptotic formula, we calculate the right-hand sides of (5.2)
and (5.3). In the following calculations we sometimes change the integration
symbol and the factor (1+o(1)), the validity of this procedure we can easily
check.

Let x be a real number satisfying pK ≤ x < pK+1. Then, by partial
summation, from (5.3) and (5.4) it follows that∑

k>K

|Bk|2 = 2σd2
∞∫

x

(%(ξ)− %(x))ξ−2σ−1 dξ(5.5)

= 2σd(1 + o(1))
∞∫

x

ξ−2σ

log ξ
dξ − 2σd

x

log x
(1 + o(1))

∞∫
x

ξ−2σ−1 dξ

=
d

2σ − 1
x1−2σ

log x
(1 + o(1)),

because integration by parts gives
∞∫

x

ξ−2σ

log ξ
dξ =

1
2σ − 1

x1−2σ

log x
(1 + o(1)).

Next, in case 1− d−1
1 < σ < 1, from (5.2) and (5.4) we have

K∑
k=1

|Bk| = d%(x)x−σ + dσ
x∫

2

%(ξ)ξ−σ−1 dξ +O(1)(5.6)

=
x1−σ

log x
(1 + o(1)) + σ(1 + o(1))

x∫
2

ξ−σ

log ξ
dξ

=
1

1− σ

x1−σ

log x
(1 + o(1)),

because
x∫

2

ξ−σ

log ξ
dξ =

1
1− σ

x1−σ

log x
(1 + o(1)).

In case σ = 1, we have

K∑
k=1

|Bk| = d%(x)x−1 + d
x∫

2

%(ξ)ξ−2 dξ +O(1)(5.7)
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= (1 + o(1))
x∫

2

dξ

ξ log ξ
+O(1) = (log log x)(1 + o(1)).

Therefore, by the upper-bound part (4.6) of our theorem, we obtain

(5.8)

W (C−R(r), σ; ζF ) ≤


4 exp

{
−3(2σ − 1)

4(1− σ)2
d−1 x

log x
(1 + o(1))

}
if 1− d−1

1 < σ < 1,
4 exp{−(3/4)d−1x(log x)(log log x)2(1 + o(1))}

if σ = 1.
From (4.4), (5.6) and (5.7), we have

r =

 2
1− σ

x1−σ

log x
(1 + o(1)) if 1− d−1

1 < σ < 1,

2(log log x)(1 + o(1)) if σ = 1.

Hence, in case σ = 1, we have

(5.9) x = exp exp(2−1r(1 + o(1))).

In case 1− d−1
1 < σ < 1, let

r1 =
2

1− σ

x1−σ

log x
.

Then r1 = r(1 + o(1)), and

r
1/(1−σ)
1 (log r1)σ/(1−σ) = 21/(1−σ)(1− σ)−1 x

log x
(1 + o(1)),

so

(5.10)
x

log x
= (1− σ)2−1/(1−σ)r1/(1−σ)(log r)σ/(1−σ)(1 + o(1)).

Substituting (5.9) and (5.10) in (5.8), we obtain the upper-bound part of
Corollary 2.

Next we prove the lower-bound estimates. We define the value of L by
the condition (4.7). Let y be a real number satisfying pk(L) ≤ y < pk(L)+1.
Since the subsequence {|Bk| | g(k) = d} is decreasing, we can assume, for
sufficiently large r0, that |Bk| ≥ |Bk(L)| for any k ∈ K and any r ≥ r0. Then

L∑
l=1

|Bk(l)| = d
∑
p<y

g(p)=d

p−σ +O(1)

and ∑
l>L

|Bk(l)|2 = d2
∑
p>y

g(p)=d

p−2σ.
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Calculating the right-hand sides of these equations by the same method as
above, we can deduce the lower-bound part of Corollary 2, by using (4.8)
instead of (4.6).

6. Proof of Corollary 1. In this section we assume F is an arbitrary
finite extension of Q. If g∗(k) = d∗, then it is obvious that g(k) = d, so
|Bk| = dp−σ

k . Hence, for any x ∈ [pK , pK+1), we have

(6.1)
K∑

k=1

|Bk| ≥ d
∑
p≤x

g∗(p)=d∗

p−σ.

We put
%∗(w) = #{pn ≤ w | g∗(n) = d∗}

for any w > 0. Then by the prime ideal theorem we have

(6.2) %∗(w) = (d∗)−1 w

logw
(1 + o(1)).

By using this formula, we can calculate the right-hand side of (6.1) as in the
previous section, to obtain

(6.3)
K∑

k=1

|Bk| ≥

 (d/d∗)(1− σ)−1x
1−σ

log x
(1 + o(1)) if 1− d−1

1 < σ < 1,

(d/d∗)(log log x)(1 + o(1)) if σ = 1.

Next, it is clear that ∑
k>K

|Bk|2 ≤ d2
∑
p>x

p−2σ,

and, calculating the right-hand side of the above by using the prime number
theorem and partial summation, we have

(6.4)
∑
k>K

|Bk|2 ≤ d2(2σ − 1)−1x
1−2σ

log x
(1 + o(1)).

Also, since
K+1∑
k=1

|Bk| ≤ d
∑

k≤K+1

p−σ
k ,

with (4.4) we have

(6.5) r ≤

 2d(1− σ)−1x
1−σ

log x
(1 + o(1)) if 1− d−1

1 < σ < 1,

2d(log log x)(1 + o(1)) if σ = 1,

by using the prime number theorem. Hence

(6.6) x ≥ exp exp((2d)−1r(1 + o(1)))
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if σ = 1, and

(6.7)
x

log x
≥ (1− σ)2−1/(1−σ)d−1/(1−σ)r1/(1−σ)(log r)σ/(1−σ)(1 + o(1))

if 1− d−1
1 < σ < 1. On the other hand, substituting (6.3) and (6.4) in (4.6),

we have

W (C−R(r), σ; ζF ) ≤


4 exp

{
−3(2σ − 1)

4(1− σ)2
(d∗)−2 x

log x
(1 + o(1))

}
if 1− d−1

1 < σ < 1,
4 exp{−(3/4)(d∗)−2x(log x)(log log x)2(1 + o(1))}

if σ = 1.
Therefore, using (6.6) and (6.7), we obtain the upper-bound estimates in
Corollary 1.

In order to deduce the lower-bound part of Corollary 1, we first prove
that

(6.8)
∑
l≤L

|Bk(l)| ≤

 (1− σ)d
z1−σ

log z
(1 + o(1)) if 1− d−1

1 < σ < 1,

d(log log z)(1 + o(1)) if σ = 1,

where z is a real number satisfying pL ≤ z < pL+1. In fact, |Bk(l)| ≤ dp−σ
l

for any l, because |Bn| ≤ dp−σ
n ≤ dp−σ

l for any n ≥ l. Hence,∑
l≤L

|Bk(l)| ≤ d
∑
l≤L

p−σ
l .

To obtain (6.8), it is enough to evaluate the right-hand side of the above by
using the prime number theorem, as in the proof of (6.5).

Next, let {pj(l)}∞l=1 be the increasing sequence of all prime numbers which
satisfy g∗(pj(l)) = d∗. Then

|Bk(l)| ≥ |Bj(l)| = dp−σ
j(l),

so, by using (6.2), we have

(6.9)
∑
l>L

|Bk(l)|2 ≥ d2
∑
p>y

g∗(p)=d∗

p−2σ = (2σ−1)−1d2(d∗)−1 y
1−2σ

log y
(1+o(1)),

where y ∈ [pj(L), pj(L)+1). Since

L = %∗(pj(L)) = (d∗)−1 pj(L)

log pj(L)
(1 + o(1)),

we have

pj(L) = d∗L(logL)(1 + o(1)).
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Hence, comparing with z = L(logL)(1 + o(1)), we have y = d∗z(1 + o(1)),
and (6.9) implies∑

l>L

|Bk(l)|2 ≥ (2σ − 1)−1d2(d∗)−2σ z
1−2σ

log z
(1 + o(1)).

From (4.8), (6.8) and the above, we have

W (C−R(r), σ; ζF ) ≥


2−39 exp

{
−100

2σ − 1
(1− σ)2

(d∗)2σ z

log z
(1 + o(1))

}
if 1− d−1

1 < σ < 1,
2−39 exp{−100(d∗)2z(log z)(log log z)2(1 + o(1))}

if σ = 1.
Lastly, since L was chosen to satisfy (4.7), we have

r +A ≥ 2−1
L−1∑
l=1

|Bk(l)| ≥ 2−1
L−1∑
l=1

|Bl|.

Hence, combining with (6.3), we have

r ≥

 (1− σ)−1(d/2d∗)
z1−σ

log z
(1 + o(1)) if 1− d−1

1 < σ < 1,

(d/2d∗)(log log z)(1 + o(1)) if σ = 1.

We can deduce the lower-bounds in Corollary 1 from these inequalities,
similarly to the upper-bound case.

7. Other examples. In this section, we discuss two further examples.
Let q ∈ N, χ a Dirichlet character mod q, and

L(s, χ) =
∞∏

k=1

(1− χ(pk)p−s
k )−1

the corresponding Dirichlet L-function. Then |Bk| = p−σ
k |χ(pk)| is decreas-

ing except for finitely many k’s for which pk’s are prime divisors of q. Hence,
by the same method as described in Section 5, we obtain

2−39 exp
{
−100

2σ − 1
1− σ

21/(1−σ)r1/(1−σ)(log r)σ/(1−σ)(1 + o(1))
}

≤W (C−R(r), σ;L)

≤ 4 exp
{
−(3/4)

2σ − 1
1− σ

2−1/(1−σ)r1/(1−σ)(log r)σ/(1−σ)(1 + o(1))
}

for 1/2 < σ < 1, and

2−39 exp{−100 exp exp(2r(1 + o(1)))} ≤W (C−R(r), 1;L)
≤ 4 exp{−(3/4) exp exp(2−1r(1 + o(1)))}.
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In case 1/2 < σ < 1, the above has already been obtained in Joyner [5],
though the coefficients are not explicit in his statement.

Next, let f be a primitive form of weight m with respect to the full
modular group SL(2,Z). The corresponding Dirichlet series ϕf (s) can be
written as the following Euler product:

ϕf (s) =
∞∏

k=1

{(1− αkp
−s
k )(1− βkp

−s
k )}−1,

and c(pk) = αk +βk is the pkth Fourier coefficient of f . The existence of the
asymptotic probability measure W (R, σ;ϕf ) for any σ > m/2 has already
been proved in [6].

Let λ ∈ [0, 1] ∪ [2,∞), α(p) = c(p)p(1−m)/2, and

P (x, 2λ) =
∑
p≤x

|α(p)|2λ.

Then Rankin [13] proved

2λ−1 ≤ lim inf
x→∞

x−1P (x, 2λ) log x

≤ lim sup
x→∞

x−1P (x, 2λ) log x ≤ 2λ−1

5
(2λ + 32−λ).

In particular,

(7.1)
∑
p≤x

|α(p)|2 =
x

log x
(1 + o(1))

and

(7.2)
1√
2

x

log x
(1 + o(1)) ≤

∑
p≤x

|α(p)| ≤ 2 + 3
√

6
10

x

log x
(1 + o(1)).

By using these inequalities, we can show the following upper-bound esti-
mates of W (C−R(r), σ;ϕf ), in a way similar to that in Section 5.

Corollary 3. There exists a positive constant M3, which depends only
on m and σ, such that

W (C−R(r), σ;ϕf )

≤ 4 exp{−M3r
2/(m+1−2σ)(log r)(2σ−m+1)/(m+1−2σ)(1 + o(1))}

for m/2 < σ < (m+ 1)/2. Also,

W (C−R(r), (m+ 1)/2;ϕf )

≤ 4 exp{−(3/8) exp exp(5(2 + 3
√

6)−1r(1 + o(1)))}.
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R e m a r k. A possible choice of M3 is

M3 =
3(2σ −m)

4(m+ 1− 2σ)

(
2 + 3

√
6

5

)−2/(m+1−2σ)

.

In general, if we have arithmetic information of the types (7.1) and (7.2)
on the Euler product ϕ(s) defined by (2.1), then we can deduce an explicit
upper-bound estimate of W (C−R(r), σ;ϕ), which will improve (2.5). How-
ever, to obtain an explicit lower-bound estimate is, generally, a more difficult
problem. Recently, a lower-bound estimate of W (C−R(r), σ;ϕf ) (ϕf is as
in Corollary 3) has been obtained by using a result of M. Ram Murty. This
work will be published in [3].

8. A Jessen–Wintner type inequality. In this section, we give a
proof of the inequality (2.5). If we can evaluate the right-hand side of (4.6)
explicitly, as in the case of Corollaries 1 to 3, it certainly gives a better
estimate than (2.5). However, as we have seen in the previous sections, such
an evaluation requires a “prime-number-theorem type” result, which has
not been known for general Euler products. Therefore, as a general explicit
estimate, (2.5) remains the best.

In case ϕ(s) is the Dirichlet series attached to a primitive form with
respect to some Hecke congruence subgroup of SL(2,Z), the inequality (2.5)
has already been proved in [6]. The following proof is a simple generalization
of the one in [6].

Let σ > %, and let λ be an arbitrary real number. We claim that there
exists a positive a0 = a0(λ, σ;ϕ) such that

(8.1) WN (E, σ;ϕ) ≤ C exp(−λa2)

for any a > a0, any Borel set E ⊂ {z | |z| > 2a} and any sufficiently large
positive integer N , with a positive constant C = C(λ, σ;ϕ). We can easily
deduce (2.5) from (8.1), by a standard argument (see Section 5 of [6]).

Let r be a positive integer, N > r, and put

Sr,N (θr+1, . . . , θN ) = −
N∑

n=r+1

g(n)∑
j=1

log(1− a(j)
n p−f(j,n)σ

n exp(2πif(j, n)θn)).

We define the probability measure Wr,N by Wr,N (E) = µN−r(S−1
r,N (E)) for

any Borel set E. Then, by the same method as that described in the proof
of Lemma 2 in [6], we can prove (8.1) by using the following

Lemma 4. Let λ > 0, b > 0, and B a bounded set which satisfies B ⊂ {z |
|z| ≤ b}. Then there exists a sufficiently large positive integer r = r(λ, σ;ϕ)
such that

Wr,N (z0 −B) ≤ C1 exp(−4λ|z0|2)
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for any N > r and any z0 ∈ {z | |z| > 2b}, with a positive constant C1 =
C1(λ, σ;ϕ). (Here z0 −B is the set {z0 − w | w ∈ B}.)

P r o o f. If θr,N = (θr+1, . . . , θN ) ∈ S−1
r,N (z0 − B), then |Sr,N (θr,N )| >

|z0|/2. Hence

exp(4λ|z0|2)Wr,N (z0 −B)(8.2)

=
∫

S−1
r,N

(z0−B)

exp(4λ|z0|2) dµN−r(θr,N )

≤
∫

S−1
r,N

(z0−B)

exp(16λ|Sr,N (θr,N )|2) dµN−r(θr,N )

≤
∫

TN−r

exp(16λ|Sr,N (θr,N )|2) dµN−r(θr,N ).

We put

S∗r,N (θr,N ) =
N∑

n=r+1

Bn exp(2πiθn).

Then, similarly to Section 3, we obtain

(8.3) |Sr,N (θr,N )− S∗r,N (θr,N )| ≤ A.

In general, if |u − v| ≤ w, then |u|2 ≤ 2(|v|2 + w2). Hence, from (8.3) we
have ∫

TN−r

exp(16λ|Sr,N (θr,N )|2) dµN−r(θr,N )(8.4)

≤
∫

TN−r

exp(32λ(|S∗r,N (θr,N )|2 +A2)) dµN−r(θr,N )

= exp(32λA2)
∞∑

k=0

(32λ)k

k!

∫
TN−r

|S∗r,N (θr,N )|2k dµN−r(θr,N ).

Now, we have∫
TN−r

|S∗r,N (θr,N )|2k dµN−r(θr,N )

=
∑

kr+1+...+kN=k
jr+1+...+jN=k

(k!)2

kr+1! . . . kN !jr+1! . . . jN !

×
N∏

n=r+1

Bkn
n B

jn

n

1∫
0

exp(2πi(kn − jn)θn) dθn
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=
∑

kr+1+...+kN=k

(
k!

kr+1! . . . kN !

)2 N∏
n=r+1

|Bn|2kn ≤ k!
( N∑

n=r+1

|Bn|2
)k

,

so, together with (8.2) and (8.4), we obtain

(8.5) exp(4λ|z0|2)Wr,N (z0 −B) ≤ exp(32λA2)
∞∑

k=0

(
32λ

N∑
n=r+1

|Bn|2
)k

.

It follows from (4.2) that for sufficiently large r = r(λ, σ;ϕ), we have

d = 1− 32λ
∞∑

n=r+1

|Bn|2 ≥ 1/2.

Hence, for any N > r,
∞∑

k=0

(
32λ

N∑
n=r+1

|Bn|2
)k

≤
∞∑

k=0

(1− d)k ≤
∞∑

k=0

2−k = 2.

Therefore, the assertion of Lemma 4 follows from (8.5). The validity of the
inequality (2.5) is now established.
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