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New cases of equality between p-module and p-capacity

by Petru Caraman (Ia,si)

Abstract. Let E0, E1 be two subsets of the closure D of a domain D of the Euclidean
n-space Rn and Γ (E0, E1, D) the family of arcs joining E0 to E1 in D. We establish new
cases of equality MpΓ (E0, E1, D) = capp(E0, E1, D), where MpΓ (E0, E1, D) is the p-
module of the arc family Γ (E0, E1, D), while capp(E0, E1, D) is the p-capacity of E0, E1

relative to D and p > 1. One of these cases is when p = n, E0 ∩ E1 = ∅, Ei =
E′i ∪ E

′′
i ∪ E

′′′
i ∪ Fi, E′i is inaccessible from D by rectifiable arcs, E′′i is open relative to

D or to the boundary ∂D of D, E′′′i is at most countable, Fi is closed (i = 0, 1) and D is
bounded and m-smooth on (F0 ∪ F1) ∩ ∂D.

Let D be a domain of the Euclidean n-space Rn, E0, E1 two sets con-
tained in the closure D of D, Γ = Γ (E0, E1, D) the family of arcs joining
E0 to E1 in D, and let

F (Γ ) = {% : Rn → Ṙ+; % Borel measurable and
∫
% dH1 ≥ 1 ∀γ ∈ Γ} ,

where Ṙ+ = [0,∞] and H1 is the linear Hausdorff measure. The p-module
of Γ is

MpΓ = inf
%∈F (Γ )

∫
%p dm (p > 1) ,

where dm is the n-dimensional Lebesgue measure.
Let E0, E1 ⊂ D, E0 ∩ E1 = ∅, then the p-capacity of E0, E1 relative to

D is

capp(E0, E1, D) = inf
u∈U

∫
D

|∇u|p dm ,

where
U = {u : D ∪ E0 ∪ E1 → [0, 1]; u continuous, u|D locally lipschitzian,

u|E0
= 0, u|E1

= 1} ,

and ∇u = (∂u/∂x1, . . . , ∂u/∂xn) is the gradient of u.
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When the sets E0, E1 are closed, we denote them by F0 and F1, respec-
tively.

In this paper, continuing my earlier research, I establish that

(1) MpΓ (E0, E1, D) = capp(E0, E1, D)

in several new cases, for instance when E0, E1 ⊂ D, E0 ∩ E1 = ∅, Ei =
Fi ∪E′i ∪E′′i , where Fi (i = 0, 1) is compact, E′i is not accessible from D by
rectifiable arcs and E′′i is open relative to D or to ∂D while D is m-smooth
of order p ≥ n on (F0 ∪ F1) ∩ ∂D.

I begin by recalling several preliminary results and some concepts.
A domain D is said to be m-connected at ξ ∈ ∂D if m is the least integer

for which there exist arbitrarily small neighbourhoods Uξ of ξ such that
Uξ ∩D consists of m components.

D is m-smooth of order p > 1 at ξ ∈ ∂D if:

1o D is m-connected at ξ;
2o there exist a constant λp > 0 and a neighbourhood Uξ such that

Uξ ∩ D consists of m components ∆1, . . . ,∆m and if Vξ is an arbitrary
neighbourhood of ξ contained in Uξ, there exists a neighbourhood V ′ξ ⊂ Vξ
so that MpΓ (E0, E1, Vξ ∩ ∆k) ≥ λp whenever E0, E1 ⊂ ∆k (k = 1, 2, . . .)
are connected and Ei ∩ ∂Vξ, Ei ∩ ∂V ′ξ 6= ∅ (i = 0, 1).

If D is m-smooth of order p at each point of a set E ⊂ ∂D, then D is
called m-smooth of order p on E. In the particular case p = n, we obtain
the definition of a domain m-smooth at ξ or on E (cf. J. Hesse [6]).

Proposition 1 (P. Caraman [4], Theorem 1). If F0, F1 ⊂ D are compact ,
F0 ∩ F1 = ∅ and D is m-smooth of order p > 1 on (F0 ∪ F1) ∩ ∂D, then

MpΓ (F0, F1, D) = capp(F0, F1, D) .

Arguing as in Theorem 2.23 of J. Hesse’s [6] Ph.D. thesis, we deduce

Proposition 2. If E0, E1 ⊂ D, E0 ∩ E1 = ∅ and either E0 or E1 is
bounded , then MpΓ (E0, E1, D) <∞ (p > 1).

Let % ≥ 0 be a Borel measurable function on Rn and, for r ∈ (0, 1), let
Ei(r) = {x : d(x,Ei) < r} (i = 0, 1). Then, let L(%, r) = infγ

∫
γ
% dH1

and L1(%, r) = infγ
∫
γ
% dH1, where the infimum is taken over all γ ∈

Γ [E0(r), E1(r), D], and γ ∈ Γ [E0, E1(r), D], respectively. If r1 > r2 >
. . . > 0 and limk→∞ rk = 0, then

Γ [E0(r1), E1(r1), D] ⊃ Γ [E0(r2), E1(r2), D] ⊃ . . . ,
Γ [E0, E1(r1), D] ⊃ Γ [E0, E1(r2), D] ⊃ . . . ,

implying L(%, r1) ≤ L(%, r2) ≤ . . . and L1(%, r1) ≤ L1(%, r2) ≤ . . . Set
L(%) = limk→∞ L(%, rk) and L1(%) = limk→∞ L1(%, rk).
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Proposition 3 (P. Caraman [4], corollary to Proposition 1). If E0, E1 ⊂
D and % ∈ F [Γ (E0, E1, D)], then L(%) ≥ 1 iff ∀ε > 0 there exists δ = δ(ε)
∈ (0, 1) such that

∫
γ
% dH1 ≥ 1 − ε ∀γ ∈ Γr[E0(r), E1(r), D] ∀r ≤ δ, where

Γr denotes the subfamily of the rectifiable arcs of Γ .

R e m a r k. We observe that each of the conditions L(%) ≥ 1 and L(%, r)
≥ 1 − ε implies E0 ∩ E1 = ∅, and that is why we did not mention this last
condition explicitly.

Proposition 4 (P. Caraman [4], Lemma 1). If F0, F1 ⊂ D are compact
and D is m-smooth of order p > 1 on (F0 ∪ F1) ∩ ∂D, then L(%) ≥ 1
∀% ∈ Ap = {% ∈ F [Γ (F0, F1, D)] ∩ Lp; %|∆ continuous and %(x) ≥ α%F > 0
∀x ∈ F ∀F compact}, where ∆ = D − (F0 ∪ F1).

A direct consequence of the preceding two propositions is

Corollary. Let F0, F1 ⊂ D be compact , F0 ∩ F1 = ∅, D m-smooth
of order p > 1 on (F0 ∪ F1) ∩ ∂D and % ∈ Ap. Then ∀ε > 0 there exists
δ = δ(ε) ∈ (0, 1) such that %/(1− ε) ∈ F{Γ [F0(r), F1(r), D]} ∀r < δ.

Proposition 5 (P. Caraman [3], Lemma 1). If DS is a superficial do-
main of the sphere S(x0, r), E0, E1 ⊂ DS , E0 ∩ E1 = ∅ and there exists
a spherical cap K ⊂ DS of S(x0, r) such that K ∩ Ei 6= ∅ (i = 0, 1) and
% : Rn → Ṙ+ is Borel measurable, then ∀ε > 0 there exists a circular arc
γ ∈ Γ (E0, E1,K) so that

(2)
∫

S(x0,r)

%p dσ ≥ (1− ε)pbn,p
rp−n+1

( ∫
γ

% ds
)p
,

where

(3)

bn,p =
ωn−2

22p−n+1

[ ∞∫
0

dt

t
n−2
p−1 (1 + t)

p−n+1
p−1

]1−p

≥ ωn−2

23p−n

(
p− n+ 2
p− 1

)p−n
(n > 2) ,

b2,p = 1/(2π)p−1 .

A set E is said to be open relative to another set E′ if there exists an
open set G such that E = G ∩ E′.

Proposition 6 (P. Caraman [3], Lemma 2). If E0, E1 ⊂ D are open
relative to D or to ∂D, E0 ∩E1 = ∅ and % ∈ F [Γ (E0, E1, D)]∩Lp (p ≥ n),
then ∀ε > 0 there exist b > 0 and two domains EDi (b) (i = 0, 1) such that
if γ = γ(x0, x1) ⊂ D has endpoints xi ∈ EDi (b) (i = 0, 1), then

∫
γ
% dH1 ≥

1− ε.
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Proposition 7 (P. Caraman [3], Theorem 1). If E0, E1 ⊂ D are open
relative to D or to ∂D and E0 ∩ E1 = ∅, then (1) holds for p ≥ n.

R e m a r k. In the preceding proposition, it seems not to be enough to
suppose that only one of the sets E0, E1 is open relative to D in order to
have (1) ∀p ≥ n, at least by the kind of proof used there. Indeed, in the
case n = 2, consider a square Q (see the figure) with side length l = 2
and a sequence {δk} of parallel linear segments of length 1 + 2ε (ε > 0)
with one endpoint belonging to the side AB of the square Q such that
d(δ1, δ2) = 2d(δ2, δ3) = 22d(δ3, δ4) = . . . and limk→∞ δk = δ0.

A B
E0

• • • ξ1
x1 x2 x3

E1

δ1 δ2 δ3 δ4 δ0

D

Q

Set D = Q −
⋃∞
k=0 δk and let E0 be the rectangle open relative to D,

with one side on AB and the sides perpendicular to AB contained in δ0
and δ1 respectively, and having length ε. Next, let E1 be the closed linear
segment contained in δ0 of length 1 and having its endpoints at distance
2ε and 1 + 2ε, respectively, from AB. Finally, let %0 be the characteristic
function of D:

%0(x) =
{ 1 for x ∈ D,

0 for x ∈ CD.

Clearly, %0 ∈ F [Γ (E0, E1, D)]. Now, let u0 be the potential of %0, i.e.
u0(x) = infγ

∫
γ
%0 dH

1, where the infimum is taken over all rectifiable γ =
γ(x,E0) joining x to E0 in D, and let {xk} be a sequence of points tending
to ξ1 in D, where ξ1 is the endpoint of E1 at distance 2ε of AB, such that
d(xk, E0) = ε. Then u0(xk) =

∫
λk
%0 dt =

∫
λk
dt = ε, where λk ⊥ AB is the

linear segment joining xk to E0, hence limk→∞ u0(xk) = ε. On the other
hand, u0(ξ1) = infγ

∫
γ
%0 dH

1 = infγ
∫
γ
dH1 = infγ H1(γ) > 1, where the

infimum is taken over all rectifiable arcs joining ξ1 to E0 in D, so that u0

obtained in this way is not continuous in D ∪ E0 ∪ E1 and thus it is not
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admissible for capp(E0, E1, D).

A subfamily A ⊂ F [Γ (E0, E1, D)], where E0, E1 ⊂ D, is called
p-complete if MpΓ (E0, E1, D) = inf%∈A

∫
%p dm.

Proposition 8 (J. Hesse [7], Lemma 4.9). If F0, F1 ⊂ D ⊂ Ṙn (where Ṙn
is the one-point compactification of Rn) are compact , F0∩F1 = ∅ and there
exists a p-complete family A ⊂ F [Γ (F0, F1, D)] such that L(%) ≥ 1, ∀% ∈ A,
then the family A′p = {% ∈ F [Γ (F0, F1, D)] ∩ Lp; % lower semicontinuous
and %|D continuous} is p-complete.

Proposition 9 (P. Caraman [4], corollary to Proposition 4). If F0, F1 ⊂
D are compact , F0 ∩ F1 = ∅ and D is m-smooth of order p > 1 on (F0 ∪
F1) ∩ ∂D, then the family A′′p = {% ∈ F [Γ (F0, F1, D)] ∩ Lp; %|D continuous
and %(x) ≥ α%F > 0 ∀x ∈ F ∀F compact} is p-complete.

Theorem 1. If E is open relative to D or to ∂D, F ⊂ D is compact ,
E ∩ F = ∅ and D is m-smooth of order p ≥ n on F ∩ ∂D, then

(4) MpΓ (E,F,D) = capp(E,F,D) .

P r o o f. We observe first that arguing as in W. Ziemer’s [10] Lemma 3.1,
we obtain

(5) MpΓ (E,F,D) ≤ capp(E,F,D) ,

so that we only have to prove that

(6) capp(E,F,D) ≤MpΓ (E,F,D) .

Proposition 2 yields that MpΓ (E,F,D) < ∞ so that we may assume that
∀ε > 0 there exists % ∈ F [Γ (E,F,D)] such that

(7)
∫
%p dm < MpΓ (E,F,D) + ε .

By the same argument as in J. Hesse’s [6] Lemma 4.40, it follows that the
family

Ap = {% ∈ F [Γ (E,F,D)] ∩ Lp; %|∆ continuous and

%(x) ≥ α%K , ∀x ∈ K ∀K compact} ,

where ∆ = D−(E∪F ), is p-complete. Let us show that L1(%) ≥ 1 ∀% ∈ Ap.
Suppose first that F = {ξ} ∈ ∂D and % ∈ Ãp = {% ∈ F [Γ (E, {ξ}, D)] ∩

Lp; %(x) ≥ α%K > 0 ∀x ∈ K ∀K compact}. Assume, by contradiction,
that L1(%) < 1. Then, as in the proof of Proposition 4, let {ηk} be a
sequence of numbers ηk ∈ (0, 1) (k = 1, 2, . . .) such that

∑∞
k=1 ηk <∞, {rk}

a decreasing sequence such that limk→∞ rk = 0 and {γk} a sequence of arcs
γk ∈ Γ [E,B(ξ, rk), D] so that

∫
γk
% dH1 < L1(%, rk)+ηk ≤ L1(%)+ηk. Then

all γk are rectifiable, so that they can be decomposed as γk = χk ◦ α′k ◦ αk,
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where
χk ∈ Γ [E,S(ξ, rk−2), D] ,
α′k ∈ Γ [S(ξ, rk−1), S(ξ, rk−2), B(ξ, rk−2)] ,
αk ∈ Γ [B(ξ, rk), S(ξ, rk−1), B(ξ, rk−1)] .

Arguing as in Proposition 4 (with obvious changes), we obtain arcs γ̃k ∈
Γ (E,F,D) (k = 3, 4, . . .) such that 1 ≤

∫
γ̃k
% dH1 < 1 for k sufficiently

large. This contradiction yields L1(%) ≥ 1 in this case.
Now, consider the general case of % ∈ Ap and suppose that L1(%) <

1. Then L1(%) < 1 − 2ε for ε > 0 sufficiently small. From the def-
inition of L1(%, rk), with {rk} as above, there exists a sequence of arcs
γk ∈ Γ [E,F (rk), D] such that

(8)
∫
γk

% dH1 ≤ L1(%, rk) + ε ≤ L1(%) + ε < 1− ε (k = 1, 2, . . .) .

Consider a sequence {γ′k}, where γ′k ∈ Γ{E,F (rk), D − F (rk)} ⊂ Γ [E,
F (rk), D] and γ′k ⊂ γk. Then (8) yields

(9)
∫
γ′k

% dH1 ≤
∫
γk

% dH1 < 1− ε .

Let γ′k = γ(xk, yk) (k = 1, 2, . . .). Then we have several possibilities:
I. There exists a subsequence of {γ′k} (denoted again by {γ′k}) such that

lim yk = ξ ∈ ∂D. Since % ∈ Ap ⊂ Ãp, the hypotheses of the preceding case
(F = {ξ} ⊂ ∂D) are fulfilled so that L̃1(%) = limk→∞ L̃1(%, rk) ≥ 1, where
L̃1(%, r) = infγ

∫
γ
% dH1 and the infimum is taken over all γ ∈ Γ (E,B(ξ, r),

D). Hence, by the same argument as in Proposition 3, we deduce the
existence of a δ = δ(ε) ∈ (0, 1) such that %/(1 − ε) ∈ F{Γ [E,B(ξ, r),
D]} ∀r < δ. On account of (9), it follows that, for k so large that yk ∈
B(ξ, δ), we should have 1 − ε ≤

∫
γ′

k
% dH1 < 1 − ε. This contradiction

implies L1(%) ≥ 1 in this case too.
II. There exists a subsequence of {γ′k} (denoted again by {γ′k}) such that

limk→∞ yk = y0 ∈ D. Then, arguing as in the corresponding part of the
proof of Proposition 6 (with obvious modifications), we infer that L1(%) ≥ 1
also in this case.

Now, using the same notations as in Proposition 6, let

c =


bn

(ε
2

)n
log 2 for p = n,

bn,p
2p(p− n)(1− ε)p

for p > n,

where bn = bn,n, bn,p > 0 are the constants appearing in Proposition 5. As in
Proposition 6, we show there exists a constant b > 0 such that 2b < d(E,F )
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and
∫
B(x,b)

%p dm ≤ c ∀x ∈ D. Let E =
⋃∞
k=1Ek, where Ek (k = 1, 2, . . .)

are the components of E, and let ED(b) = {x ∈ D; d(x,E) < b and there
exists y ∈ E such that d(x, y) = k < k′ < b, S(x, k′) ∩ Ey 6= ∅, B(y, x′) ∩
[(∂D − E) ∪ F ] = ∅}, where Ey is the component of E containing y and
where k′ = 2k for p = n and 1/kp−n − 1/(k′)p−n = 1 for p > n. It is easy
to see that ED(b) is open.

In the first part of the proof, we have seen that L1(%) ≥ 1 ∀% ∈ Ap, and
arguing as in the preceding proposition, we conclude that the family

A′′′p = {% ∈ F [Γ (E,F,D)] ∩ Lp; %|D−E continuous,

%(x) ≥ α%K > 0 ∀x ∈ K ∀K compact}
is p-complete. Next, from Proposition 3, we derive that there exists δ =
δ(ε) ∈ (0, 1) such that %/(1 − ε) ∈ F{Γ [E,F (r), D]} ∀r < δ. Now, define,
for r < δ,

%1(x) =
{
%/(1− ε) for x ∈ D − [ED(b) ∪ F (r)],
0 otherwise.

Then, as in the proof of Proposition 7, ∀γ ∈ Γr[ED(b), F (r), D],∫
γ

%1 dH
1 ≥

∫
γ′

%

1− ε
dH1 ≥ 1 ,

where γ′ ∈ Γr{ED(b), F (r), D − [ED(b) ∪ F (r)]}, hence, %1 ∈
F{Γr[ED(b), F (r), D]}. Next, let u(x) = min(1, infγ

∫
γ
%1 dH

1), where the
infimum is taken over all arcs γ joining x to E in D. By the same argu-
ment as in the corresponding part of the proof of Propositions 1 and 7, we
find that u is locally lipschitzian in D and limx→x0,x∈D u(x) = 0 ∀x0 ∈ E,
while limx→x1,x∈D u(x) = 1 ∀x1 ∈ F , implying the admissibility of u for
capp(E,F,D). Finally, arguing as in Theorem 1 of [2], we deduce that u is
differentiable a.e. in D and

(10) |∇u(x)| ≤ %1(x)

a.e. in D. From the definition of %1 and (7), we obtain∫
%p1 dm ≤

1
(1− ε)p

∫
%p dm <

MpΓ (E,F,D) + ε

(1− ε)p
.

Hence (10) yields

capp(E,F,D) ≤
∫
D

|∇u|p dm ≤
∫
%p1 <

MpΓ (E,F,D) + ε

(1− ε)p
,

and letting ε → 0, we obtain (6), which, together with (5), implies (4), as
desired.
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Corollary. If E is open, F is compact and E ∩ F = ∅, then

MpΓ (E,F ) = capp(E,F ) (p ≥ n) ,

where MpΓ (E0, E1) = MpΓ (E0, E1,Rn) and capp(E0, E1) = capp(E0, E1,
Rn).

Now, let L2(%, r) = infγ
∫
γ
% dH1, where the infimum is taken over all

γ ∈ Γ [E0 ∪ E′0(r), E1 ∪ E′1(r), D]. Hence, for a sequence {rk} as above,
L2(%, r1) ≤ L2(%, r2) ≤ . . . ≤ L2(%), where L2(%) = limr→0 L2(%, r).

Proposition 10 (P. Caraman [4], Proposition 2). If E0, E1 ⊂ D, E0 ∩
E1 = ∅ and MpΓ (E0, E1, D) < ∞ (p > 1), then Ap (of Proposition 4) is
p-complete.

Theorem 2. If E0 ∩ E1 = ∅, Ei = E′′i ∪ Fi, where E′′i (i = 0, 1) is open
relative to D or to ∂D, while Fi is compact , and D is m-smooth of order
p ≥ n on (F0 ∪ F1) ∩ ∂D, then (1) holds.

P r o o f. We observe first that, arguing as in Ziemer’s [10] Lemma 3.1,
we obtain the inequality

(11) MpΓ (E0, E1, D) ≤ capp(E0, E1, D) ,

so that we only have to establish the opposite inequality

(12) capp(E0, E1, D) ≤Mp(E0, E1, D) .

If MpΓ (E0, E1, D) = ∞, then (1) is a direct consequence of (11), so that
we may assume that MpΓ (E0, E1, D) < ∞. But then, from the preceding
proposition, we deduce that the corresponding family Ap is p-complete so
that ∀ε > 0 there exists % ∈ Ap such that

(13)
∫
%p dm <

MpΓ (E0, E1, D)
1− ε

.

Next, L2(%) ≥ 1 ∀% ∈ Ap. Indeed, L1(%) ≥ 1 corresponds to
Γ [F0(r), E′′1 , D] as well as to Γ [E′′0 , F1(r), D], while L(%) ≥ 1 to
Γ [F0(r), F1(r), D]. If Γ0 = Γ (E′′0 , E

′′
1 , D), Γ ′ = Γ (F0, E

′′
1 , D), Γ ′′ =

Γ (E′′0 , F1, D), Γ ′′′ = Γ (F0, F1, D) and L̃(%) = limr→0 L̃(%, r), L̃(%, r) =
infγ

∫
γ
% dH1, where the infimum is taken over all γ ∈ Γ̃ = Γ ′∪Γ ′′∪Γ ′′′, then

L̃(%) ≥ 1 since ∀% ∈ Ãp = {% ∈ [F (Γ ′) ∩ F (Γ ′′) ∩ F (Γ ′′′)] ∩Lp; %|D−(E0∪E1)

continuous, %(x) ≥ αF > 0 ∀x ∈ F ∀F compact}, we have

L̃(%, r) = inf
γ∈Γ̃

∫
% dH1

= min
(

inf
γ∈Γ ′

∫
γ

% dH1, inf
γ∈Γ ′′

∫
γ

% dH1, inf
γ∈Γ ′′′

∫
γ

% dH1
)

= min[L′(%, r), L′′(%, r), L′′′(%, r)]



p-Module and p-capacity 45

∀r > 0, so that

L̃(%) = min[lim
r→0

L′(%, r), lim
r→0

L′′(%, r), lim
r→0

L′′′(%, r)]

= min[L′(%), L′′(%), L′′′(%)] .

Hence, L2(%) ≥ 1 because the family Γ0 does not modify this result since∫
γ
% dH1 ≥ 1 ∀γ ∈ Γ (E′′0 , E

′′
1 , D), and, by the same argument as in Proposi-

tion 8, the family Ã′p = {% ∈ F [Γ (E0, E1, D)]∩Lp; %|D−(E0∪E1) continuous,
%(x) ≥ αF > 0 ∀x ∈ F ∀F compact} ⊂ Ap is p-complete, so that, arguing
as in Proposition 3, it follows that there is δ = δ(ε) ∈ (0, 1) such that

%

1− ε
∈ F{Γ [E′′0 ∪ F0(r), E′′1 ∪ F1(r), D]}

∀r < δ. Now, define

%1(x) =

{
%(x)
1− ε

if x ∈ D − [E′′0
D(b) ∪ F0(r) ∪ E′′1D(b) ∪ F1(r)],

0 otherwise.
As in the corresponding part of the proof of Proposition 1, we deduce
that %1 ∈ F{Γr[E′′0D(b) ∪ F0(r), E′′1

D(b) ∪ F1(r), D]} so that u(x) =
min(1, infγ

∫
γ
%1 dH

1) (where the infimum is taken over all γ joining x to
E0 in D) is admissible for capp(E0, E1, D). Hence, as in the last part of the
proof of the preceding theorem, we obtain (12), which, together with (11),
yields (1), as desired.

Corollary. If Ei = E′′i ∪Fi, where E′′i (i = 0, 1) is open, Fi is compact
and E0 ∩ E1 = ∅, then MpΓ (E0, E1) = capp(E0, E1) (p ≥ n).

Next, we give criteria for equality between p-module and p-capacity,
where we only impose conditions on one of the sets E0, E1.

Proposition 11 (W. Ziemer [9], Theorem 2.5.1). If Γ1 ⊂ Γ2 ⊂ . . . and
Γ =

⋃∞
k=1 Γk, then MpΓ = limk→∞MpΓk (p > 1).

Proposition 12 (J. Väisälä [8], Theorem 2.3). p-Almost every bounded
curve (p > 0) is rectifiable.

We recall that an arc family Γ2 is said to be minorized by an arc family
Γ1 (denoted by Γ1 ≺ Γ2) if ∀γ2 ∈ Γ2 there exists a γ1 ∈ Γ1 so that γ1 ⊂ γ2.

Proposition 13 (B. Fuglede [5], Theorem 1). If Γ1 ≺ Γ2, then MpΓ1 ≥
MpΓ2 (p > 1).

Theorem 3. If E0∩E1 = ∅ and E0 is not accessible from D by rectifiable
arcs, then

(14) MpΓ (E0, E1, D) = capp(E0, E1, D) = 0 (p > 1) .
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P r o o f. Clearly, E0 ⊂ ∂D. Set E(r,∞) = {x; d(E, x) > r} and
E(r1, r2) = {x; r1 < d(E, x) < r2}, where d(E, x) is the distance between the
set E and the point x. Since Γ [E0, E0(r1, r2), D ∩ E0(r2)] ≺ Γ (E0, E1, D),
it follows that if E0 is bounded and r1 < d(E0, E1), then, by the preceding
two propositions,

(15) MpΓ (E0, E1, D) ≤MpΓ [E0, E0(r1, r2), D ∩ E0(r2)] = 0 .

If E0 is unbounded, set ER = E0 ∩B(R). Then

MpΓ (ER, E1, D) ≤MpΓ [ER, ER(r1, r2), D ∩ ER(r2)] = 0 .

Hence, letting R→∞ and taking into account Proposition 11,

MpΓ (E0, E1, D) = lim
R→∞

MpΓ (ER, E1, D)

≤ lim
R→∞

MpΓ [ER, ER(r1, r2), D ∩ ER(r2)] = 0 .

Next, let us show that

capp[E0, E0(r1, r2), D ∩ E0(r2)] = MpΓ [E0, E0(r1, r2), D ∩ E0(r2)] ,

where 0 < r1 < r2 < d(E0, E1).
Suppose first that E0 is bounded. Then ∀ε > 0 there exists R = R(ε)

such that if % is the characteristic function of E0(R) ∩D, then∫
%p dm =

∫
E0(R)

dm = mE0(R) < ε .

If E0 is unbounded, we may consider its intersection with the annuli
A(0, k, k + 1) = {x; k ≤ |x| < k + 1} (k = 0, 1, . . .) and define

%(x) =
{

1 if x ∈ E0(Rk) ∩D ∩A(0, k, k + 1) (k = 0, 1, . . .),
0 otherwise

where {Rk} is a non-increasing sequence such that R1 < r1, Rk → 0 as
k →∞ and∫

%p dm =
∞∑
k=0

∫
A(0,k,k+1)

%p dm =
∞∑
k=0

m[E0(Rk) ∩D ∩A(0, k, k + 1)] < ε .

Next, let u(x) = infγ
∫
γ[x,E0(r1,r2)]

% dH1, where the infimum is taken over all
arcs γ joining x to E0(r1, r2)∩D. Clearly, u(x)→ 0 as x→ E0(r1, r2)∩D.
Indeed, E0(r1, r2) is open and ∀x0 ∈ E0(r1, r2) ∩D each x sufficiently close
to x0 belongs to E0(r1, r2) ∩D so that it may be joined to E0(r1, r2) by an
arc of length 0 (joining x to x), hence u(x) = 0 for any x in a sufficiently
small neighbourhood of x0. Set v(x) = min[1, u(x)]. Then v(x)→ 0 as x→
E0(r1, r2)∩D in D and we may extend v by setting v = 0 on E0(r1, r2)∩CD,
so that v|E0(r1,r2) = 0. Next, since E0 is not accessible by rectifiable arcs,
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and %(x) = 1 in a sufficiently small neighbourhood of E0, it follows that

u(x) = inf
γ

∫
γ[x,E0(r1,r2)]

% dH1

= inf H1
{
γ[x,E0(r1, r2)] ∩

[ ∞⋃
k=0

E0(Rk) ∩D ∩A(0, k, k + 1)
]}

becomes as large as one wishes as x → E0 in D. Hence u(x) → ∞ and
v(x)→ 1 as x→ E0, so that, if w(x) = 1− v(x), then w(x)→ 0 as x→ E0

in D and w(x)→ 1 as x→ E0(r1, r2) in D. But, since % is bounded in Rn, it
follows that u, and hence also w, is locally lipschitzian in D ∩E0(r2). Now,
arguing as in Theorem 1 of [2], we obtain |∇w(x)| ≤ %(x) in D ∩ E0(r2),
hence w is admissible for capp[E0, E0(r1, r2), D ∩ E0(r2)], so that

capp[E0, E0(r1, r2), D ∩ E0(r2)] ≤
∫

D∩E0(r2)

|∇w|p dm ≤
∫
%p dm < ε .

Letting ε → 0 yields capp[E0, E0(r1, r2), D ∩ E0(r2)] = 0. Finally, letting
r2 → ∞ and taking into account the monotonicity of the p-capacity (cf.
Lemma 6 of [2]), we get

capp(E0,E1, D) ≤ capp[E0, E0(r1,∞), D] = inf
u∈U1

∫
D

|∇w|p dm(16)

= inf
u∈U1

∫
D∩E0(r2)

|∇w|p dm = inf
u∈U2

∫
D∩E0(r2)

|∇w|p dm

= capp[E0, E0(r1, r2), D ∩ E0(r2)] = 0 ,
where
U1 = {w : D ∪ E0 ∪ E0(r1,∞)→ [0, 1];w continuous,

w|D locally lipschitzian, w|E0 = 0 , w|E1 = 1} ,
U2 = {w : [D ∪ E0(r2)] ∪ E0 ∪ E0(r1, r2)→ [0, 1];w continuous,

w|D∩E0(r2) locally lipschitzian, w|E0 = 0 , w|E0(r1,r2) = 1} .
Now, (15) and (16) imply (14), as desired.

Proposition 14 (P. Caraman [2], Lemma 6). If E0 ⊂
⋃∞
k=1E

k
0 , E1 ∩⋃∞

k=1E
k
0 = ∅ and E0, E1 ⊂ D, then

capp(E0, E1, D) ≤
∞∑
k=1

capp(E
k
0 , E1, D) (p > 1) .

Corollary. If E0 ⊂ E∗0 and E1 ∩ E∗0 = ∅, then capp(E0, E1, D) ≤
capp(E∗0 , E1, D) (p > 1).

Theorem 4. If E0 ∩ E1 = ∅ and Ei = E′i ∪ Fi, where E′i (i = 0, 1) is
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not accessible by rectifiable arcs, Fi is compact , and D is m-smooth of order
p > 1 on (F0 ∪ F1) ∩ ∂D, then (1) holds.

P r o o f. Indeed, by the preceding theorem and Theorem 1 of B. Fuglede
[5],

MpΓ (F0, F1, D) ≤MpΓ (E0, E1, D)
≤MpΓ (E′0, E1, D) +MpΓ (E0, E

′
1, D) +MpΓ (F0, F1, D)

= MpΓ (F0, F1, D) .

Hence, taking into account Proposition 1 and the corollary of the preceding
proposition, we obtain

MpΓ (E0, E1, D) = MpΓ (F0, F1, D) = capp(F0, F1, D) ≤ capp(E0, E1, D)

≤ capp(E
′
0, E1, D) + capp(E0, E

′
1, D) + capp(F0, F1, D)

= capp(F0, F1, D) ,

hence,

MpΓ (E0, E1, D) = capp(F0, F1, D) = capp(E0, E1, D) ,

as desired.

Arguing as in the preceding theorem, on account of Propositions 1, 7
and of the preceding theorem, we deduce

Corollary 1. If E0 ∩ E1 = ∅ and Ei = E′i ∪ E′′i ∪ Fi, where E′i is
inaccessible from D by rectifiable arcs, E′′i is open relative to D or to ∂D,
Fi is compact (i = 0, 1), and D is m-smooth of order p ≥ n on (F0∪F1)∩∂D,
then (1) holds.

Corollary 2. With the notations of the preceding corollary , if E0∩E1 =
∅ and Ei = E′i ∪ E′′i (i = 0, 1), then (1) holds ∀p ≥ n.

Theorem 5. If capp(E0, E1, D) = 0, then MpΓ (E0, E1, D) = 0 (p > 1).

P r o o f. From the definition of the p-capacity, it follows that E0 ∩E1 =
E0 ∩ E1 = E0 ∩ E1 ∩D = ∅. Thus the theorem is a direct consequence of
(11).

Lemma 2. E0 ∩ E1 = ∅ ⇒ capp(E0, E1, D) ≤ capp(E0, E1) (p > 1).

P r o o f. Define

UD = {u : D ∪ E0 ∪ E1 → [0, 1];u continuous,
u|D locally lipshitzian, u|E0 = 0 , u|E1 = 1} ,

U = {u : Rn → [0, 1];u continuous and locally lipschitzian,
u|E0 = 0 , u|E1 = 1} .
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Then U|D ⊂ UD, where U|D = {u|D;u ∈ U}. Hence,

capp(E0, E1, D) = inf
u∈UD

∫
D

|∇u|p dm ≤ inf
u∈U|D

∫
D

|∇u|p dm

≤ inf
u∈U

∫
D

|∇u|p dm = capp(E0, E1) ,

as desired.

Proposition 15 (P. Caraman [1], Lemma 13). If D is bounded , F0 ⊂ D
and F1 ⊂ D are closed , F0 ∩ F1 = ∅, % ∈ F [Γ (F0, F1, D − F1)] ∩ Ln, then
∀ε > 0 there exists δ = δ(ε) ∈ (0, 1) such that %/(1 − ε) ∈ F{Γ [F0(r), F1,
D − F1]} ∀r < δ.

Hence and on account of the corollary of Propositions 3 and 4, we have

Corollary 1. (D bounded , F0 ⊂ D and F1 ⊂ D closed , F0 ∩ F1 = ∅,
% ∈ F [Γ (F0, F1, D)] ∩ Lp (p > 1)) ⇒ ∀ε > 0 there is δ = δ(ε) ∈ (0, 1) such
that %/(1− ε) ∈ F{Γ [F0(r), F1, D]} ∀r < δ.

Arguing as in the preceding proposition, we also obtain

Corollary 2. (D bounded , E ⊂ D, F ⊂ D closed , E ∩ F = ∅ and
% ∈ F [Γ (E,F,D)] ∩ Lp (p > 1)) ⇒ ∀ε > 0 there exists a δ = δ(ε) ∈ (0, 1)
such that %/(1− ε) ∈ F{Γ [E,F (r), D]} ∀r < δ.

By the same argument as in the preceding corollary, we get

Corollary 3. (F0, F1 compact , F0 ∩ F1 = ∅ and % ∈ F [Γ (F0, F1, D] ∩
Lp (p > 1)) ⇒ ∀ε > 0 there is δ = δ(ε) ∈ (0, 1) such that %/(1 − ε) ∈
F{Γ [F0, F1(r), D]} ∀r < δ.

Lemma 3. (D bounded , E ⊂ D, F ⊂ D closed and E ∩ F = ∅) ⇒

(17) MpΓ (E,F,D) = lim
r→0

MpΓ [E,F (r), D] (p > 1) .

P r o o f. Clearly,

(18) MpΓ (E,F,D) ≤ lim
r→0

MpΓ [E,F (r), D] ,

so that we only have to prove the opposite inquality. By Proposition 2,
MpΓ (E,F,D) <∞ so that ∀ε > 0 there exists % ∈ F [Γ (E,F,D)] satisfying
(7). Now, by Corollary 2 of the preceding proposition, there is δ = δ(ε) ∈
(0, 1) such that %/(1−ε) ∈ F{Γ [E,F (r), D]} ∀r < δ. Therefore, on account
of (7),

MpΓ [E,F (r), D] <
∫ %p dm

(1− ε)p
<
MpΓ (E,F,D) + ε

(1− ε)p
∀r < δ .
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Hence, letting r → 0,

lim
r→0

MpΓ [E,F (r), D] ≤ MpΓ (E,F,D) + ε

(1− ε)p
,

and letting ε→ 0,

lim
r→0

MpΓ [E,F (r), D] ≤MpΓ (E,F,D) ,

which, together with (18), yields (17), as desired.

Arguing as in the preceding lemma and taking into account the preceding
corollary (instead of Corollary 2 of the preceding proposition), we obtain

Corollary 1. (F0, F1 compact and F0 ∩ F1 = ∅) ⇒ MpΓ (F0, F1) =
limr→0MpΓ [F0, F1(r)] (p > 1).

Corollary 2. Under the hypotheses of the preceding corollary ,
MpΓ (F0, F1) = limr→0MpΓ [F0, F1(r)] (p > 1).

Lemma 4. (F0, F1 compact , D m-smooth of order p > 1 on (F0∪F1)∩∂D
and F0 ∩ F1 = ∅) ⇒

(19) MpΓ (F0, F1, D) = lim
r→0

MpΓ [F0(r), F1(r), D] (p > 1) .

P r o o f. Clearly,

(20) MpΓ (F0, F1, D) ≤ lim
r→0

MpΓ [F0(r), F1(r), D] (p > 1) ,

so that we only have to prove the opposite inequality. On account of Propo-
sition 2, MpΓ (F0, F1, D) <∞, so that we may assume that % ∈ Lp. Hence,
by Proposition 4, L(%) ≥ 1 ∀% ∈ Ap, and so, by Proposition 3, ∀ε > 0 there
exists δ = δ(ε) ∈ (0, 1) such that %/(1− ε) ∈ F{Γr[F0(r), F1(r), D]} ∀r < δ.
Consequently, we may choose a % satisfying (7) and

MpΓ [F0(r), F1(r), D] ≤ 1
(1− ε)p

∫
%p dm <

MpΓ (F0, F1, D) + ε

(1− ε)p
∀r > 0.

Letting r → 0 and then ε→ 0 shows that

lim
r→0

MpΓ [F0(r), F1(r), D] ≤MpΓ (F0, F1, D) ,

which, together with (20), gives (19), as desired.

Arguing as in Lemma 8 of [2], we obtain

Proposition 16. (F0, F1 compact , F0 ∩ F1 = ∅ and D m-smooth on
(F0 ∪ F1) ∩ ∂D) ⇒ L(%) ≥ 1 ∀% ∈ A′0 = {% ∈ F [Γ (F0, F1, D)] ∩ Ln;
%(x) ≥ α%F > 0 ∀x ∈ F ∀F compact}.

Hence, we deduce
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Lemma 5. (F0, F1 closed , F0 ∩ F1 = ∅, D bounded and m-smooth on
(F0∪F1)∩∂D)⇒ L(%) ≥ 1 ∀% ∈ Ã′p = {% ∈ F [Γ (F0, F1, D)]∩Lp; %|CD = 0,
%(x) ≥ α%F > 0 ∀x ∈ F ∀F compact} (p ≥ n).

P r o o f. It is enough to show that the hypotheses of the preceding propo-
sition are satisfied, especially the condition % ∈ Ln. Indeed,∫

%n dm =
∫
D

%n dm =
∫
E1

%n dm+
∫
E2

%n dm

≤
∫
E1

dm+
∫
E2

%p dm ≤ mE1 +
∫
%p dm ≤ mD +

∫
%p dm <∞ ,

where E1 = {x ∈ D; %(x) ≤ 1}, E2 = {x ∈ D; %(x) > 1}.
By the same argument, we also obtain

Corollary 1. (F closed , E ∩ F = ∅, D bounded and m-smooth on
F ∩ ∂D)⇒ L1(%) ≥ 1 ∀% ∈ Ap (p ≥ n).

By the same argument as in Lemma 4 and using the preceding lemma
(instead of Proposition 4), we get

Corollary 2. (F0, F1 closed , F0∩F1 = ∅, D bounded and m-smooth on
(F0 ∪ F1) ∩ ∂D) ⇒ MpΓ (F0, F1, D) = limr→0MpΓ [F0(r), F1(r), D]
(p ≥ n).

A similar argument to the one used in Theorem 4 yields

Corollary 3. (Ei = E′i ∪Fi, Fi (i = 0, 1) compact , F0 ∩F1 = ∅ and D
m-smooth of order p > 1 on (F0 ∪ F1) ∩ ∂D)⇒
(21) MpΓ (E0, E1, D) = lim

r→0
MpΓ [E′0 ∪ F0(r), E′1 ∪ F1(r), D] .

Corollary 4. (Ei = E′i ∪ Fi, Fi (i = 0, 1) closed , F0 ∩ F1 = ∅, D
bounded and m-smooth on (F0 ∪ F1) ∩ ∂D)⇒ (21) holds for p ≥ n.

In the particular case p = n, Proposition 4 yields

Corollary 5. (F0, F1 compact , F0 ∩F1 = ∅ and D m-smooth on (F0 ∪
F1)∩∂D)⇒ L(%) ≥ 1 ∀% ∈ An = {% ∈ F [Γ (F0, F1, D)]∩Ln; %|∆ continuous,
%(x) ≥ α%F > 0 ∀x ∈ F ∀F compact}.

By the same argument as in the preceding lemma, we obtain

Corollary 6. (F0, F1 closed , F0 ∩ F1 = ∅, D bounded and m-smooth
on (F0 ∪ F1) ∩ ∂D) ⇒ L(%) ≥ 1 ∀% ∈ A∗p = {% ∈ F [Γ (F0, F1, D)] ∩ Lp; %|∆
continuous, %|CD = 0 and %(x) ≥ αF > 0 ∀x ∈ F ∀F compact} (p ≥ n).

Arguing as in Proposition 1 and using the preceding corollary, we deduce

Corollary 7. (F0, F1 closed , F0 ∩ F1 = ∅, D bounded and m-smooth
on (F0 ∪ F1) ∩ ∂D)⇒MpΓ (F0, F1, D) = capp(F0, F1, D) (p ≥ n).
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Proposition 17 (J. Hesse [6], Theorem 5.21). If {F ′k}, {F ′′k } are two
decreasing sequences of compact sets, F ′ =

⋂
k F
′
k, F ′′ =

⋂
k F
′′
k and F ′1 ∩

F ′′1 = ∅, then limk→∞MpΓ (F ′k, F
′′
k ) = MpΓ (F ′, F ′′).

Proposition 18 (B. Fuglede [5]). If Γ0 = {γ;x0 ∈ γ}, then MpΓ0 = 0
(p ≤ n).

Theorem 6. (E0 ∩ E1 = ∅ and E0 at most countable) ⇒
(22) capp(E0, E1, D) = MpΓ (E0, E1, D) = 0 (p ≤ n) .

P r o o f. Suppose that E0 = {x0} and that E1 is bounded. Let {rk}
be a strictly decreasing sequence such that limk→∞ rk = 0 and let r0, r1 <
d(x0, E1). By the corollary of Proposition 14, Lemma 2, Proposition 1 and
the preceding two propositions, we obtain

capp(x0, E1, D) ≤ capp[x0, E1(r0), D] ≤ capp[x0, E1(r0)]

≤ lim
k→∞

capp[B(x0, rk), E1(r0)]

= lim
k→∞

MpΓ [B(x0, rk), E1(r0)] = MpΓ [x0, E1(r0)] = 0

since E1(r0) is closed and bounded, hence compact. On the other hand, by
the preceding proposition,

(23) MpΓ (x0, E1, D) ≤MpΓ (x0,Rn − x0) = 0 ,

hence
capp(x0, E1, D) = MpΓ (x0, E1, D) = 0

when E1 is bounded.
Now, let us get rid of this restrictive condition. We have E1 =

⋃∞
k=0E

k
1 ,

where Ek1 = E1∩A(0, k, k+1), and we may assume without loss of generality
that 0 ∈ E1. By Proposition 14 and the first part of the proof,

capp(x0, E1, D) ≤
∞∑
k=0

capp(x0, E
k
1 , D) = 0 (p ≤ n) .

Since (23) is valid in the general case, we have

capp(x0, E1, D) = MpΓ (x0, E1, D) = 0 (p ≤ n) .

Finally, write E0 = {xk}. Then, by Proposition 14 and the first part of
the proof,

capp(E0, E1, D) = capp({xk}, E1, D) ≤
∞∑
k=1

capp(xk, E1, D)

=
∞∑
k=1

MpΓ (xk, E1, D) = 0



p-Module and p-capacity 53

and since

MpΓ (E0, E1, D) ≤
∞∑
k=1

MpΓ (xk, E1, D) = 0 ,

we obtain (22), as desired.

Corollary. Under the hypotheses of the preceding theorem,
capp(E0, E1) = MpΓ (E0, E1) = 0 (p ≤ n).

Theorem 7. (E0 ∩ E1 = ∅, Ei − Ei (i = 0, 1) at most countable, D
bounded and m-smooth of order p ≤ n on (E0 ∪ E1) ∩ ∂D)⇒ (1) holds.

P r o o f. From the preceding theorem and Proposition 1, we deduce that

MpΓ (E0, E1, D)

= MpΓ (E0 − E0, E1, D) +MpΓ (E0, E1 − E1, D) +MpΓ (E0, E1, D)

= MpΓ (E0, E1, D) = capp(E0, E1, D)

= capp(E0, E1, D) + capp(E0 − E0, E1, D) + capp(E0, E1 − E1, D)

= capp(E0, E1, D) .

Corollary. (Ei bounded , Ei − Ei (i = 0, 1) at most countable and
E0 ∩ E1 = ∅)⇒MpΓ (E0, E1) = capp(E0, E1) (p ≤ n).

Lemma 6. If E0 − E0 is at most countable, then MpΓ (E0, E1, D) =
MpΓ (E0, E1, D) (p ≤ n).

P r o o f. By Theorem 6, since E0 ⊂ E∗0 implies MpΓ (E0, E1, D) ≤
MpΓ (E∗0 , E1, D), we have

MpΓ (E0, E1, D) ≤MpΓ (E0, E1, D)

≤MpΓ (E0, E1, D) +MpΓ (E0 − E0, E1, D)
= MpΓ (E0, E1, D) .

As a consequence of Lemmas 3 and 6, we deduce

Theorem 8. If D is bounded , E0 ⊂ D, E1 ⊂ D, E0 ∩E1 = ∅ and E0 −
E0 is at most countable, then MpΓ (E0, E1, D) = limr→0MpΓ [E0(r), E1, D]
(p ≤ n).

P r o o f. Lemmas 3 and 6 yield

MpΓ (E0, E1, D) = MpΓ (E0, E1, D)

= lim
r→0

MpΓ [E0(r), E1, D] = lim
r→0

MpΓ [E0(r), E1, D] .

Proposition 19 (P. Caraman [1], Lemma 14). If D is bounded , F0, F1 ⊂
D are closed , F0 ⊂ D and F0 ∩ F1 = ∅, then A = {% ∈ F [Γ (F0, F1, D)]; %
continuous in D − F1} is p-complete.
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By the preceding theorem, arguing as in the preceding proposition we
obtain

Corollary. (F compact , E ⊂ D, E − E ⊂ D at most countable
and E ∩ F = ∅) ⇒ A′ = {% ∈ F [Γ (E,F,D)]; % continuous in D − F} is
p-complete.

Theorem 9. If E0 ∩ E1 = ∅, Ei = E′i ∪ E′′i ∪ E′′′i ∪ Fi (i = 0, 1), E′i is
inaccessible by rectifiable arcs from D, E′′i is open relative to D or to ∂D,
E′′′i is at most countable, Fi is compact and D is m-smooth on (F0∪F1)∩∂D,
then

MΓ (E0, E1, D) = cap(E0, E1, D) .
P r o o f. Corollary 1 of Theorem 4 and Theorem 6 yield

MΓ (E0, E1, D) = MΓ (E′0 ∪ E′′0 ∪ F0, E
′
1 ∪ E′′1 ∪ F1, D)

= cap(E′o ∪ E′′0 ∪ F0, E
′
1 ∪ E′′1 ∪ F1, D) = cap(E0, E1, D) .

Corollary 1. With the notations of the preceding theorem, if E0∩E1 =
∅, and Ei = E′i ∪ E′′′i (i = 0, 1), then (22) holds.

Now, let us recall the following definitions of a topological cylinder (with
respect to the euclidean metric).

A triple (B0, B1, Z), where Z is a domain and B0, B1 ⊂ ∂Z, is called
a topological cylinder with closed bases if there exists a homeomorphism
ϕ : Z0 ∪ B0

0 ∪ B0
1 → Z ∪ B0 ∪ B1 such that ϕ(B0

i ) = Bi, Z0 = {x; (x1)2 +
. . . + (xn−1)2 < 1 , 0 < xn < 1} is the unit cylinder and B0

i = {x; (x1)2 +
. . .+ (xn−1)2 ≤ 1 , xn = i} (i = 0, 1) are its bases. The Bi are the bases of
the topological cylinder.

A triple (B0, B1, Z) is called a topological cylinder with open bases if
the unit cylinder corresponding to ϕ has the bases B0

i = {x; (x1)2 + . . . +
(xn−1)2 < 1 , xn = i} (i = 0, 1).

As a direct consequence of Proposition 1, we have

Corollary 1. If Z = (B0, B1, Z) is a topological cylinder with closed
bases and Z is smooth of order p > 1 on B0 ∪B1, then MpZ = capp Z.

As a direct consequence of Corollary 7 of Lemma 5, we obtain

Corollary 2. If a topological cylinder with closed bases is smooth on
B0 ∪B1, then MpZ = capp Z (p ≥ n).

R e m a r k s. 1. The condition for Z to be smooth (i.e. 1-smooth) on
B0 ∪B1 is not more restrictive than to be m-smooth because a topological
cylinder is locally connected on its bases (i.e. 1-connected), hence, if it is
m-smooth, it has to be smooth.

2. Observe that we cannot have Bi = Fi ∪ E′i ∪ E′′′i (i = 0, 1), where
Fi is closed, E′i is inaccessible by rectifiable arcs, E′′′i is at most countable
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and Fi 6= Bi. Indeed, assume otherwise. Since Bi − Fi is then open in
the topology induced on Bi, each ξi ∈ Bi − Fi is an interior point (for
the induced topology), i.e. there exists a superficial neighbourhood of ξi
obtained as the intersection of a spatial neighbourhood of ξi with Bi and
which is disjoint from Fi, e.g. Vξi = B(ξi, ri) ∩ Bi, where ri < d(ξi, Fi);
hence, Vξi ⊂ Bi − Fi ⊂ E′i ∪ E′′′i , so that E′i ∪ E′′′i may not be countable.
Define Ḃi = Bi − ∂Bi (where ∂Bi is the relative boundary of Bi). Clearly,
Vξi∩Ḃi 6= ∅. Indeed, let Uξi = B(ξi, ri)∩(Z∪Bi) and Uξ0

i
= ϕ−1(Uξi). Since

ϕ is a homeomorphism, Uξ0
i

is open in the topology induced on Z0 ∪ B0
i ,

where ξ0
i = ϕ−1(ξi), while Vξ0

i
= ϕ−1(Vξi

) is open in the topology induced
on B0

i . Hence, Vξ0
i
∩ Ḃ0

i 6= ∅, where Ḃ0
i = B0

i −∂B0
i is an (n−1)-dimensional

ball. Let η0
i ∈ Vξ0i ∩Ḃ

0
i and ηi = ϕ(η0

i ). Since Vξ0
i
∩Ḃ0

i is open in the relative
topology induced in B0

i , ϕ(Vξ0
i
∩ Ḃ0

i ) ⊂ Ḃi is open in the relative topology
induced in Bi and ηi ∈ Ḃi is an interior point of E′i ∪ E′′i .

Now, consider the ball B(ηi, r′i), where r′i < d(ηi, Fi ∪ ∂Bi), a point
xi ∈ B(ηi, r′i)∩Z and the relative neighbourhood Uηi

= Bi ∩B(ηi, r′i). The
family {λ} of all linear segments joining xi to Uηi

is uncountable, while the
subfamily of linear segments containing points of E′′′i is at most countable.
Let λ = (xi, ηi) ⊂ B(ηi, r′i) be a linear segment in {λ} such that λ∩E′′′i = ∅
and ξ′i is the first point of Bi on xiηi from xi toward ηi. Then the segment
λ′ = (xi, ξ′i) ⊂ Z is a rectifiable arc joining xi to E′i in Z, contradicting the
hypotheses.

However, we want to point out that the bases Bi may contain points
inaccessible from Z by rectifiable arcs.
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