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ARE EC-SPACES AE(METRIZABLE)?

BY

CARLOS R . B O R G E S * (DAVIS, CALIFORNIA)

1. The appealing conjecture that equiconnected spaces are AE(met-
rizable) remains unanswered. (Recall that a space X is equiconnected (ab-
brev. EC) provided that there exists a continuous function λ : X×X×I →
X, where I = [0, 1], such that λ(x, y, 0) = x, λ(x, y, 1) = y and λ(x, x, t) = x,
for all x, y ∈ X and t ∈ I. (λ is called an equiconnecting function for X.)
We will discuss the significance of the preceding conjecture, recall some par-
tial answers and provide a new partial answer, and conclude with some new
thoughts which may help with its solution.

The significance of answering the question “are equiconnected spaces
absolute extensor spaces for metrizable spaces (i.e. AE(metrizable))?” lies in
the fact that a positive answer to this question will easily imply the following
(for details, see [6]):

(i) linear topological spaces are AE(metrizable),
(ii) compact strongly convex metric spaces are AE(metrizable),
(iii) many groups of homeomorphisms (including the group Hδ(Bn) of

homeomorphisms of the euclidean n-ball which leave the boundary fixed)
are homeomorphic to the Hilbert space `2.

Next, let us discuss the known partial answers to the conjecture at hand.
Throughout, we will use the terminology of Michael [10].

Theorem 1.1. If L is an equiconnected metrizable space with dimL <∞
then L is an AE (metrizable).

P r o o f. This follows from Theorems 2.4 and 3.1 of Dugundji [8].

Theorem 1.2. Let X be a stratifiable space, L an equiconnected space, A
a closed subset of X and f : A→ L a continuous function. If dim(X−A) <
∞ then there exists a continuous extension f : X → L of f .

1985 Mathematics Subject Classification: Primary 54C55; Secondary 54C20.
Key words and phrases: equiconnected, AE(metrizable), embedding, kω-space.
* We thank A. Iwanik for very helpful assistance with Theorem 2.2 in the Appendix.

He noted that we failed to prove an earlier and more general version.



136 C. R. BORGES

P r o o f. This follows from Theorem 4.2 of [3] and [4].

Theorem 1.3. Let L be an equiconnected space with an equiconnecting
function λ which satisfies the following condition: for each x ∈ L and each
neighborhood U of x there exists a neighborhood V of x such that λ(U ×
V × I) ⊂ U . Then L is an AE (stratifiable).

P r o o f. This follows from Theorems 3.1 and 4.1 of [3] and [4].

Theorem 1.4. If L is equiconnected then L is an AE (CW-complexes of
Whitehead).

P r o o f. This follows from Theorems 3.2 and 4.3 of [3] and [4].

Theorem 1.5. Let L be an equiconnected space, X a stratifiable space,
A a closed separable metrizable subspace of X and f : A→ L a continuous
function. If dimA <∞ then there exists a continuous extension f : X → L
of f .

P r o o f. Say dimA = n. Then, by Theorem IV.8 of [13], there exists
an embedding j : A → E2n+1. Since E2n+1 is an AE(metrizable) space,
continuously extend j to g : X → E2n+1. Then, by Lemma 4.2 of [10], there
exists a continuous function h : X → F = E2n+1× I− (E2n+1− j(A))×{0}
such that h|A = j = g|A.

We are finally ready to define the map f , as follows: By Theorems 3.2
and 4.2 of [3] and [4], let f̂ : F → L be a continuous extension of the map
fj−1 : j(A) → L. Let f = f̂h. (Clearly, f : X → L and f |A = fj−1j = f .)

Note that if A is not separable then the best embedding result known to
us (i.e. Theorem VI.10 of [13]) does not guarantee that A can be embedded
in a finite-dimensional AE(metrizable) space.

Theorems 1.2 and 1.5 suggest the following question.

Question 1. Let X be metrizable and A a closed subset of X. Is there
a stratifiable space Y such that A is (embedded as) a closed subset of Y ,
dim(Y −A) <∞ and the identity function i : A→ A extends to a continuous
function i : X → Y ?

A positive answer to the preceding question proves that equiconnected
spaces are AE(metrizable) as follows: Let A be a closed subset of a metriz-
able space X, E an equiconnected space and f : A → E a continuous
function. Continuously extend f to f : Y → E, by Theorem 1.2. Note that
f̂ = f i is the desired extension.

Theorem 1.6. If convex subsets of linear topological spaces over the re-
als, with vector bases which are kω-spaces, are AE (stratifiable) then equicon-
nected kω-spaces are AE (stratifiable).
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P r o o f. Let B be an equiconnected kω-space. By Theorem 2.1 in the
Appendix, B can be embedded as a closed linearly independent subset of a
locally convex linear topological space L = M(B); clearly, without loss of
generality, we may assume that linB (i.e. the linear subspace of L spanned
by B) equals L.

Next, note that the space Lw =
∑
n Ln(B), described in the Appendix,

is a linear topological space, by Theorem 2.2 in the Appendix; furthermore,
B is (embedded as) a closed linearly independent subset of Lw.

Finally, we prove that B is a continuous retract of (convB)w (i.e. the
convex hull of B as a subspace of Lw): Using the terminology of Propositions
2.4 and 2.5 in the Appendix, we define a map r : (convB)w → B by

r
( n∑
i=1

tibi

)
= hn((bµ(1), . . . , bµ(n)), (tµ(1), . . . , tµ(n))),

where (b1, . . . , bn) ∈ Bn∗ and (tµ(1), . . . , tµ(n)) means that (t1, . . . , tn) is re-
ordered the same way that (b1, . . . , bn) is reordered by (bµ(1), . . . , bµ(n)) (note
that the coordinates of (t1, . . . , tn) may not be distinct). The map r is well-
defined, because B is linearly independent.

In order to prove that r is continuous, let us first note that (convB)w =∑
n convnB, with conv nB = Ln(B)∩convB. Therefore, we need only prove

that each rn = r|convnB is continuous, which we do by using induction.
Assuming that r1, . . . , rn−1 are continuous (clearly, r1 is continuous), let us
prove that rn is continuous.

It is easily seen that rn is continuous at each point of convnB−convn−1B
= E. Indeed, pick q =

∑n
i=1 tibi ∈ E. Then all ti 6= 0. Let V be any neigh-

borhood of r(q) = hn((bµ(1), . . . , bµ(n)), (tµ(1), . . . , tµ(n))). By continuity of
hn, pick a neighborhood N = (Nµ(1)× . . .×Nµ(n))× (Vµ(1)× . . .×Vµ(n)) of
((bµ(1), . . . , bµ(n)), (tµ(1), . . . , tµ(n))) such that Nµ(1)× . . .×Nµ(n) ⊂ On (see
Proposition 2.5 in the Appendix), Vµ(1)× . . .×Vµ(n) ⊂ Pn−1, 0 /∈

⋃n
i=1 Vµ(i)

and hn(N) ⊂ V . Then U = {
∑n
i=1 sib

′
i | b′i ∈ Nµ(i) and si ∈ Vµ(i) , for i =

1, . . . , n} is a neighborhood of q in L such that r(U ∩ convnB) ⊂ V .
It is also easily seen that rn is continuous at each point w in the bound-

ary of convn−1B (as a subspace of convnB). Indeed, let w =
∑j
i=1 tibi,

with all ti 6= 0 and j < n − 1. Let V be any neighborhood of y = rj(w) =
hj((bµ(1), . . . , bµ(j)), (tµ(1), . . . , tµ(j))). Pick any b = (bµ(1), . . . , bµ(j),
bj+1, . . . , bn) ∈ On. Letting t = (tµ(1), . . . , tµ(j), 0, . . . , 0), pick a neighbor-
hood (Nµ(1)× . . .×Nµ(n))×(Vµ(1)× . . .×Vµ(n)) of (b, t) in Ln×Rn such that
h((Nµ(1)× . . .×Nµ(n))× ((Vµ(1)× . . .×Vµ(n))∩Pn−1)) ⊂ V (see Proposition
2.4 in the Appendix). Then, letting M = {

∑n
i=1 sib

′
i | b′i ∈ Nµ(i) and si ∈

Vµ(i) , for i = 1, . . . , n}, we find that M is a neighborhood of w such that
rn(M ∩ convnB) ⊂ V . This shows that rn is continuous at w.
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From the preceding two paragraphs we finally conclude that rn is con-
tinuous, which completes the proof.

Theorem 1.6 raises some interesting questions.

Question 2. When is a closed convex subset of a linear topological space
L a continuous retract of L?

From Dugundji’s Extension Theorem one immediately sees that closed
convex subsets of a metrizable locally convex linear topological space L are
continuous retracts of L. The answer in general appears quite difficult. The
results of [7] may help answer this question for completely metrizable linear
topological spaces.

2. Appendix. Michael [11] has proved that every metric space can be
embedded isometrically as a closed, linearly independent subset of a normed
linear space, while Arens and Eells [1] have proved that any Tikhonov space
can be embedded as a closed, but not linearly independent, subset of a
locally convex linear space. Fortunately, a modification of their embedding
along the lines of Michael’s technique yields the stronger and quite useful
result that follows.

Theorem 2.1. Every Tikhonov space X can be embedded as a closed ,
linearly independent subset of a locally convex linear topological space M(X).
If X is metric then M(X) is a normed linear space and the embedding is
isometric.

P r o o f. Let (Y, τ) be a Tikhonov space and let X = Y ∪ {x0}, for some
x0 6∈ Y . The topology of X is the one generated by τ ∪ {{x0}}; clearly, X
is also a Tikhonov space.

Using the same construction of [1], let M(X) be the set of all real-valued
functions m on X such that m(y) = 0 for all but finitely many y ∈ Y and∑
y∈X m(y) = 0; for convenience, letting m(y) = λy for m(y) 6= 0, m is

represented as a linear combination m =
∑
λy 6=0 λyy with

∑
λy 6=0 λy = 0. It

is proved in [1] that

(i) M(X), with the usual addition and scalar multiplication of real-
valued functions, can be given a topology L0 such that (M(X),L0) is a
locally convex linear topological space,

(ii) X is embedded as a closed subspace of M(X) by the map ψ : X →
M(X) defined by ψ(x) = x−x0; furthermore, B = {x−x0 | x ∈ X −{x0}}
is a vector base for M(X).

From (ii) we immediately see that ψ(Y ) = {x − x0 | x ∈ Y } is linearly
independent (indeed, ψ(Y ) = B); furthermore, ψ(Y ) is a closed subset of
M(X), since ψ(Y ) is a closed subset of ψ(X). This completes the proof.
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For any linear topological space (L, T ) over a field F and nonempty
subset B of L, and n ∈ ω, let Ln(B) = {

∑n
i=1 ribi | bi ∈ B and ri ∈ F}.

Also, let linB =
⋃
{Ln(B) |n ∈ ω} be the linear subspace of L spanned byB.

For any linear topological space (L, τ) and vector base B for L, let Lw denote
the set L with the weak topology over {Ln(B) |n ∈ ω}, i.e. Lw =

∑
n Ln(B)

or, equivalently, Lw has the quotient topology generated by the natural map
q :

∨
n Ln(B) → L, where

∨
n Ln(B) denotes the disjoint topological union

of {(Ln(B), τ |Ln(B)) |n ∈ ω}; note that each Ln(B) ⊂ Lw retains its
original topology as a subspace of L.

For compact metric spaces, a different proof of the following result is
essentially contained in the proof of Proposition VIII.5.2 of [2].

Let us first recall that a Hausdorff space which is a union of an increasing
sequence {Xn} of compact subspaces is said to be a kω-space if the natural
map q :

∨
nXn → X, from the disjoint topological union of the Xn, is a

quotient map (i.e. X =
∑
nXn). From results of [12], one immediately sees

that finite products and quotient images of kω-spaces are kω-spaces.

Theorem 2.2. Let L be a linear topological space over the real (or com-
plex ) numbers with a vector base B which is a kω-space. Then Lw is a linear
topological space.

P r o o f. Since B and R are kω-spaces, one immediately finds that each
Ln(B) is a kω-space (since the natural map m :

∏n
i=1(R × B) → Ln(B),

defined by m((t1, b1), . . . , (tn, bn)) = t1b1 + . . .+ tnbn, is a quotient (indeed,
open and continuous) map). Therefore, from the following diagram∨

n
Ln(B)×

∨
n
Ln(B)

q×q−→ Lw × Lw

↘ψ
y+

Lw

where the map ψ is also addition on each Ln(B)×Lm(B), we conclude that
addition in Lw is continuous, because q × q is a quotient map.

Similarly, the fact that q is a quotient map and R is locally compact
implies that scalar multiplication is continuous (because q×1 : (

∨
n Ln(B))×

R → Lw × R is a quotient map, by Theorem XII.4.1 of [9]). Consequently,
Lw is a linear topological space, which completes the proof.

The work that follows is needed for the proof of Theorem 1.6 and consists
of refinements of the work in [3]. For convenience, let us recall that

(i) for any set X and n = 1, 2, . . . , Xn+1 =
∏n
i=1X,

(ii) for (x1, . . . , xn+1) = x ∈ Xn+1, x̂ = (x1, . . . , xn) ∈ Xn,
(iii) if (t1, . . . , tn+1) = t ∈ Pn (the unit n-simplex in En+1) and tn+1 6= 1

then (t1/(1− tn+1), . . . , tn/(1− tn+1)) = t̂ ∈ Pn−1, for n = 1, 2, . . . ,
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(iv) if λ : L×L×I → L is an equiconnecting function then h1 : L×{1} →
L is defined by h1(x, 1) = x and, for n = 2, 3, . . ., hn : Ln × Pn−1 → L is
defined by

hn+1(x, t) =
{
xn+1 if tn+1 = 1,
λ(hn(x̂, t̂), xn+1, tn+1) if tn+1 6= 1.

The following lemma is needed for the next very crucial proposition.

Lemma 2.3. A function f : X → Y is continuous at x ∈ X iff each
net {xν}ν∈Γ in X which converges to x has a subnet {xα}α∈Λ such that
limα f(xα) = f(x).

P r o o f. The “only if” part is well-known (indeed, limν f(xν) = f(x)).
The “if” part: Suppose that f is not continuous at x. Then there

exists a net {xν}ν∈Γ in X such that limν xν = x but {f(xν)}ν∈Γ does
not converge to f(x). Hence, there exists a neighborhood V of f(x) and
a subnet {f(xβ)}β∈Θ of {f(xν)}ν∈Γ such that {f(xβ) |β ∈ Θ} ∩ V = ∅.
Since limβ xβ = x, by hypothesis there exists a subnet {xα}α∈Λ of {xβ}β∈Θ
(hence, a subnet of {xν}ν∈Γ ) such that limα f(xα) = f(x), a contradiction
(since {f(xα) |α ∈ Λ} ∩ V = ∅).

Proposition 2.4. If λ : L × L × I → L is an equiconnecting function
then the functions h1, h2, . . . are continuous and satisfy conditions (a), (b)
and (d) of Definition 2.2 of [3].

P r o o f. Clearly h1 is continuous (and h2 = λ). By induction, let us
assume that hj is continuous for j ≤ n and let us prove that hn+1 : Ln+1 ×
Pn → L is continuous. (First note that we already know from the proof of
Theorem 3.1 in [3] that each hn+1 is continuous in the second variable.) Let
us prove that hn+1 is continuous at each (x, t) ∈ Ln+1 × Pn by considering
two cases.

Case 1: t = (t1, . . . , tn+1) with tn+1 6= 1. Pick a neighborhood Nt
of t in Pn such that, for each s ∈ Nt, sn+1 6= 1. Then, letting h′n+1 =
hn+1|Ln+1 × Nt, we find that h′n+1(x, s) = λ(hn(x̂, ŝ), xn+1, sn+1). Since
hn and λ are continuous, we immediately conclude that h′n+1 is continuous.
This proves that hn+1 is continuous at any (x, t) ∈ Ln+1 × Pn such that
tn+1 6= 1.

Case 2: t = (0, . . . , 0, 1). Then hn+1(x, t) = xn+1. Let {(xα, tα)}α∈Γ
be a net in Ln+1 × Pn which converges to (x, t); say (xα, tα) = ((xα1 ,
. . . , xαn+1), (t

α
1 , . . . , t

α
n+1)).

Next, let us recall that

hn+1(xα, tα) =
{
xαn+1 if tαn+1 = 1,
λ(hn((xα1 , . . . , x

α
n), t̂α), xαn+1, t

α
n+1) if tαn+1 6= 1,
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where

t̂α =
(

tα1
1− tαn+1

, · · · , tαn
1− tαn+1

)
,

and note the following:

(i) If there exists a subnet {(xβ , tβ)}β∈Θ of {(xα, tα)}α∈Γ such that
hn+1(xβ , tβ) = xβn+1, for each β ∈ Θ, then limβ hn+1(xβ , tβ) = limβ x

β
n+1 =

xn+1.
(ii) If there exists a subnet {(xγ , tγ)}γ∈Λ of {(xα, tα)}α∈Γ such that

hn+1(xγ , tγ) = λ(hn((x
γ
1 , . . . , x

γ
n), t̂γ), x

γ
n+1, t

γ
n+1), for each γ ∈ Λ, then let

us pick a convergent subnet {t̂β}β∈Θ of {t̂γ}γ∈Λ in Pn−1; say, limβ t̂β =
(t1, . . . , tn) ∈ Pn−1. It follows that

lim
β
hn+1(xβ , tβ) = lim

β
λ(hn(x̂β , t̂β), x

β
n+1, t

β
n+1)

= λ(hn(x̂, (t1, . . . , tn)), xn+1, 1) = xn+1

(because, by inductive hypothesis, we know that hn is continuous).
We immediately conclude from (i) and (ii) that any net {(xα, tα)}α∈Λ

which converges to (x, t) has a subnet {(xβ , tβ)}β∈Θ such that
limβ hn+1(xβ , tβ) = xn+1 = hn+1(x, t). By Lemma 2.3, hn+1 is continu-
ous at (x, t).

Cases 1 and 2 show that hn+1 is continuous. The fact that the hn satisfy
conditions (a), (b) and (d) of Definition 2.2 of [3] is proved in Theorem 3.1
of [3] (of course, the continuity of the hn is much more stronger than (b)).

For any space X and positive integer n, let Xn
∗ denote the subspace of

the cartesian product Xn which consists of all points in Xn with distinct
coordinates. It is clear that if X is Hausdorff then Xn

∗ is an open subspace
of Xn. Let T denote the relation on Xn defined by (x1, . . . , xn)T (y1, . . . , yn)
if and only if there exists σ ∈ Sn (the symmetric group on {1, . . . , n}) such
that (y1, . . . , yn) = (xσ(1), . . . , xσ(n)). It is well-known that the quotient map
νn : Xn → Xn/T is an open and closed (i.e. clopen) map. Let µn = νn|Xn

∗ ;
since Xn

∗ is an open inverse set under νn, we immediately see that µn is also
clopen.

For metric spaces, the following result is essentially due to V. Klee, by
very different methods (cf. Ex. A on p. 271 of [2]).

Proposition 2.5. Let X be a Hausdorff space. For n = 1, 2, . . . there
exists a clopen subspace On of Xn

∗ such that

(i) µn|On is a homeomorphism,
(ii) µn(On) = µn(Xn

∗ ),
(iii) (x1, . . . , xn) ∈ On implies that (x1, . . . , xn−1) ∈ On−1.
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P r o o f. By induction, assume that the subspaces O1, . . . , On−1 have
been found so that (i)–(iii) are satisfied, and let us define On: Let S be the
collection of all open subsets S ofXn

∗ such that µn|S is one-to-one (therefore,
a homeomorphism, because µn is an open map) and S satisfies (iii). Note
that S 6= ∅. (Pick (x1, . . . , xn) ∈ Xn

∗ such that (x1, . . . , xn) ∈ On−1 and
open neighborhoods Nk of xk, k = 1, . . . , n, such that Ni∩Nj = ∅ whenever
i 6= j, and N1 × . . . × Nn−1 ∈ On−1. Then N1 × . . . × Nn ∈ S.) Partially
order S by inclusion and let N be a nest in S. Clearly,

⋃
N ∈ S; therefore,

by Zorn’s Lemma, let On be a maximal element of S. Clearly, On satisfies
(iii), and On satisfies (i) because On is open (so µn|On is an open one-to-one
map).

On satisfies (ii): Suppose not. Then there exists x = (x1, . . . , xn) ∈ Xn
∗

such that x ∈ O−
n − On and µn(x) 6∈ µn(On). (Simply pick y ∈ µn(Xn

∗ ) −
µn(On) such that y ∈ µn(On)−. Then µ−1(y) ∩ O−

n 6= ∅, because µn is
a closed map.) It follows that (x1, . . . , xn−1) ∈ On−1. Pick a net {xβ =
(xβ1, . . . , xβn)}β∈Λ in On such that limβ xβ = x. Then limβ x̂β = x̂ =
(x1, . . . , xn−1). Since On−1 is a closed subspace of Xn−1

∗ , we get x̂ ∈ On−1.
Since (x1, . . . , xn−1) ∈ On−1, there exist open neighborhoods Ni of xi,

i = 1, . . . , n, such that N1 × . . .×Nn−1 ⊂ On−1 and Ni ∩Nj = ∅ whenever
i 6= j. Therefore, for each (z1, . . . , zn) ∈ (N1×. . .×Nn)∩On, (z1, . . . , zn−1) ∈
On−1. Hence, letting O′

n = On ∪ (N1 × . . .×Nn), we conclude that O′
n ∈ S

and On is a proper subset of O′
n, which contradicts the maximality of On;

hence, On satisfies (ii).
In order to complete the proof, we need only show that On is also a

closed subspace of Xn
∗ : Suppose not. Pick (z1, . . . , zn) ∈ Xn

∗ such that
(z1, . . . , zn) ∈ O−

n − On. Pick an open neighborhood N1 × . . . × Nn of
(z1, . . . , zn) such that Ni ∩ Nj = ∅ whenever i 6= j. Letting O′

n = On ∪
(N1× . . .×Nn), we easily deduce that µn|O′

n is a one-to-one map; however,
since On satisfies (ii), this is impossible, a contradiction which completes
the proof.

Definition 2.6. For each (x1, . . . , xn) ∈ Xn
∗ , (xµ(1), . . . , xµ(n)) will

denote the point of On such that µn(x1, . . . , xn) = µn(xµ(1), . . . , xµ(n)).
This defines a function p : Xn

∗ → On by p(x1, . . . , xn) = (xµ(1), . . . , xµ(n)).

Lemma 2.7. The function p : Xn
∗ → On is an open continuous map.

P r o o f. Simply note that p(N1 × . . . × Nn) = Nµ(1) × . . . × Nµ(n), for
any open subsets N1, . . . , Nn of X such that Ni ∩Nj = ∅ whenever i 6= j.
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